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Zusammenfassung:

In dieser Arbeit wird die Photoionisationsdynamik von atomarem Krypton,
Argon-Dimeren und molekularem Stickstoff werden in einer Reihe von Experi-
menten mit Attosekunden-Zeitauflösung untersucht. Die zeitliche Auflösung im
Attosekundenbereich wird durch eine Messtechnik erreicht, bei der eine Reihe
von extrem ultravioletten Impulsen verwendet. Diese Experimente wurden mit
einer Attosekunden-Beamline mit hoher Wiederholrate (50 KHz, 75KHz, 150
KHz) und einem dreidimensionalen Ionen-/Elektronenimpuls-Abbildungsgerät,
dem so genannten Reaktionsmikroskop (REMI), durchgeführt. Mit der hohen
Wiederholrate Laser und den Koinzidenznachweisfähigkeiten des REMI wur-
den mehrere faszinierende Phänomene im Zusammenhang mit mit atomarer
und molekularer Photoionisation verbunden sind, untersucht worden. Dazu
gehören die Rolle von Spin-Orbit-Wechselwirkungen bei der Photoionisation von
Atomen, der Einfluss von Van-der-Waals-Kräften auf die Photoionisation von Ar-
gondimeren und schließlich verschiedene Dissoziationsprozesse in molekularem
Stickstoff.

Abstract:

In this work, the photoionization dynamics of atomic krypton, argon dimers and
molecular nitrogen are investigated through a series of experiments with attosec-
ond time resolution. The attosecond time resolution is provided by a measure-
ment technique that uses a train of extreme-ultraviolet pulses. These experi-
ments were performed with a high-repetition rate (50 KHz, 75KHz, 150 KHz)
attosecond beamline and a 3-Dimensional Ion/electron momentum imaging de-
vice known as a Reaction Microscope (REMI). Using the high-repetition rate laser
along with the coincidence detection capabilities of the REMI, several intrigu-
ing phenomena associated with atomic and molecular photoionization have been
studied. These include the role of spin-orbit interactions in atomic photoioniza-
tion, the influence of Van der Waals forces on the photoionization of argon dimers
and finally various dissociation processes in molecular nitrogen.
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Introduction

Till 19th Century, light was conveniently understood as "corpuscles" using Isaac
Newton’s formalism. Later, after significant contributions by Thomas Young
(through his famous Double-Slit Experiment), Christian Huygens and the formula-
tion thereafter by Maxwell, there was a clearer understanding of the wave nature
of light. Moving forward a couple of decades, Max-Planck came up with the con-
cept of quantization of light and revolutionized the understanding of light. Then
came by Albert Einstein with his work on the photoelectric effect [1] and what
subsequently followed was the birth of Quantum Mechanics.

The birth of quantum mechanics not only resulted in a drastically different way of
looking at the microcosmos, it also led to two inventions which would drastically
change the course of human history - the transistor and the LASER. These two
inventions together put humanity on a fast track.

From transistors come modern computers, which in turn accelerates the devel-
opment of other technology. The lasers too have evolved by leaps and bounds
over the years and have become increasingly important in the production of ever
smaller transistors. As processors inside computers are getting smaller and smaller,
it is inevitable that individual atoms will have to be used as transistors used in the
future. Naturally, this makes it extremely important to have a complete under-
standing of processes occuring inside atoms and molecules.

One of the main challenges to observe and understand the details of atomic and
molecular processes is their timescale. Molecular dynamics such as vibrations
happen on the femtosecond timescale (10−15 seconds) while electronic motion in
atoms is in the attosecond timescale (10−18 seconds). To be able to observe these
processes in real-time, we need a "camera" which has a shutter speed to match
the timescale of these motions. Till date, no camera has been able to reach these
speeds.

However, about thirty years ago, lasers which produced pulses less than a pi-
cosecond (10−12 seconds) lead to a Nobel-prize winning experiment by Ahmed
Zewail[2]. The ultrashort laser pulses were used like a camera to capture molec-
ular dynamics in real time. The technique utilized in this experiment is famously
known as the "Pump-Probe" method, where the two laser pulses at precise intervals
of time can be used to make a movie of atomic or molecular processes. Almost all
pump-probe measurements use the phenomenon of interference of two coherent
waves, in one way or the other.
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Schematic of a pump-probe measurement. Figure adapted from [3]

Over the last two decades, Extreme Ultraviolet (XUV) pulses lasting only a few
tens of attoseconds have also made it possible to study some of the fundamental
processes such as electronic motion in atoms and molecules[4]. For these mea-
surements too, the pump-probe technique is utilized where XUV pulses act as the
"Pump" and ionize the atom or molecule, followed by "Probe" infrared pulses which
last only a few femtoseconds, map the phase of the outgoing electron wavepacket.
All the experiments presented here are based on such pump-probe measurements
with XUV and IR pulses. For these experiments, a novel laser system that produces
infrared pulses lasting only 40 femtoseconds and with high-repetition rates (50,
75 and 150 KHz) was successfully used to generate XUV photons with energies
upto 40 eV. The XUV source was then combined to a spectrometer that provides
3 dimensional momentum information for electrons as well as ions. To perform
pump-probe experiments, a Mach-Zehnder interferometer[5] combining the XUV
source was used.

The contents of this thesis are organized as follows: theoretical concepts that
are necessary to understand all the experimental results are discussed in the be-
ginning. Following this, the RABBIT technique, which is an XUV-IR pump-probe
technique is discussed. The experimental details are presented after this. After
this, the results of measurements on Krypton atoms, Argon dimers and Nitrogen
molecules will be covered. The measurements on Krypton were performed to
study the role of spin-orbit interaction in photoionization, while the measurement
on argon dimers was done to look for the role of Van der Waals interactions in pho-
toionization. The measurements on nitrogen were aimed at observing the various
dissociation pathways.
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1 Theoretical Background

In this chapter, all the theoretical concepts essential to understand the experimen-
tal results will be discussed. It begins with an overview of the atomic photoioniza-
tion after which there is a brief explanation of the method that is used to generate
Extreme Ultraviolet radiation. Following this, the fundamentals of molecular pho-
toionization is also covered.

1.1 Photoionization of atoms and generation of Extreme
Ultraviolet (XUV) radiation

The concept of photoionization is a very simple one. To remove an electron out of
a neutral atom, the energy needs to be supplied externally. The energy required
to remove an electron from the ground state of a neutral atom is called the ioniza-
tion threshold. When photons having energy greater than the ionization threshold
strike an atom, an electron is ejected and a positively charged ion is left behind.
This process is called photoionization.

Photoionization is one of the most direct ways to study the structure of an atom
or molecule. Through photoionization measurements, the electronic energy levels
can be measured. This technique has been used for more than half a century to
study the structure and dynamics of electrons inside atoms and molecules. Electro-
magnetic radiation in the extreme ultraviolet(XUV) to soft X-rays are commonly
used to study photoionization. The threshold for valence electrons are typically
between 10 to 25 eV for atoms, while energies of several 100 eVs are needed to
remove the inner shell electrons. The required XUV and X-ray radiation can be
obtained from table-top sources through High-Harmonic Generation(HHG)[6] as
well as synchrotrons[7] all around the world.

The intensity of the electromagnetic radiation influences the pathway of ioniza-
tion. At intensities of less than 1012 W/cm2, the atom or molecule ionizes upon
absorbing only one photon. At higher intensities, the atom can absorb multiple
photons for ionization. This is typically observed with high intensity light sources
such as femtosecond lasers and Free-Electron lasers[8].

Since photoionzation is at the heart of the work presented here, this chapter cov-
ers the theoretical concepts related to photoionization both at low and high in-
tensities. Following this will be a brief explanation of the nonlinear process of
High-Harmonic generation and how the ionization of atoms with XUV looks like
in an experiment.
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CHAPTER 1. THEORETICAL BACKGROUND

1.1.1 Photoionization at low intensities

The interaction of light with atoms usually requires using a rigorous formalism
using quantum electro dynamics (QED). In this method, the field is quantized, as
photons with frequency ν. However, considering the photon energy (hν) being
used in the photoionization experiments presented here, even for modest intensi-
ties (≤ 1010 W/cm2), the number of photons is so large that it can be treated as
a continuous variable. This means that the field is considered to be an electro-
magnetic wave obeying Maxwell’s equations. The result of this is a semi-classical
formalism where the electric field is treated clasically and the atomic system is
looked at from a quantum mechanical perspective. The mathematical treatment
presented here is therefore a brief summary of the semi-classical treatment pre-
sented in Ref.[9]. The reader is directed to this reference for a detailed explana-
tion.

We begin by considering the electric field ~E and the magnetic field ~B, which sat-
isfy Maxwell’s equations. The scalar and vector potentials φ and ~A corresponding
to these fields are then given by :

~E(~r, t) = −∇φ− 1

c

∂ ~A

∂t
(1.1)

~B(~r, t) = ∇× ~A (1.2)

where ~r is the position vector and t is time. Since these definitions of the fields are
invariant to gauge transformations, a variety of different potentials can be used to
describe the same field. In order to simplify the analysis, the Coulomb gauge is
chosen, where :

~∇ · ~A = 0 (1.3)

Upon taking φ = 0 since there are no potential sources, the vector potential ~A
satisfies the wave equation and can be expressed as a monochromatic plane wave
with frequency ω :

~A(~r, t) = A0(ω)ε̂cos(~k · ~r − ωt+ δw) (1.4)

The quantities ~k, ε̂ and δω are the wave vector, polarization vector and constant
phase respectively and ~A is therefore the form of the electric field that would
interact with a charged particle.

For a charged particle with mass m and charge q interacting with the electro-
magnetic field, the Hamiltonian can be written as :

H =
1

2
(~p+

~A

c
)2 + φ (1.5)

Expanding this expression and using the Hermitian nature of the Hamiltonian H
results in :

H =
~p2

2m
− q

2m
( ~A · ~p+ ~p · ~A) +

q2

2m
~A2 + qφ (1.6)
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CHAPTER 1. THEORETICAL BACKGROUND

Subsituting for ~p = −ih̄∇, the time dependent Schrödinger equation can be
written as :

ih̄
∂

∂t
Ψ(~r, t) =

[
−h̄2

2m
∇2 + ih̄

q

2m
( ~A · ~∇+ ~∇ · ~A) +

q2

2m
~A2 + qφ

]
Ψ(~r, t)

With the Coulomb gauge, ∇· ( ~AΨ) = ~A · (∇Ψ) + (∇· ~A)Ψ = ~A · (∇Ψ) and hence
the above equation can be rewritten as :

ih̄
∂

∂t
Ψ(~r, t) =

[
−h̄2

2m
∇2 + ih̄

q

m
( ~A · ~∇) +

q2

2m
~A2 + qφ

]
Ψ(~r, t)

In a hydrogenic system, the electrostatic Coulomb potential between the elec-
tron and nucleus is given by −Ze2

4πε0r
. The Hamiltonian then can be expressed as :

H(t) =
−h̄2

2m
∇2 − Ze2

(4πε0)r
− ih̄ e

m
~A · ∇+

e2

2m
~A2 (1.9)

The Hamiltonian can thus be expressed as H = H0 +Hint(t), where

H0 =
−h̄2

2m
∇2 − Ze2

(4πε0)r
(1.10)

is the time-independent part and

Hint(t) = −ih̄ e
m
~A · ∇+

e2

2m
~A2 (1.11)

describes the interaction of the atom with the field. In the scenario where there is
only single ionization taking place, the electromagnetic field is very weak and ~A2

is negligible. Hence the interaction term of the Hamiltonian can be considered as
a small perturbation to the system, given by H ′(t) = −ih̄ e

m
~A · ∇ .

The perturbation on the atom by an electromagnetic field can result in processes
such as photoionization and stimulated emission. Thus, from perturbation theory,
a lot of meaningful information about the light-atom interaction can be extracted,
particularly with the calculation of transition probabilities for various states. To
do this, we begin with the solution to the Schrödinger equation. The normalized
general solution is given by:

Ψ = Σkck(t)ψk(~r)e
−iEkt/h̄ (1.12)

When the atom is perturbed by an external electromagnetic field, the system
transitions from an initial state Ψi to a final state Ψf . In other words,

H
′

fi(t) = 〈ψf |H
′
(t) |ψi〉 (1.13)

11



CHAPTER 1. THEORETICAL BACKGROUND

This transition is possible only when h̄ωfi = (Ef−Ei), Ef and Ei are the energies
of the final and initial states respectively. From this, we can define the transition
matrix to be :

Mfi = 〈ψf | ~A · ~∇ |ψi〉 = 〈ψf | ei
~k·~r ε̂ · ∇ |ψi〉 =

∫
ψf (~r)e

i~k·~r ε̂ · ∇ψi(~r)d~r (1.14)

The expression for the transition matrix can be simplified by expanding the
exponential term through a Taylor series expansion, given by:

ei
~k·~r = 1 + i(~k · ~r) +

1

2!
(i~k · ~r)2 + ... (1.15)

For most photoionization experiments, the incident field has a wavelength in
the order of a few 100 nanometers or even less. This would mean that kr << 1Å.
Therefore, the exponential term can be approximated as exp(i~k · ~r) ≈ 1 and this is
known as the dipole approximation. With this, we have:

Mfi = ε̂ · 〈ψf | ∇ |ψi〉 = ε̂ · im
h̄
〈ψf | ~̇r |ψi〉 (1.16)

With the Heisenberg equation of motion, this can be rewritten as
〈ψf | ~̇r |ψi〉 = 1

ih̄
(Ei−Ef ) 〈ψf |~r |ψi〉 and using ~rfi = 〈Ψf |~r |Ψi〉, we arrive at the final

expression

Mfi =
−mωfi
h̄

ε̂ · ~rfi (1.17)

At this juncture, it is apparopriate to introduce the Dipole operator, given by :
~D = −e~r, with its matrix element Dfi = −erfi and the above equation can be
expressed alternatively as :

Mfi =
mωfi
h̄e

ε̂ · ~Dfi (1.18)

From the product ε̂ · ~Dfi, it can be determined if a transition is electric dipole al-
lowed or fobidden. A non-vanishing Dfi would mean an allowed transition, while
the matrix elements become zero for those perpendicular to the polarization axis
and are hence forbidden. Thus, Eq. 1.18 is one of the most important quantities
calculated to understand light-atom interactions, particularly direct photoioniza-
tion at low field intensities. At higher field intensities, the higher terms in the series
expansion in eq. 1.15 begin to have non-vanishing contributions and hence results
in additional transitions which are dipole forbidden. Hence there are two other
ionization methods at higher intensities, namely: above-threshold/multiphoton
ionization and tunneling ionization. These would be discussed in the following
section.

12



CHAPTER 1. THEORETICAL BACKGROUND

Figure 1.1: Left : Schematic of the removal of a valence electron by absorbing a
single XUV photon, Right: Schematic of Multi-Photon Ionization, by
absorption of multiple IR photons

1.1.2 Photoionization at high intensities

Modern light sources such as femtosecond lasers and X-Ray Free electron lasers
have made it possible to reach extremely high field intensities. With the help of
these sources, intensities of 1016 W/cm2 or even higher are routinely achieved.
Even as field intensities of about 1012 W/cm2 are reached, there are additional
ionization pathways that are possible. A mathematical treatment of ionization at
high intensities would require going beyond the perturbation theory approach and
using the strong-field approximation (SFA)[10, 11]. A discussion of the SFA is be-
yond the scope of this work and is discussed in detail in reference [12]. However,
the processes can be explained in a simplified manner as follows. The first path-
way that is possible already at intensities between 1012 W/cm2 to 1014 W/cm2 is
called Multi-Photon ionization[13]. In this, when a high number of photons are
available, the atom absorbs multiple photons, so that the electron transitions from
a valence state to a continuum state. This happens by absorbing one photon at
a time and passing through virtual states which are extremely short lived. When
the atom absorbs more photons than necessary for photoionization it results in
above-threshold ionization (ATI)[14].

The photoelectron kinetic energy spectrum for such a process exhibits peaks (see
Fig. 1.2) which are separated by an energy corresponding to the frequency of the
driving field (Ee = nω − Ip). The matrix elements for this transition is calculated
by using the Lowest order peturbation theory and the ionization probability scales
with the intensity as Mfi ∝ In. So, as the intensity increases, the more the number
of photons absorbed resulting in ATI peaks in the electron spectrum. At intensities
of 1014 W/cm2 or higher, a very interesting phenomenon occurs. The electric field
strength in this case is comparable to the Coulomb potential of an atom. This
effectively means that the Coulomb potential of the atom can be deformed in the

13



CHAPTER 1. THEORETICAL BACKGROUND

Figure 1.2: Experimentally measured ATI Photoelectron spectrum obtained by ion-
izing Argon with femtosecond IR pulses

presence of a strong field and this results in tunneling of the valence electron
through the barrier. This process is also called Tunnel ionization.

It is pertinent to introduce a term associated with strong-field ionization over here.
This is called the ponderomotive energy(Up), which is the energy acquired from an
oscillating field by an electron that becomes "free" after tunneling. It is expressed
as:

Up =
I

4ω2
(1.19)

where I and ω are the intensity and frequency of the field respectively.

Figure 1.3: Schematic of tunnel ionization

Since both multiphoton ionization and tunneling ionization are possible at high
intensities, it is very useful to introduce a parameter to determine the mode of
ionization at a given intensity. The Keldysh parameter[15, 16] helps us determine

14



CHAPTER 1. THEORETICAL BACKGROUND

which will be the dominant mode of ionization and is defined by :

γ =

√
IP

2UP
(1.20)

With the help of the Keldysh parameter, the most likely ionization pathway can
be determined. Tunneling occurs when γ < 1 , while multiphoton ionization hap-
pens when γ >> 1, at relatively lower intensities. Both multi-photon ionization
and tunneling ionization reveal intriguing aspects of the atomic potential and have
been the central subject of several experiments performed with femtosecond lasers
over the last two decades.

The phenomenon of tunnel ionization in particular is the starting point of High-
Harmonic generation, which is used to generate XUV light from IR femtosecond
pulses. This will be explained in the next section.

1.1.3 High-Harmonic Generation

The three-step model

The nonlinear process of HHG, that produces XUV radiation can be understood
with the help of a simple Three-Step model[6] (Fig. 1.4). During the first step, the
electron tunnels out of the barrier, since the barrier is suppressed by the external
laser field. The second step involves the acceleration of the quasi-free electron by
the field. The acceleration continues until the field changes direction. When the
field changes direction due to its periodic nature, the electron is accelerated once
again in the reverse direction. In the third step, the electron recollides with the
parent ion after the acceleration. When it does, it emits the excess energy in the
form of XUV photons.

Figure 1.4: Schematic of the Three-Step model for high-harmonic generation. The
three steps are: tunneling, acceleration and recollision

This process repeats every half cycle of the oscillating external field. Depending
on when the electron was released with respect to the phase of the external field,

15



CHAPTER 1. THEORETICAL BACKGROUND

the electrons take many possible trajectories and thereby the XUV photons could
have a wide range of energies. Since the entire cycle from tunelling to recollision
is periodic and occurs every half cycle, the emitted XUV spectrum also exhibits a
periodic structure, in the form of a frequency comb. The spacing between each
peak in the frequency comb is twice the frequency of the driving field. When an
inverse Fourier transform of the XUV spectrum is performed, in the time domain
this results in a train of pulses. Likewise, with few-cycle broadband IR pulses,
isolated attosecond pulses can be obtained[17, 18].

Figure 1.5: Top: A Train of attosecond pulses produced in the time domain by
a long IR pulse. Bottom : XUV Frequency comb obtained from the
Fourier transform of an attosecond pulse train. Figure taken from [19]

In order to generate XUV through HHG, IR laser pulses lasting few tens of fem-
toseconds are usually used. Since the laser field is of finite duration, the XUV
pulses produced also are finite and are in the form of a bunch of pulses. Each of
these pulses in the bunch last typically a few hundred attoseconds. The envelope
of the IR pulse affects the envelope of the XUV burst. In the ideal scenario, a fem-
tosecond IR laser has a Gaussian envelope, with no chirp. The ideal attosecond
pulse train then will also have a gaussian envelope and the duration of each pulse
in the train is only determined by the bandwidth of the IR pulses. There is also no
variation of the spectral phase for the various harmonics.

The three-step model relies on a semi-classical treatment of the interaction of
the laser with the atom. The acceleration of the electron after tunneling is calcu-
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Figure 1.6: Classical trajectories for the electron in an oscillating field, calculated
using eq. 1.21

lated by using the classical equations of motion. By calculating the trajectories of
the electron motion, the maximum photon energy achievable through HHG in an
atom at a given laser intensity can be estimated. The details of this calculation
can be found elsewhere in reference [16]. This calculation can be summarized as
follows: Since the motion of the electron is much faster than the rate at which the
field changes, the laser field can be considered to be a monochromatic oscillating
electric field ~E = E0cos(ωt) propagating along the z-axis, with an amplitude E0

and frequency ω and time t. Let the electron escape the barrier at an instant ti.
The one dimensional trajectory for the electron would be :

z(t) =
eE0

meω2
[sin(ωt)− sin(ωti)− ω(t− ti)cos(ωti)] (1.21)

where e is the charge of the electron and me is the mass of the electron. The
kinetic energy can be further calculated by Ee = me|v(t)|2|

2
, where v is the velocity

of the electron. Obtaining the expression for velocity from eq. 1.21 and using
eq. 1.19, the electron kinetic energy can be expressed in terms of ponderomotive
energy as:

Ee = 2Up[cos(ωt)− cos(ωti)]2 (1.22)

By calculating the trajectories from eq. 1.21, it can be seen that only those elec-
trons that are released at a phase of π

4
(0.25 Tcycle) and π

2
(0.5 Tcycle) radians of

the field, have a chance of recombining with the parent ion at a zero crossing
(Fig. 1.6). The maximum energy is emitted by the electrons that are emitted at
ti = 0.299Tcycle[20, 21]. The maximum electron kinetic energy reached is 3.17Up.
The final energy of the harmonics is a sum of the ionization potential of the atom
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and the kinetic energy acquired due to acceleration by the driving field. The high-
est energy achieved therefore through HHG, also called the cutoff energy is given
by:

Ecutoff = 3.17Up + Ip (1.23)

A high cutoff energy for the harmonics can be achieved through two ways. One
is to use a gas with a very high ionization threshold such as Helium or Neon.
Another is to increase the ponderomotive energy by either increasing the laser in-
tensity through tight focusing or by using extremely short pulses or by increasing
the driving wavelength of the laser. In the recent years, advances in laser technolo-
gies, particularly in the mid-infrared range have made it possible to easily reach
photon energies of 100 eV and more, reaching well into the soft X-Ray region[22].
HHG sources in combination with a monochromator arrangement[23, 24] have
also been used in the recent years to replicate some of the synchrotron measure-
ments on a table-top scale.

Real-world HHG

The three step model explains the process of generating high order harmonics
from interaction of a single atom with an intense laser pulse. However, in a real
experimental setup, an ensemble of atoms in the form of either a gas jet/cell or
solid targets are used. The XUV produced therefore depends on a few ensemble
effects.

Figure 1.7: A visualization of the XUV emission at the focus of an intense laser
beam. Left : Improper phase matching (∆K 6= 0) of the XUV from sin-
gle atom emitters, Right : Optimal phase matching (∆K = 0) between
the various XUV photons emitted from each atomic emitter.

If we consider the XUV emission from multiple atomic emitters, the maximum
XUV intensity is achieved when there is perfect constructive interference due to a
coherent addition of the XUV fields. This condition is also commonly called phase
matching. However, due to a variety of factors, when atoms in an ensemble are
driven by an IR pulse they do not exhibit a perfect degree of phase matching.
To quantify the level of phase matching, it is useful to define a parameter ∆K =
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Figure 1.8: A photograph of the plasma created while generating XUV light by
focusing femtosecond IR pulses onto a gas cell.

nKir−Kn [25, 26], where Kir is the wavevector of the driving laser field and Kn is
the wavevector of the nth harmonic. If ∆K is zero, then a perfect phase matching
condition is achieved. However, ∆K is non-zero, there is a phase mismatch and
this results in only a weak XUV spectrum. There are four key factors that cause
this mismatch and thus ∆K can be alternatively expressed as :

∆K = ∆Kgouy + ∆Knd + ∆Kpd + ∆Katom (1.24)

Each term can be understood as follows:

• ∆Kgouy - refers to the Gouy phase variation, as the laser beam passes through
the focus[27]. As the beam travels through the focus, it undergoes a phase
variation of π radians and hence the atomic emitters from the two ends of
the focal volume can have significant differences in phase.

• ∆Knd & ∆Kpd - are together the dispersion introduced by the neutral atoms
in the ensemble and the plasma created as a consequence of the high field
intensities

• ∆Katom - refers to the atomic dipole phase mismatch caused by the move-
ment of the electron in the laser field. The value of ∆Katom changes from
negative to positive, as the atoms move through the focus.

Generating XUV in a laboratory through HHG therefore involves a constant op-
timization of parameters such as pressure, focal length and even the profile of the
laser beam. Tweaking these parameters can not only ensure that an optimal flux
is achieved, but also an optimal spectrum. By using a combination of these pa-
rameters, it is also possible to selectively enhance the strength of one particular
harmonic (see for example [28]). In combination with a monochromator arrange-
ment, such a source can provide a spectral resolution and flux comparable to a
synchrotron.
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In order to obtain a stable XUV source, it is extremely important therefore to
have a stable target density (eg. constant gas pressure), stable pulse energy and
pulse duration for the driving laser and excellent beam pointing stability to prevent
effects introduced by a shifting focus.

1.1.4 Photoionization with XUV pulses

The photoelectron spectrum obtained by ionizing atoms provides intriguing in-
sights about the spectral content of the photons, apart from revealing important
information associated with the electron energy levels. When monochromatic ra-
diation ionizes an atom , the resulting photoelectron spectrum displays a distribu-
tion having a bandwidth which is a convolution of the instrument response and
the bandwidth associated with the state. When a pulse lasting only a few fem-
toseconds or lesser is used, the bandwidth is large and this reflects in the width
of the photoelectron spectrum as well. If a comb of frequencies is used to ionize
an atom, the photolectron spectrum exhibits a comb structure. The typical elec-
tron spectrum obtained through ionization by HHG has a comb structure and the
strength of each peak is determined by the intensity of the respective harmonic
and the ionization cross-section of the atom at that energy.

Figure 1.9: Experimentally measured electron spectrum obtained by the XUV ion-
ization of noble gases. The double peak structure seen in Krypton is
due to the spin-orbit splitting (discussed in Chapter 5). The dashed
vertical lines indicate the respective ionization thresholds.

Fig. 1.9 shows the photoelectron spectrum obtained by ionizing krypton, ar-
gon and helium. By adding the ionization potential to the electron kinetic energy,
it is possible to get a rough estimate of the cut-off energy of the harmonics and
thereby the bandwidth of the harmonics. With additional information such as
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the ionization cross section, filter transmission (if any filters are used to isolate
a set of frequencies) and detection efficiency as a function of electron kinetic en-
ergy, it is possible to reconstruct the entire photon spectrum using the photoelec-
tron spectrum (Fig. 1.10). This method gives information equivalent to that of a
conventional XUV grating spectrometer, provided that the electron spectrometer’s
resolution is lesser than the bandwidth of each peak in the XUV frequency comb.

Figure 1.10: Reconstructed photon spectrum obtained from the photoelectron
spectrum of Argon

1.2 Photoionization of Diatomic molecules

1.2.1 The Born-Oppenheimer Approximation

Diatomic molecules are formed when two atoms share electrons through a cova-
lent bond. A stable diatomic molecule is the next simplest unit of all matter after
atoms. When atoms associate to form molecules, the inner valence electrons are
unaffected and continue to be localized around the nucleus, just like in an individ-
ual atom. The valence electrons on the other hand are distributed throughout the
molecule and provides the binding force. Since the molecule has two atoms bound
together, there are additional degrees of freedom namely rotation and vibration,
which are not present in atoms. A mathematical description of the molecular
structure is therefore more complicated than that of individual atoms.
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Figure 1.11: Coordinate system for a diatomic molecule

Figure 1.12: Visualization of the rotation and vibration degrees of freedom for a
diatomic molecule

However, the problem can be greatly simplified by the fact that the mass of elec-
trons is much smaller than the mass of nuclei. As a consequence, the timescales of
electronic and nuclear motion are very different. This can be understood with the
help of uncertainity principle. Consider the electron kinetic energy. It can be very
simplistically expressed Ee ≈ h̄

mea2
, where a is the average internuclear distance

and me electronic mass. Assuming a ≈ 1 Angström, the kinetic energy is typically
in the order of a few electron volts. Likewise, when we consider the molecular vi-
bration, the molecular potential energy increases by a factor of Mnω

2a2/2, where
Mn is the nuclear mass and ω is the oscillation frequency. The vibrational energy
can be roughly expressed as Ev =

√
me

Mn
Ee. Since the mass of the nucleus is typi-

cally 1000 times higher than that of an electron, the vibrational energies are much
smaller. Since energy and time are inversely related through the uncertainity prin-
ciple, the electron motion is about 100- 1000 times faster than nuclear motion.

Therefore, the nuclei can be considered to be stationary while considering the mo-
tion of electrons in a molecule. This is famously known as the Born-Oppenheimer
approximation[29]. This approximation is extremely helpful in solving the Schrödinger
equation for molecules, since it allows us to calculate the electron kinetic ener-
gies independent of the nuclear motion. This means that the total wavefunction
Ψ(RA,RB; r1, r2, .., rN) of the diatomic molecule can be separated as a purely elec-
tronic wavefunction φ(r,R) and nuclear wavefunction ψ(r; R) . In other words,
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Ψ(r1, r2, .., rN ,R) = φ(r1, r2, .., rN ; R)ψ(R) (1.25)

Using this, the electronic wave equation can first be solved to obtain the elec-
tronic energies E(R)at various internuclear distances R. The nuclear wave equa-
tion can then be solved in which the E(R) acts a potential. When the E(R) is
plotted, we obtain what is called a Potential Energy Curve or PEC(Fig.1.13). With
R → 0, the potential is repulsive, while with R → ∞ , E(R) tends to a constant
energy, which is a sum of the energies of two isolated atoms. E(R) also exhibits a
minimum at a separation R0 which is called the equilibrium distance. The amount
of energy required to fragment a diatomic molecule is called the dissociation en-
ergy and is given by De = E(∞)−E(R0). There are in addition, certain electronic
configurations in a molecule which do not overlap and these are called the anti-
bonding states, which too leads to the dissociation of a molecule.

Figure 1.13: Schematic of a molecular potential as a function of internuclear dis-
tance. Figure adapted from [30]

1.2.2 Arrangement of electrons in diatomic molecules

In the case of atoms, there exists a spherical symmetry which is used extensively
while calculating the electronic wavefunctions. With molecules however, this is
not the case. The internuclear axis of a molecule fixes a reference direction for the
molecule. If the internuclear axis is taken as the Z axis of the coordinate space,
the Hamiltonian is invariant for rotations along this direction, while rotations are
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not invariant along the X and Y axes. This is because, the operator for orbital an-
gular momentum along the Z direction Lz commutes with the Hamiltonian, while
the other components Ly, Lz and even L2 do not commute. Since the total or-
bital angular momentum L operator does not commute with the Hamiltonian, the
corresponding quantum number l is not a good quantum number. Therefore the
electronic eigenfunctions in diatomic molecules are constructed as simultaneous
eigenfunctions of electronic Hamiltonian He and Lz. This means

LzΦ = MLh̄Φ,ML = 0,±1,±2... (1.26)

LzΦ = ±Λh̄Φ,Λ = 0, 1, 2... (1.27)

where Λ = |ML| is the absolute value of the total electronic angular momen-
tum’s projection on the internuclear axis. In atomic spectroscopy, we have the no-
tation S,P,D,F to denote the various total angular momentum values. Likewise, the
notation for molecular spectroscopy uses letters from the Greek alphabet, given by:

Λ = 0, 1, 2, 3..→ Σ,Π,∆,Φ... (1.28)

For individual electrons in molecules, the notation λ = |ml| is used. Similarly,
the notation is given by:

λ = 0, 1, 2, 3..→ σ, π, δ, φ... (1.29)

For diatomic molecules, there is a center of symmetry at the midpoint of the
internuclear axis, where the Hamiltonian is invariant under a reflection operation
(ri → −ri). The reflection operation also commutes with the Lz operator. There-
fore, electronic wavefunctions can also be assigned a parity for a given Λ.

If the wavefunction changes its sign after reflection, it is said to have odd parity
and is termed as an ungerade state, denoted by the letter u. On the other hand,
if the wavefunction does not change its sign after reflection, the wavefunction is
said to have even parity and is termed as a gerade state, denoted by the letter g.
Furthermore, an additional label is given to distinguish the molecular wavefunc-
tion, as to whether it is a ground state or an excited state. This is done using
the letters from the Roman alphabet X, A, B,C, D etc, to denote the ground state,
first excited state, second excited state and so on. Therefore molecular states are
denoted using the notation

X2S+1Λg,u (1.30)

where S refers to the total electronic spin.
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1.2.3 Selection rules for the ionization of molecules

Since the XUV radiation used in all the experiments presented here, is of suffi-
ciently low intensity (< 109 W/cm2), the ionization of molecules too can be an-
alyzed under the framework of the dipole approximation. The dipole selection
rules for molecular photoionization are however more complex and involves the
use of Group theory[30]. Nonetheless, symmetry considerations greatly simplify
the deduction of the selection rules. One key factor is that the transition proba-
bility is a scalar quantity and hence the dipole operator connecting the initial and
final states should preserve the overall symmetry.

If the electric field inducing the transition is linearly polarized, then the dipole
operator is given by µz = −Ez and transitions can occur through two directions.
One is along the polarization axis of the XUV pulse and the other is the inter-
nuclear axis. The molecules from a gas jet in the REMI are all isotropic and the
molecular axis is randomly oriented with respect to the XUV polarization axis. If
the transition dipole moment is aligned along the molecular axis, it is referred to
as a Parallel transition. If the transition dipole moment is orthogonal to the inter-
nuclear axis, it is a Perpendicular transition.

For Parallel transitions, the selection rule is ∆Λ = 0. The selection rule for Per-
pendicular transitions is ∆Λ = ±1. For both transitions which involve only the
electronic excitation by the XUV light, the inversion symmetry needs to change.
Therefore, for excitation processes, transitions from an ungerade state are only al-
lowed to a gerade state and vice versa. The detailed derivation of selection rules
can be found in reference [31]. They are summarized in the table below for a
quick reference.

Figure 1.14: Table of dipole transitions in homonuclear diatomic molecules. ‖ and
⊥ show allowed parallel and perpendicular transitions, while x indi-
cates forbidden transitions. Adapted from [32, 20]
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Franck-Condon Principle

The above mentioned selection rules govern the transitions between various elec-
tronic states. The vibrational transitions are much slower and occur when the
nuclei are stationary during an electronic transition. The vibrational transitions
hence follow the Franck-Condon Principle [33, 34], which states that electronic
transitions take place in a timescale that are very short compared to the time
required for the nuclei to move significantly. The vibrational transitions can there-
fore be visualized by a vertical arrow at one fixed internuclear distance in the
potential curves (Fig.1.15). The Franck-Condon principle greatly simplifies the
identification of vibrational transitions. The transitions between the various vi-
brational levels do not occur with equal probability. Transitions having a large
overlap of vibrational wavefunctions before and after the transitions are preferred
over the rest. This fact is used to calculate the Franck-Condon coefficients, which
further help to predict the vibrational spectra.

Figure 1.15: Left: Schematic of transitions between molecular vibrational levels,
governed by the Franck-Condon principle. Figure adapted from [35].
Right : The bold line shows the strongest transition allowed by the
Franck-Condon principle. Figure adapted from [30].

To better understand all that has been discussed so far, we take the example of
an experimentally obtained photoelectron spectrum for the ionization of nitrogen
(Fig. 1.16). The ground state of a neutral nitrogen molecule has a configura-
tion of X1Σ+

g . The three lowest ionic states of nitrogen are the X2Σ+
g , A2Π+

u and
B2Σ+

u states respectively and to reach these states, photons of energy greater than

26



CHAPTER 1. THEORETICAL BACKGROUND

Figure 1.16: Left: Calculated potential energy curves for molecular nitrogen, with
a vertical bar showing the Franck-Condon allowed region. Data for
PECs taken from [36]. Right : Experimentally obtained photoelectron
spectrum after ionizing N2 by a XUV harmonic.

16 eV are required. In fig.1.16, the rectangular region shaded purple shows the
area where there is maximum overlap between vibrational wavefunctions of the
ground and ionic states. Hence, this is the Franck-Condon allowed region. Com-
bining this information with the other selection rules, with sufficient XUV photon
energy neutral nitrogen molecules can be ionized to reach the three ionic states X,
A and B respectively. If only one harmonic in the XUV frequency comb ionizes the
molecule, the resulting photoelectron spectrum then would feature three peaks,
corresponding to each of the ionic states. The width of the distributions for each
state is determined by the number of vibrational levels present and thereby the
depth of the potential.

Having discussed briefly the fundamentals of photoionization in atoms and molecules,
we will now move on to discuss the experimental setup that was used to perform
all the measurements.
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2 The RABBIT Technique

The ionization of atoms by XUV results in a series of peaks in the photoelectron
spectrum, as discussed in section 1.1.4. An inverse Fourier transform of the XUV
frequency comb into the time domain results in a train of pulses, each lasting a few
hundred attoseconds. The pulses produced through HHG are some of the short-
est man-made events and direct measurement methods for these pulses do not
exist till date. To characterize such short pulses, typically an autocorrelation or a
cross-correlation scheme is used. In an autocorrelation measurement[37, 38], two
copies of a pulse are overlapped interferometrically and the intensity is measured
as a function of delay between the two. The envelope of the resulting intensity dis-
tribution reveals the pulse duration. Autocorrelation is one of the easiest methods
to measure the intensity profiles of pulses lasting picoseconds or shorter. Process-
ing the signal in the frequency domain [39, 40, 41, 42] and combining it with
reconstruction algorithms provides other key pulse parameters such as chirp and
carrier-envelope phase.

In cross-correlation measurements, a previously characterised pulse is temporally
overlapped with the pulse to be examined. Since the two different frequencies can-
not interfere, usually a nonlinear effect such as photoionization is used to charac-
terize the pulse. The photoelectron spectrum obtained through a cross-correlation
between XUV and IR pulses is commonly used to determine the pulse duration of
XUV and is also used to study photoionization in a time-resolved manner. These
features make XUV-IR cross-correlation measurements an indispensible tool in at-
tosecond physics.

Two most commonly used XUV-IR cross-correlation methods are RABBIT[43]
and attosecond streaking [44]. The former is used to characterize a train of at-
tosecond pulses while the latter is used to characterize isolated attosecond pulses.
Although the theoretical framework dealing with both techniques are largely the
same, the two have distinctive applications. RABBIT has a larger scope due to
the better spectral resolution it offers in comparison to the streaking technique. A
detailed comparison between the two methods can be found in reference [45]. In
this chapter, the RABBIT technique will be discussed in detail, with details about
the attosecond pulse reconstruction and the insights it provides into the dynamics
of photoionization.
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2.1 Sideband Oscillations

Figure 2.1: Schematic of the formation of sidebands and the corresponding pho-
toelectron spectrum obtained from an experiment

The spacing between two peaks in the photoelectron spectrum obtained by the
ionization of XUV is twice the photon energy of the IR pulse used for HHG. These
peaks are also referred to as "harmonics". Upon ionization, the electron transi-
tions from a bound state to a continuum state. When a phase-locked weak IR
pulse(≤ 1011W/cm2 [46]) is used along with the XUV, the electron could either
absorb or emit an IR photon in the continuum and reach a state in between the
harmonics. These states are called "sidebands" and are at a spacing of one IR pho-
ton energy from two of its neighbour harmonics, thereby an even multiple of the
IR photon energy.

Each sideband state in the continuum can be reached by two pathways involving
neighbouring harmonic states, as shown in Fig. 2.1. When there are two possible
pathways to reach the same final state, there is a quantum interference. This in-
terference is controlled by the relative phase between XUV and IR pulses. Varying
the phase between XUV and IR pulses translates to a time delay variation. The
strength of each sideband peak therefore varies as a function of the timing be-
tween XUV and IR pulses and are also called the "sideband oscillations". These
oscillations have a frequency of 2ωIR, since two IR photons are required to reach
a sideband state.
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Figure 2.2: Variation of sideband intensity as a function of the phase between XUV
and IR pulses

Performing delay scans back and forth and recording the photoelectron spec-
trum results in a 2-D histogram like the one seen in figure 2.3 below. These side-
band oscillations are at the core of the RABBIT technqiue, which stands for Re-
construction of Attosecond Beating By Interference of Two-photon transitions.

Figure 2.3: Experimentally recorded RABBIT trace for electrons from the ioniza-
tion of helium atoms

The RABBIT technique was initially used only for attosecond pulse metrology[47].
Over the last decade however, a variety of measurements have expanded the scope
of this technique to include probing attosecond electron dynamics in atoms and
molecules (eg. [48, 49, 50, 51]). The oscillation phases vary as a function of
electron kinetic energy, resulting from a combination of XUV spectral phase and a
contribution from the photoionization process itself. The sideband oscillations are
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expressed by a cosine function of the form[52] :

ISB(t) = α + βcos(2ωIRτ + ∆φXUV + ∆φatomic) (2.1)

where α is an offset parameter, β is the amplitude, τ is the XUV-IR time delay,
∆φXUV is the phase related to XUV harmonics, ∆φatomic is the phase associated
with the ionization process itself. By using the expression τ = ∆φ

2ωIR
, the phase can

be converted to time. The significance of various phase components will explained
in a little more detail in the forthcoming section.

2.2 Attochirp, Wigner and Continnum-Continuum Delays

The three phase components in eq. 6.2 can be understood as follows. When the
sideband oscillations are treated simply as a cosine function, they have a frequency
of 2ωIR and phase is obtained by multiplying the frequency with the time, in this
case the XUV-IR delay τ . The sidebands however are formed due to a two photon
process involving ionization by XUV followed by IR induced transitions in the con-
tinuum. These processes impart additional phase shifts to the oscillations and are
accounted for by the other two terms.

Figure 2.4: Examples of long and short trajectories in HHG

The ∆φXUV term or Attochirp originates from the high-harmonic generation pro-
cess and is the group delay between each harmonic. From the three-step model
for HHG (Sec. 1.1.3 ) and the classical expression for the trajectory of a quasi-free
electron in the laser field (Eq. 1.21), there are two types of trajectories the elec-
tron could take, depending on the instant of release. These are the short and long
trajectories (Fig. 2.4). The energy released when the electron recollides with the
parent ion depends on the trajectory. The kinetic energy gained by the electrons
released at various instants will be proportional to the square of the slope differ-
ence between the two trajectories during recombination (detailed mathematical
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analysis in [53]). This energy dependence on the trajectories results in a varying
spectral phase for each harmonic. Together, the entire comb of frequencies there-
fore exhibits a group delay, which influences the phase of the outgoing electron
wavepacket upon ionization. The ∆φXUV is usually converted to time and is ex-
pressed in units of as/eV. In most RABBIT measurements with atoms, a value of
few hundred attoseconds over four or five consecutive sidebands is measured.

The other phase quantity ∆φatomic is called the atomic phase and contains all the
information related to the photoionization process. The atomic phase expres-
sion takes into account the contribution from direct ionization by XUV as well
as the phase shift of the quasi-free electron in the continuum. The atomic phase
can be converted to time delay and taking into account the two components, we
have[52]:

τatomic = τWigner + τCC (2.2)

The Wigner term arises from the transition of an electron from a bound state to
a continuum state, after ionization by XUV. The concept, originally introduced by
Eugene Wigner[54] in 1955, is the phase shift an electron wavepacket acquires as
it passes through a short range attractive potential and is given by

τWigner = h̄
∂δ(E)

∂E
(2.3)

where δ(E) is the energy dependent scattering phase acquired by the electron
wavepacket.

Figure 2.5: Propagation of electron wavepackets with various kinetic energies in
the vicinity of a Coulomb potential (black lines) in comparison to
a freely propagating electron having the same kinetic energy (gray
lines). Figure taken from [52].

To understand this, we consider an electron with kinetic energy E and picture
two cases - one where it propagates in the vicinity of an attractive potential and in
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the other case, it propagates as a free electron. Due to scattering by the potential,
the electron wavepacket is phase shifted in comparison to its freely propagating
counterpart. This phase shift can be converted into a delay and depending on
the sign of the phase shift, the wavepacket is said to be advanced or retarded.
In the case of photoionization, the phase shift calculated for a given kinetic en-
ergy needs to be halved, since photoionization is a half-scattering process where
the electron appears in the continuum at the center of the potential and then
propagates[52, 55].

The CC-term or the continuum-continuum delay is a measurement induced de-
lay and arises from the interaction of an electron in the continuum with an IR
pulse. For weak IR pulses that are linearly polarized, the electrons in the contin-
uum undergo transitions following the selection rule ∆l = ±1, which ultimately
leads to the formation of sidebands. This transition in the continuum occurs in
the long-range Coulomb tail[52] and results in a non-trivial phase shift to the out-
going wavepacket. The continuum-continuum phases are usually calculated from
an above-threshold ionization perspective since the electron is already free when
it exchanges the second photon. The continuum-continuum delay is therefore a
convolution of phase-shifts arising from various pathways dependent on the angu-
lar momentum of the intermediate state (ie state after XUV ionization).

The probability of continuum-continuum transitions increases with electron ki-
netic energy, which in turn increases the importance of the τCC term at higher
energies[46, 52]. The τWigner on the other hand is dominant at lower kinetic en-
ergies. In any XUV-IR pump-probe measurement, the IR pulse acts as a clock to
measure the phase of the electron wavepacket and hence it is extremely important
to estimate the τCC accurately to be able to estimate the τWigner.

2.3 Phase Extraction

Having discussed the various contributions to sideband oscillation phases, we will
briefly look at how to retrieve the phase from an experimental dataset.

Fitting a cosine function

The easiest way to extract phases from the sideband oscillations is by using a
cosine fit (Fig. 2.6). In order to do this, a projection of the sideband oscillations
along the delay axis is taken. A delay range over which the amplitude is almost
constant is then chosen and is fitted with a function similar to eq. 6.2, given by :

ISB = Acos(2ωIRτ + φ) +B (2.4)

The amplitude A, offset B and phase φ are the free parameters in the fit, while the
2ωIRτ term is kept a constant, for consistent fitting over all sidebands. Using a
least-squares optimization function based on the Levenberg-Marquardt algorithm
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Figure 2.6: Projection of Sideband 24 in Helium (integrated over electron KE 4.0
- 4.5 eV in Fig.2.3) and the cosine fit for the oscillations

1 [56, 57], the amplitude and phase of the oscillations can be determined. Un-
certainities in the amplitude and phase are obtained from the covariance matrix,
which is given by:

C(A,B, φ) =

 σ2
A σAσB σAσφ

σBσA σ2
B σBσφ

σφσA σφσB σ2
φ

 (2.5)

The terms σ2
A,σ2

B,σ2
φ are the respective variances. By taking the square root of the

diagonal elements in the covariance matrix, the standard-error for each parameter
is obtained. The fit is hence a very popular method to extract the amplitude and
phase due to its simplicity but has a few sources of error which need to be taken
into account.

Firstly, an assumption needs to be made with regard to the frequency of oscil-
lation. The fit function defined above works only for two-photon transitions to
reach the final state and hence has only one oscillation frequency. If the IR in-
tensity is high enough to result in 4-photon or 6-photon transitions in the contin-
uum, this would result in sideband oscillations at higher frequencies(ie. 4ωIR, 6ωIR
etc.)[58]. The presence of higher frequencies reduces the contrast of oscillations
and thereby the accuracy of the fit. Therefore, the higher order transitions need to
be accounted for and additional frequency terms are required in the fit function.

Second, the fit is also sensitive to amplitude variations and hence the phase
retrieved is sensitive to the time-delay window selected. Although the accuracy of
the fit increases with the number of cycles, sideband oscillations have a constant
amplitude and frequency only close to the center of XUV-IR temporal overlap. A
sliding window analysis (as explained in [59]) can help identify the optimal delay
range. For most RABBIT measurements presented in this thesis, a delay window
covering 6 cycles(≈ 10 fs) is chosen for an optimal fit.

Finally, the energy window over which the sideband signal is integrated also
needs to be chosen carefully. For energies where the harmonics and sidebands

1Implemented using the scipy.optimize.least_squares function in Python
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Figure 2.7: Left: RABBIT trace from Fig. 2.3, Center : Linewise FFT showing the
presence of only 2ωIR component in the sideband oscillations, Right:
Phase retrieved from the FFT for each energy bin. The harmonics and
sidebands oscillate almost π radians out of phase w.r.t each other.

overlap, there is a phase jump of π radians, which when included in the sideband
projection, influences the phase significantly. In addition, the phase can vary over
the sideband energies due to resonances as shown in ref. [60].

To minimize these errors, the fit could therefore be augmented with a linewise
Fast-Fourier transform(FFT) of the RABBIT trace (Figs. 2.7, 2.8). With the help
of a linewise FFT, higher frequencies can be identified and taken into account.
Moreover, energies in each sideband having no influence from the neighbouring
harmonics can also be identified.

Extracting individual contributions

The phases retrieved from the fit are a combination of the two components
explained in the previous section. There are methods however to get the contri-
bution of the XUV and atomic components individually.

To get the ∆φXUV term, the phases for each sideband are taken and plotted. For
a low to moderate IR probe intensity, the phases can be assumed to vary linearly
with energy. The slope of a linear fit to these points gives the ∆φXUV . The phase is
converted to time to get the value in units of as/eV. In the RABBIT measurement
on Helium presented here, the ∆φXUV is estimated to be approximately 27 as/eV.
The phase varies linearly for sidebands 22 through 28 and starts flattening for
sidebands 30 and 32, which are dependent on the phases from harmonics 29-33
and in the cutoff region of the HHG spectrum. The flattening of phase around the
cutoff arises due to the convergence of long and short trajectories close to the zero
of the field[61]. This convergence leads to a vanishing phase variation since all
harmonics in the cutoff region are in phase.
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Figure 2.8: Example of a linewise Fourier transform for a RABBIT measurement
performed on Argon with a very high probe IR intensity. Multi-photon
transitions in the continuum due to the high IR resulted in a noticeable
contribution of the 4ωIR oscillation in the RABBIT trace.

Figure 2.9: Left: Projections of sideband oscillations seen in Fig. 2.3. The yellow
line tracks the relative phase between the oscillations. Right: The
phases converted to time delays(red points) along with the linear fit
(dashed blue line).

While comparing the phases across various sidebands for the same atom, the
∆φatomic varies as well. However, in general ∆φatomic«∆φXUV [52] across the side-
bands and hence ∆φatomic can be neglected in this estimation.
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To estimate the ∆φatomic component, the ∆φXUV needs to be eliminated and
this can be achieved in a few different ways. One is by performing a measurement
with two different targets simultaneously and comparing the respective sideband
phases(eg. [62, 63, 64]). With this method, we obtain the difference of atomic
phases for two atoms A & B (∆φatomic(A − B)), which can be supplemented with
theoretical calculations to obtain the τWigner and τCC values. Other ways to elim-
inate the ∆φXUV include looking at electrons ionized from different shells in the
same atom [48] or measuring the phases of each sideband as a function of emis-
sion angle (w.r.t laser polarization axis)[65, 66].

All the above mentioned methods to measure the ∆φatomic term results in a value
that is a mix of the Wigner and CC terms. In the recent years, a novel method has
been developed to extract the τCC term in isolation from the others[67, 68]. In
this method, the XUV is generated by the second harmonic of the driving laser
while the probe frequency is kept the same. Due to the doubled spacing between
harmonics, three photon transitions with the fundamental IR probe pulses are
required to reach a sideband state. Therefore, instead of one sideband, there
are three sidebands and analyzing the phases of these sidebands provides direct
insights into the τCC term.

2.4 Attosecond Pulse Reconstruction

Having discussed the extraction of phases from a RABBIT trace, we will now look
at how the extracted phases can be used to reconstruct the pulses in an attosecond
pulse train. To reconstruct the pulses produced by HHG, a RABBIT measurement
on Argon (Fig. 2.10) is used. The lower ionization threshold of Argon allows
inclusion of phases from lower harmonics into the pulse reconstruction.

In order to reconstruct a pulse, the spectral amplitude and phase are required.
The spectral amplitude for each harmonic can be measured using a calibrated XUV
spectrometer. In the absence of an XUV spectrometer, the photoelectron spectrum
obtained from the ionization by XUV can be used (explained in Sec. 1.1.4). This
method works effectively only when the detectors have a flat response across all
electron kinetic energies and the resolution provided by the electron spectrometer
is better than the bandwidth of each harmonic.

The XUV group delays obtained from the analysis of sideband oscillations is used
to calculate the spectral phase of the harmonics. By integrating the line fitted to
the group delays, the quadratic spectral phase for each harmonic Φq (where q is
the order of the harmonic) is obtained. In Fig. 2.10, the sideband 16 is set to
zero and the relative phases of the rest of the harmonics are calculated. While
performing a linear regression fit, the phase of Sideband 16 is not included, since
it deviates largely from the other points. The reason for this strong deviation is
an aluminium filter used to separate the XUV from IR after HHG (see Fig. 3.4).
Measurements on aluminium filters with various thicknesses, presented in [69]
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Figure 2.10: Left : Experimental RABBIT trace from a measurement on Argon,
Right: Top - The XUV group delays extracted from the RABBIT trace,
Bottom - XUV photon spectrum obtained from the photoelectron
spectrum. The area shaded green denotes the harmonics chosen for
pulse reconstruction

show that the strong deviation of phase for the lower sidebands are indeed due to
the dispersion introduced by the filter.

With the spectral amplitude and phase, the temporal profile of the attosecond
pulses can be reconstructed as [69]:

I(t) =

∣∣∣∣∣
28∑
q=18

√
Iqe
−iqωt−Φq

∣∣∣∣∣
2

For the pulse reconstruction, spectral amplitudes of harmonics 17 to 27 are used,
along with the phases from sidebands 18 to 28. Sideband 30 is left out since the
cosine fit returns a large error bar for the phase. The reconstructed pulses are seen
in Fig. 2.11. The Fourier limited pulses for the given bandwidth have a duration
of about 305 attoseconds. This is obtained by taking the XUV frequency comb in
Fig. 2.10 and setting the same height to all peaks along with keeping the spectral
phase zero. The duration of pulses including the chirp and spectral amplitudes is
410± 30 attoseconds, clearly indicating broadening by the chirp.

The chirp of attosecond pulses could be reduced by using thick aluminium filters
after HHG[61]. This is because, the pulses produced by HHG are intrinsically
negatively chirped and propagation through the filter introduces positive chirp,
thereby reducing the overall chirp of the pulse. However, filters that are too thick
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Figure 2.11: Top : Attosecond pulse train retrieved using the XUV spectrum and
group-delays from the RABBIT trace, Bottom : The envelope of the
retrieved pulse with chirp in comparison to the Fourier Limited pulses
for the bandwidth

would result in a significant reduction of the XUV flux. So, a balance needs to be
achieved between the chirp and flux. For this RABBIT measurement, aluminium
filters with thickness ≈ 200 nanometers were used.

Another way to bring the attosecond pulse duration close to the Fourier limit, is by
adjusting the chirp of the IR pulse used in HHG. Adding a small amount of positive
chirp in the IR pulse helps achieve optimal XUV pulse durations. Experimentally,
this is achieved by adjusting the incidence on a grating inside the laser amplifier
or compressor.

To summarize, the RABBIT technique is a versatile tool to not only measure
attosecond pulses, but also to study the dynamics of photoionization. The spec-
tral phases obtained from a RABBIT measurement on noble gas atoms, can be
combined with the spectral amplitudes of the harmonics to reconstruct the tem-
poral profiles of the pulses in an attosecond pulse train. Although this method
requires assumptions and does not always provide a complete characterization of
the pulse, it helps making a very good guess of the XUV pulse duration. New al-
gorithms developed in the recent years (eg. [70, 71]) can reconstruct the entire
RABBIT spectrum with great accuracy, but are not discussed here due to being
beyond the scope of this work.

39



3 Experimental Details

In order to carry out photoionization measurements, two experimental appara-
tuses are necessary : a light source and an electron/ion detector. This chapter
contains a detailed explanation of the experimental setup used for the photoion-
ization measurements presented in this thesis.

3.1 The Laser

The current experimental setup uses laser pulses from a commercially available
femtosecond laser system from Active Fiber Systems R© GmbH. The laser com-
prises of an oscillator which produces low energy pulses and an amplifier system
which increases the pulse energy by several fold. The system is completely based
on optical fibers - both for generating the seed pulses in the oscillator and subse-
quent amplification as well. The mechanism to generate and amplify pulses using
such an optical fiber based system is explained in detail in the following references:
[72, 73, 74]. However, a short summary of the whole process will comprise the
rest of this section.

A schematic diagram of the laser is in Figure 3.1. The ultrashort pulses are gen-
erated in an oscillator through the mechanism of modelocking in optical fibers[75,
76]. The repetition rate is in the order of 100 MHz. These pulses are of very low
energy (≈ 10 nJ) and are then prestretched temporally before amplification. A
significant number of pulses are dumped with the help of an Acuosto-Optic Mod-
ulator, and the pulses now have a repetition rate of 150 KHz. They are then
amplified using the Coherent Combination [74] method, where the pulses from
the oscillator are split into 8 parts temporally, amplified individually and later re-
combined. This method of amplifying pulses provides a crucial advantage over
traditional femtosecond laser amplifiers using Ti:Sapphire crystals, since the for-
mer can be operated at high repetition rates.

In Ti:Sapphire amplifiers, the seed pulses from the oscillator are stretched tempo-
rally with a pair of gratings and these pulses then pass multiple times through a
Ti:Sapphire crystal which is irradiated by another pump laser beam. During each
pass the pulses are optically pumped and thereby amplified. This method how-
ever does not support high repetition rates due to excessive heating of the gain
medium and subsequent damage to it. In a fiber laser, the process involves tempo-
rally splitting the beam and then amplifying it and hence high repetition rates do
not damage the gain medium.

After amplification, the pulses are temporally recombined and also compressed
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Figure 3.1: The laser’s seed and amplification stage. Figure taken from [73]

with the help of a grating compressor. This process yields pulses with a duration of
≈ 250 fs and energy around 2 mJ. These pulses are then sent to a 2-step pulse com-
pression stage which uses hollow core fibers filled with Argon or Neon[77, 78].

Figure 3.2: A schematic of the Hollow Core Fiber compressor stage of the laser.
Figure taken from [77]

These hollow core fibers spectrally broaden the pulses from the amplifier in or-
der to temporally shorten them. This happens through a process called Self-Phase
Modulation[79]. The pulses that exit the hollow core fiber although spectrally
broad, are not temporally short due to a large amount of spectral dispersion. This
dispersion is reduced using a Chirped Mirror Compressor [80, 81] at the exit of
the hollow core fiber. These mirrors have special coatings which compensate the
spectral dispersion at every reflection on the surface of the mirror. The pulses
are reflected multiple times off these chirped mirrors and the pulses are tem-
porally compressed down to 40 fs. The pulse energy is reduced to about 1 mJ
now as a consequence of the self-phase modulation inside the hollow core fiber
which usally has about 50 − 55% efficiency. With the provision of a second hol-
low core fiber, the 40fs pulses can be further spectrally broadened and thereby
a pulse duration of about 8 fs can be obtained albeit without Carrier-Envelope-
Phase(CEP) Stabilization[82]. The output power reduces then to about 0.7 mJ.
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These compressed pulses are then sent to a beamline comprising a Mach-Zehnder
Interferometer[5].

3.2 Interferometric Setup for Pump-Probe experiments

Figure 3.3: Schematic of the beamline. Figure taken from [32]

A Mach-Zehnder interferometer arrangement is used for pump-probe measure-
ments as shown in Fig. 3.3. A mirror with a 3 mm diameter hole(BS) acts as

42



CHAPTER 3. EXPERIMENTAL DETAILS

Figure 3.4: Zoomed in view of the interferometer, containing the HHG and recom-
bination chambers. Legend: HMBS - Holey Mirror Beam Splitter, FL
- Focusing Lens, NZ - Gas Nozzle, PC- Differential pumping cone, DM
- Dump Mirror, IR- Iris, ALF - Aluminium Filter, RM - Recombination
Mirror, PZT - Piezo Stage, DL - Diverging Lens

a beam splitter and splits the incoming beam with an R:T ratio of ≈ 85:15. The
stronger part of the beam is reflected by this mirror and travels through the "Pump"
arm of the interferometer and weaker part is transmitted through the hole in the
mirror and goes through the "Probe" arm of the interferometer. The High Harmon-
ics generation chamber, lies in the Pump arm of the interferometer, where the XUV
light is generated. The IR beam is focused with a 50 cm focal length convex lens
and a gas nozzle is placed at the focus for generating the XUV light. The target gas
is usually Argon with a backing pressure of 1.5 bars and the chamber pressure is
about 5× 10−2 mbar. The HHG chamber is then isolated from the Recombination
Chamber which is at a pressure of 10−6 mbar with the help of an intermediate
stage pumped by a turbomolecular pump with a flow rate of 100 l/s.

The recombination chamber houses the two holey-mirrors. The first mirror
(DM) is used as a dump for the IR co-propagating with the XUV after HHG. The
XUV beam passes through the center of this mirror. To remove any residual IR light
after the dumping mirror, an additional iris is placed in front of an Aluminium fil-
ter of 200 nm thickness which then finally eliminates all the IR and lower order
harmonics in the XUV beam. The second mirror(RM) has two holes drilled along
perpendicular directions. One hole is used for the propagation of XUV light. The
IR beam from the probe arm is combined with the XUV beam at the recombina-
tion mirror. A small amount of this probe beam passes through the second hole
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Figure 3.5: Schematic of the toroidal mirror. Axes A, B and C refer to the Pitch,
Roll and Yaw axis respectively.

on the holey mirror and is used as a part of the interferometric drift stabilization
described in a later chapter.

Downstream the recombination mirror, lies the Toroidal mirror (TM) which fo-
cuses both the XUV and IR beams into the Reaction Microscope(Fig.3.5). The
Toroidal Mirror is positioned to have a grazing incidence of both the XUV and IR
beams and is mounted on three Piezo-Electric stages giving it freedom along the
three rotational axes - Yaw, Pitch and Roll[83]. The mirror has a B4C coating and
is placed such that it is at a distance of 130 cm from the focus inside the HHG
chamber as well as the focus inside the REMI. This allows to have a 1:1 mapping
of the XUV focus inside the REMI. It also eliminates the need to use a combination
of cylindrical and spherical mirrors in a Kirkpatrick-Baez arrangement[84, 85],
used typically to focus XUV/X-ray beams. The pressure inside the Toroidal Mir-
ror chamber is typically 5 × 10−7 mbar or better. In order to reach a pressure of
≈ 10−11 mbar inside the Reaction Microscope, a differential pumping stage is in
place between the Toroidal Mirror Chamber and the REMI. This stage is pumped
by three different turbomolecular pumps helping to reach a pressure of 10−10 mbar
at the end and providing a smooth pressure gradient between the Toroidal Mirror
Chamber and the REMI.

3.3 Reaction Microscope

The Reaction Microscope is a versatile instrument used to detect electrons and ions
in coincidence with multihit capabilities and 4π solid angle acceptance, thereby
allowing a kinematically complete measurement of ionization processes. The fun-
damental principles and momentum reconstruction procedures are explained in
great detail in references [86, 87]. The reaction microscope used in all the ex-
periments here was built by a former PhD student in the group and the technical
details are explained in the reference [20]. The setup comprises of an electron
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Figure 3.6: A schematic of the Reaction Microscope. Figure taken from [88]

and ion detector (Fig.3.6), with the charged particles being accelerated to their
respective detectors by electric fields in association with a collinear uniform mag-
netic field introduced using a pair of Helmholtz coils [89].

3.3.1 Target

The target for photoionization measurements with the ReMi is a supersonic gas jet
[90] (Fig. 3.7). The target gas is taken from a gas bottle with a backing pressure
of a few bars and allowed to expand supersonically through a nozzle with a di-
ameter of 30µm into a region with pressure of the order of 10−1 mbar. This cools
the atoms and molecules in the gas jet from room temperature to a few Kelvins,
reducing the thermal energy to ≈ 50 meV. The gas jet then passes through two
successive stages which are pumped by turbomolecular pumps resulting in a pres-
sure of ≈10−4 mbar and ≈10−6 mbar respectively. These stages have one skimmer
each with diameters 150µm and 200µm respectively to let through only the central
part of the jet that is cold. The collimated jet now has a very low momentum
spread perpendicular to its direction of motion and interacts with the incoming
laser beam in the interaction chamber. The interaction chamber is usually at a
pressure of ≈10−10 mbar in the presence of the jet. The gas jet then continues
further downstream into a dump, which is continuously pumped using a 300 l/s
turbomolecular pump.

3.3.2 Spectrometer and Detector

The electron and ion spectrometers (Fig. 3.8) are together made of 32 metal plates
each with a spacing of about 7 mm [20]. These plates provide a homogenous
electric field to accelerate and guide the charged particle fragments onto their
respective detectors. The spectrometer has a Wiley-McLaren configuration[91]
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Figure 3.7: Schematic of the target gas jet undergoing supersonic expansion

Figure 3.8: 3D CAD drawing of the Spectrometer. Figure taken from [32]
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without the field-free drift region. Along with the electric fields for acceleration is
an additional co-axial magnetic field provided by the Helmholtz coils. These help
in achieving a 4π solid angle acceptance for the electrons. The electrons exhibit
helical motion on the way to the detector due to the combined action of the electric
and magnetic fields.

The electrons and ions impinge on the Multichannel Plate (MCP) Detectors[92].
These MCPs are (usually circular) disks having an array of tiny photomultiplier
tubes, each with a diameter of roughly 10µm.

Figure 3.9: Schematic of the working of the MCPs in conjunction with the Delay
line anodes. Figure taken from [88]

As a charged particle impinges on one of the channels, it leads to emission of
secondary electrons upon each successive collision with the walls of the channel.
The end result is a roughly 106 times amplification of the incoming signal and this
leads to a bunch of electrons striking the delay line anode. A voltage drop occurs
between the front and back edges of the MCP and this can be used to calculate
the time of flight for the ions and electrons from the instant of ionization at the
interaction region.

This makes use of the arrival of the laser pulse as a reference (tref) and the
TOF is calculated as : TOF = tMCP − tref , where tMCP is the instant when the
voltage drop is detected on the MCP. The TOF helps determine the longitudinal
momentum (~Plong or ~P||).

The delay line anode is used to determine the position at which the charged par-
ticles strike the detector. With this information, the transversal component (~Ptrans
or ~P⊥) can be determined. From the projections of the transversal component
of the momentum, the individual momenta along the two axes can be obtained,
thereby providing all the three momentum components.
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Figure 3.10: Schematic of the Delay Line Anode (figure taken from [88]). Based
on the time taken for the signals to reach the end of the grid, the
position of the hit on the detector is determined.

The delay line anode comprises of 2 sets of wires wound equidistantly and per-
pendicular to each other, thereby forming a two dimensional meshgrid. When
the electron bunch strikes the grid, the signal propagates to the two ends of the
wire (on each axis) which is biased with a positive voltage, higher than that of the
backside of the MCP.
Consider the set of wires labelled as x. Assuming this signal propagates at a ve-
locity vsig, and takes time T x1 and T x2 respectively to reach the ends. The x and y
coordinates can therefore be calculated as:

xsig =
vsig
2
.(T x1 − T x2 ) ysig =

vsig
2
.(T y1 − T

y
2 ) (3.1)

The time taken for the signal to propagate to the ends of the wire remains a
constant for a given length of wire. This can be used to filter out events which are
either false hits or noise.

T xsum = T x1 + T x2 − 2tref T ysum = T y1 + T y2 − 2tref (3.2)

3.3.3 Momentum Calculation

The prerequisite information to calculate the momenta of ions and electrons lies
in their respective time of flights and hit positions on the detectors. To proceed
with calculating the momenta of the charged particles, we begin with the Lorentz
force for charged particles and Newton’s Second law:

~F = q( ~E + ~v × ~B) = m~a (3.3)
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where q is the charge and m is the mass of the particle and ~E, ~B are the electric
and magnetic fields respectively. The vector ~v is the velocity of the charged particle
and ~a the acceleration experienced by the charged particle. Let the acceleration
length be L and the acceleration voltage be U and the time of flight(ToF) of the
charged particle to the detector be T.

Ion Momentum

While calculating the momentum for ions, the motion of the ions is fairly inde-
pendent of the applied magnetic field applied[93]. In order to calculate the lon-
gitudnal momentum, only the parallel component of the electric field (Ez) plays a
significant role in the acceleration of the ions to the detector.

We are then left with the following differential equation to solve:

Fz = qEz = mion~̈z (3.4)

Upon integration and substituting for the acceleration length and electric field
along the z direction, we have:

L =
1

2

q

mion

U

L
T 2 +

pz
mion

T (3.5)

The constants of integration equate to zero in the above equation since we as-
sume the ionization occurs at the center of the REMI, which acts as the origin.
Rearranging this equation, we can get the longitudinal momentum pz as:

pz = L
mion

T
− 1

2

qU

L
T (3.6)

For calculating the transversal momentum, the positions of the ion hits on the
detector are essential. This can be obtained by solving once again Eq. 3.4 for the
components along the x and y directions. Here, the contribution of the electric
field is neglected and hence the solution of Eq. 3.4 for the x and y components
yields:

x =
px
mion

T y =
py
mion

T (3.7)

Here too, the constants of integration are zero just like in the longitudinal case.
Rearranging this equation yields the px and py momentum components.

px =
mion

T
x py =

mion

T
y (3.8)

Electron Momentum

The longitudinal momentum of electrons is determined in a manner analogous to
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that of the ions. The transversal component of the momentum however involves
the inclusion of the magnetic field, unlike the ions. The electrons exhibit thus a
helical trajectory on its way to the detector. The equations of motion are:

Fx = e~̇yBz = me~̈x Fy = −e~̇xBz = me~̈y Fz = eEz = me~̈z (3.9)

The longitudinal component of the momentum is

pz = L
me

T
− 1

2

eU

l
T (3.10)

where me is the mass of the electrons. It should be noted that the longitudinal
momentum of both ions and electrons depend on the sign of the potential used
ie. if U is taken positive for electrons it should be taken negative for ions and vice
versa.

For the transversal momentum ~p⊥, we need to consider the helical motion of
the electrons (Fig.3.13). This is projected onto the detector in the form of circles.
From this, it is possible to reconstruct the helical trajectory as shown in the image
3.12.

The radius of the cyclotron motion can be obtained by equating it with the
centrifugal force, which is given by:

Rc =
| ~p⊥|
eBz

(3.11)

Having obtained the cyclotron radius, it is possible to estimate the hit distance
on the detector from the reaction volume. Let this distance be denoted by |(x,y)|.
The angle α seen in the figure indicates the phase of the helical trajectory. The vale
of α can be obtained by taking the cyclotron frequency from the above equation
and multiplying it with the time of flight(T) of the electron to the detector.

ωc =
eBz

me

α = ωcT (3.12)

Using trigonometry, we arrive at the relation

|(x, y)| = 2Rc|sin(
α

2
)| (3.13)

Using Eq. 3.11 and rearranging the terms yields the expression for the transver-
sal momentum

| ~p⊥| = |(x, y)| eBz

2|sin(α
2
)|

(3.14)
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Figure 3.11: Exemplary images of the electron(left) and ion(right) detectors. The
concentric rings visible on the electron detector correspond to the
electrons coming from ionization by the XUV comb.

Figure 3.12: Projection of the helical motion on the detector plane. Figure taken
from [88]
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Figure 3.13: A plot of the radius of cyclotron motion versus the time of flight for
the electrons

In order to obtain the projections of the transversal momentum along the x and
y directions, the angles Φ and ϕ need to be considered. Using geometry, the angles
can be estimated to be:

Φ = arctan(
x

y
) ϕ = arctan(

px
py

) (3.15)

Using this the azimuthal angle of emission ϕ can be written as

ϕ = φ− α

2
(3.16)

It should be noted that for electrons satisfying the condition α = 2nπ (where
n ∈ N) will always hit the center of the detector and hence the initial transveral
momentum cannot be reconstructed unambiguously. These are called the "Nodes"
in the electron momentum distribution.

3.3.4 Acceptance and Resolution of the spectrometer

Acceptance

The acceptance of longitudinal momentum solely depends on the voltage applied
and the acceleration length of the charged particles. Therefore the maximum
longitudinal momentum for ions and electrons that can be detected is given by

pmax|| =
√

2mqU (3.17)

where m refers to the mass of the charged particle.
The transversal momentum is however influenced by the magnetic field ap-

plied, particularly for electrons. Assuming emission of electrons purely along
the transversal direction, they can only be detected when the condition |(x, y)| <
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RMCP (RMCP is the radius of the MCP detector) is satisfied. So for electrons, the
maximum transversal momentum that can be detected is

pmax⊥ = BRMCP (3.18)

pmax⊥ = RMCP

√
2mqU

2L
(3.19)

For all experiments presented in this thesis, an acceleration voltage of 136V
along with a field of 9-10 Gauss was used. For ions, this gives a momentum
acceptance of ≈ 50 a.u. and for the electrons, it is ≈ 1 a.u. .

Resolution

Figure 3.14: Experimental momentum distributions for N+
2 ions, from the ioniza-

tion of an N2 gas jet with XUV. From the gaussian fits, the resolution
for each momentum can be determined

The resolution for all charged particles fundamentally depends on the homo-
geneity and the strength of the electric and magnetic fields. For the electrons
in particular, the ~E & ~B fields need to be aligned along the same direction, for
optimal resolution. In addition, the bandwidth of the laser pulses influences the
resolution for electrons as well. Apart from the influence of the electric field on the
resolution for ion momentum, the temperature of the gas jet also plays a crucial
role.

The resolution becomes poorer with increasing momentum and needs to be ac-
counted for during calibration. The theoretical calculation of resolution often re-
sults in an underestimation and hence the actual resolution offered by the exper-
imental setup can be measured by fitting a Gaussian function to the momentum
distributions of ions and electrons (Fig. 3.14).

To conclude, the experimental setup for XUV-IR pump-probe experiments to
study photoionization in atoms and molecules has been discussed in this chapter.
The reaction microscope is an extremely versatile device to measure get a com-
plete 3-Dimensional picture of atomic and molecular fragmentation. Combining it
with a high-repetition rate attosecond beamline opens up opportunities to perform
experiments which were earlier extremely challenging.
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4 Interferometer Drift Stabilization

In order to acquire a sufficient number of data points from coincidence measure-
ments, the experiment needs to be run anywhere between 6-12 hours, depending
on the target of interest. For atomic and molecular systems having tens of kilo-
Barns of ionization cross-section in the 20-40 eV photon energy range (eg. single
ionization of noble gases and diatomic molecules), several million electron - ion
coincidences can be obtained within this time frame. For processes such as the dis-
sociation of diatomic molecules, the cross section is typically two to three orders
of magnitude lesser than direct ionization and hence requires an acquisition time
of at least 12 hours.

While performing a RABBIT measurement over several hours, due to heating of
the optics by the laser, the interferometer path length drifts. This ’smears’ out os-
cillations and reduces the contrast, thereby making phase retrieval challenging. In
order to counter this, a method to stabilize the interferometer has been designed
and implemented, which will be explained in the forthcoming sections.

Figure 4.1: Example of a RABBIT trace where the sideband oscillations are
smeared out over time, due to thermal drifts.

The contents presented in this chapter are also a part of the following publica-
tion: High-repetition rate attosecond beamline for multi-particle coincidence
experiments, Optics Express Vol. 30, Issue 8, pp. 13630-13646 (2022)
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4.1 Setup

In this section, a modification to the existing XUV-IR pump-probe setup (explained
in Sec. 3.2) will be discussed.

Figure 4.2: Modified Interferometer to include Active-Interferometric Stabiliza-
tion. Note : HMBS - Holey Mirror Beamsplitter, FL- Focusing Lens,
HHG - Gas Nozzle, DM - Dump Mirror, ALF - Aluminium Filter, RM
- Recombination Mirror, BS - Beam Splitter, PZT - Piezo Translation
Stage, DL - Diverging Lens, CMOS - Camera, TM - Toroidal Mirror

The extension begins with a rectangular silver mirror used to pick up a small
portion of the diverging pump beam, that is reflected by the dumping mirror(DM).
The dumping mirror on the pump arm of the interferometer has a hole drilled
in the center to let the XUV light pass through and to reflect the remaining co-
propagating IR beam. The beam picked up by the rectangular mirror passes
through an iris in order to get a circular beam with a 3 mm diameter. Follow-
ing this, the beam is incident on a beam splitter(BS) having an R:T of 70:30. Light
from the probe arm passes through a hole in the recombination mirror(RM) and
is combined with the pump beam on the beam splitter. Together, the beams are
made to interfere on an off-the-shelf CMOS camera mounted outside the vacuum
chamber. By adjusting the spatial overlap of the beams, vertical fringes are ob-
tained on the camera and the fringe contrast is further enhanced by moving the
translation stage on which the rectangular mirror is mounted.
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4.2 Stabilization Method

The method presented here to reduce interferometer drifts is an adaptation of the
work done in references [94] and [95]. It relies on a Fourier-Transform based
analysis of interference fringes that has its roots in holography and is discussed in
detail in references [96, 97, 98]. Firstly, the program uses intereference fringes
from the camera frame as input signal (Fig. 4.3).

Figure 4.3: Left: False color respresentation of the interference fringes as seen on
the camera, Center: Integrated signal over the selected region of the
image, Right: Absolute value of the Fourier transform

The image obtained from the camera is converted from RGB to Grayscale in
order to obtain a 2- dimensional matrix. Conversion to Grayscale helps in faster
analysis of images and also helps in accurately identifying features such as edges.
A section of the image with excellent fringe contrast is chosen and the signal is
then integrated over the rows in this window. This gives a sinusoidal waveform.
The sinusoidal waveform is transformed into the Frequency Domain with the help
of a Discrete Fourier Transform[99], which results in a frequency distribution.
The mean value of the signal is equivalent to a DC offset given to a sinusoidal
wave, which appears as the dominant peak around 0 Frequency units and mean
subtraction suppresses this component. A window condition is then applied in the
frequency domain to choose the dominant frequency. The phase at the maximum
of this frequency window is obtained using the arctangent of the complex-valued
Fourier transform X, given by:

Φ(X) = tan−1(
Im(X)

Re(X)
) (4.1)

This method gives the phase of the interference fringes at any given instant of
time, with the sign to indicate the quadrant. By tracking the phases over various
durations of time the phase shifts can be compared. A phase variation (∆φ) of 2π
units would mean a net path length change (∆L) of one wavelength (λ). Using
this, the path length variation of the interferometer is calculated.

∆L = ∆φ× λ

2π
(4.2)
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The corresponding length variation in this case is given in nanometres. In order to
calculate the path length variation, the central wavelength of the laser beam used
needs to be known accurately. This can be done by measuring the spectrum of the
laser at the beginning of the experiment.

Alignment

Before obtaining the fringes on the camera from the extension, the actual intefer-
ometer is first aligned for a good spatial and temporal overlap. This is done with
the help of a camera placed outside the Reaction Microscope(REMI). The beam is
directed to the camera outside through a window using a silver mirror mounted
inside the REMI. While performing an XUV-IR pump-probe experiment, the image
from this camera is not used for stabilization since an aluminium filter is used to
block the IR co-propagating with the XUV.

Figure 4.4: Imaging the focus inside the REMI with the help of a focusing lens,
placed at 2f from the interaction region.

A focusing lens with f = 30 cm is placed at a distance of 60 cm (2f) from the
focus inside the REMI. With this arrangement, the focus inside the REMI is mapped
onto the camera placed at 60 cm (2f) from the lens (Fig. 4.4). By overlapping the
pump and probe beams on the camera image, the focii of the two beams inside
the REMI overlap as well1.

Following this, the length of the probe arm is adjusted to temporally overlap the
two pulses. This is done using the retro-reflectors on the probe arm. These are
mounted on a piezo translation stage, which is in turn coupled to a mechanical

1To achieve a near-perfect spatial overlap for the XUV and IR beams, the ToF and y-position
coordinates for the ions are used. This procedure is explained in Ref. [88]
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translation stage. Coarse length adjustments to the probe arm are done using the
mechanical translation stage, while the piezoelectric stage helps fine adjust the
length and also to perform delay scans. A piezo stage from Physik Instrumente (PI)
GmBH is used, providing a scan step resolution of 5 nm, with a range of 1.5 mm.

Once the main interferometer is aligned, the extended interferometer is adjusted
to obtain fringes on the camera outside the recombination chamber. The piezo
stage is then driven a few microns back and forth to check for correlated motion
of the fringes on both cameras, to ensure a good temporal overlap of the pulses in
both the interferometers. Particular attention is paid to the time of disappearance
and appearance of fringes on both cameras to eliminate the possibility of fringes
appearing in the extended interferometer from spurious reflections.

Figure 4.5: Tracking the interference signal from the extended interferometer and
the actual interferometer

Once this is done, the vacuum chambers can be sealed and pumped to a very
high vacuum, duly followed by the process of HHG and ionization of the gas jet
in the REMI with XUV and IR. The path length and spatial overalps are fine ad-
justed until the sideband peaks are visible in the photoelectron spectrum during
the online analysis of the data. Once this done, the pump-probe measurement with
stabilization can be carried out by performing scans using a self-written Python
program, which also analyzes the interference fringes on the camera and uses it
as feedback to compensate the drifts by adjusting the piezoelectric stage (Figure
4.6).
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Program

A very concise description of the program is as follows:

• At the beginning of the experimental run an image is stored and the phase is
measured. This acts as the reference.

• The interference fringes on the camera are tracked 20 times a second and
compared to the reference phase.

• If the difference between the current phase and reference phase is greater
than a threshold, then the program calculates the net path displacement
required to get the interference fringes back to the reference phase and the
piezo stage is moved accordingly.

The threshold for correcting the phase shift is chosen based on the resolution of
the piezo translation stage.

In the experiments reported in this thesis, the piezo stage used offers a resolu-
tion of 5 nm. Since the probe beam passes through two reflections on the retrore-
flectors, the effective path length change attained by moving the piezo stage needs
to be doubled. Taking this into account, the actual length resolution then is 10 nm.
If the central wavelength of the laser beam is taken to be 1030 nm, this results in a
resolution of 3.5 Degrees(0.06 Radians) in phase. This translates into a temporal
resolution of ≈ 33 attoseconds.

Figure 4.6: A schematic of the drift stabilization mechanism

The above mentioned method is used to hold the relative phase between the
pump and probe beams close to one setpoint. In a pump-probe experiment how-
ever, the setpoint phase is continuously incremented at regular intervals of time so
as to perform an XUV-IR Pump-Probe delay scan. As the reference/setpoint phase
is incremented, so is the stage moved. The position of the piezo stage is mapped
to the electron and ion momenta using an input to a channel on the ADC(Analog
to Digital Converter) in the Data Acquisition System (see Fig. 4.6). The ADC can
measure voltages between 0 to 4V with 1 mV resolution.
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Figure 4.7: Left : Input voltage to the ADC as a function of time, Right : ADC
readout

It converts the input voltage to a number between 0 and 4095 and maps all
the ions and electrons detected to the respective bin value. Using the ADC input,
the photoelectron spectrum corresponding to various delays is recorded. Since
the XUV-IR phase is adjusted in discreet steps, the DC offset is also changed at
regular intervals corresponding to the change in the setpoint phase. A plot of the
ADC input as a function of elapsed time would then be a staircase function and
the corresponding ADC readout will be a series of peaks (Fig. 4.7). It should
be noted that the input voltage to the ADC is independent of the signal used to
drive the piezo stage. In order to obtain best results, the phases are incremented
in steps of at least twice the resolution offered by the stage i.e 20 nm steps (net
displacement) corresponding to a net phase increment of 7 degrees (0.12 Radi-
ans). In the forthcoming sections, the actual precision this arrangement offers in
an experiment will be discussed.

4.2.1 Tests with Drift Stabilization

In this section, some of the tests performed to characterise interferometer drifts
would be discussed.

The first test was to observe if the drifts in the main interferometer and extended
interferometer are correlated. This was done by placing a camera outside the
REMI and observing the interference fringes simultaneously along with the fringes
of the extended interferometer. The results of this test can be seen in Figure 4.5,
in the previous section.

In figure 4.5, the movement of fringes on both cameras exhibit a correlation.
The magnitude of drifts in both interferometers is almost equal, although they
have opposite signs due to the difference in number of reflections. This test indi-
cates that the fringes from the extended interferometer can be used as a reliable
monitor of the drifts from the actual interferometer. The goal of the second test
was to evaluate the stability of the interferometer with and without active stabi-
lization. The results are seen in Figure 4.8. The camera image from the extended
interferometer is used for this analysis.
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Figure 4.8: Left: Drifts from the unstabilized interferometer, Right: Drifts after
locking the interferometer

Over the course of an hour, the interferometer drifted by about ≈ 0.25π radians.
This corresponds to a temporal drift of ≈ 400 attoseconds. Upon locking the phase
to one setpoint, the drift was negligible and only a ≈ 50 attoseconds "jitter" due to
the high-frequency perturbations was observed. Repeated measurements with the
stabilization returned jitter values in the vicinity of 50 attoseconds, indicating that
the stabilization efficiently corrects the slow drifts happening over a few hours.

Figure 4.9: Delay Scan performed with the active stabilization
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The third test involved continuously changing the setpoint phase at regular in-
tervals of time to perform a delay scan. This was done by incrementing the set-
point phases by π

10
units until a net phase shift of 5π radians was reached and the

drifts were corrected simultaneously. The results are shown in Figure 4.9. The
RMS of the difference between the setpoint and the measured phase is 43 attosec-
onds, which is only slightly more than the ultimate precision of 33 attoseconds of-
fered by the movement of the piezo stage. The test was repeated thrice returning
values less than 50 attoseconds, indicating that XUV-IR Pump-probe experiments
can now be performed reliably with only a 50 attoseconds jitter.

Additional tests with higher step sizes (π
6
, π

4
radians) also returned values within

the 45-50 as range, indicating that the stability achieved is fairly independent of
the step size chosen and the program works well enough to correct drifts happen-
ing over the course of a few hours.

Comparison with the old method

In the earlier iterations of the beamline, delay scans were performed by driving
the piezo stage back and forth with a triangular wave from a function generator.
The same signal would also serve as the ADC input, to map the stage position.
This method is extermely easy to implement and is the used in most femtosec-
ond pump-probe experiments. However, there are a couple of drawbacks to this
method, while performing scans over a delay range of 10 femtoseconds or lesser.
Firstly, it assumes that the piezo stage responds linearly to the driving signal. This
is not true especially at the turning points, due to the piezo stage’s inertia of
motion. Second, the ADC input signal is continuous and hence signal from con-
secutive bins overlap. This overlap results in a DC background in the sideband
oscillations, thereby limiting the contrast that can be achieved.

Figure 4.10: Left : Input voltage to the ADC as a function of time. The same signal
was used to drive the piezo stage earlier, without active stabilization.
Right : ADC readout over several scans.

When active stabilization is used, the discrete ADC inputs ensure that data from
each bin can be unambiguously identified and put together to construct RABBIT
traces with a very good oscillation contrast.
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4.3 RABBIT with Active Stabilization

So far, the stability of the interferometer was discussed by analyzing the interfer-
ence pattern. To quantify the effects of the interferometer drift on a RABBIT trace,
some measurements with and without stabilization were performed. A detailed
quantification of the drifts for both short durations(lasting a few hours) as well as
long durations(>12hrs) will be done in this section.

The RABBIT principle has been explained in Sect. 2.4. To give a quick recap,
the sideband oscillations can be fitted with a simple cosine function:

ISB(t) = Acos(2ωIRτ + φ) +B (4.3)

where the phase φ is a sum of φXUV - the intrinsic chirp of XUV pulses and φatomic
- the atomic phase, A is the amplitude and B is the offset.

4.3.1 Short Duration measurements

The first set of tests included performing two sets of RABBIT measurements on
Argon, one with active stabilization and one without (Figure 4.11). This was done
in quick succession to prevent any effects of varying experimental parameters such
as the laser’s power output or spectrum.

Figure 4.11: Comparison of RABBIT Spectrograms obtained with and without ac-
tive stabilization

In the first measurement over an hour, the data were acquired by scanning
the piezo stage back and forth without any stabilization. This was done using a
triangular wave with a period of one minute as input for driving the piezo stage.
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The second measurement lasted over three hours and the data was acquired by
scanning with the active stabilization. Phases were increased in steps of π

20
and

over a range of 6π radians. This gives 6 cycles of sideband oscillations in the
RABBIT spectrum. The total delay range is calculated to be 10.2 fs and each
scan from 0 to 6π lasted 15 min. Inspecting the spectrograms in Figure 4.11 and
comparing, it is evident that the delay scans performed with stabilization result in
a better contrast than those without stabilization.

Figure 4.12: Quantifying the drift in sideband oscillation phases in a RABBIT mea-
surement over 1 hour with and without stabilization. Top: Projec-
tions of the sideband oscillations (SB 22) for each 15 minute slice of
the dataset. Bottom: Temporal drift with respect to the data from
first 15 minutes.

To quantify drifts in the RABBIT trace over time, one sideband is chosen and
tracked. This is done by dividing the data acquired over 1 hour into smaller seg-
ments of 15 minutes each. The projections of sideband oscillations from each of
these segments are fitted with a cosine function as given in Eq. 4.3. In the projec-
tion plot (Fig. 4.12), for the unstabilized case, there is a clear phase shift in the
sideband oscillations due to drift. Within 1 h, the unstabilized scan exhibits an av-
erage shift of about 200 attoseconds, whereas the stabilized scan exhibits a much
smaller shift, at about 40 attoseconds. The data analyzed over three hours indicate
an average shift of only about 60 attoseconds, indicating that this method indeed
compensates for the slowly occurring thermal drifts over a few hours. Therefore,
this set of measurements proves that very good stability can be achieved in the
main interferometer even by monitoring drift on the extended interferometer.
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4.3.2 Long Duration Measurements

Figure 4.13: Bottom: RABBIT spectrum for photoionization of Argon, Top: Photo-
electron spectrum integrated over all time delays and the respective
sideband oscillation phases. The data was recorded over 13 hours.

Following this, ultimately two sets of RABBIT measurements lasting more than 12
hours were performed on Argon to look at the influence of drifts on long acqui-
sition times. The RABBIT spectrogram from one of these runs is shown in Fig.
4.13. The sideband oscillation phases shown in Fig.4.13 were obtained by fitting a
cosine function to the projections of the sideband oscillations. Data were recorded
for 13 hours and no additional corrections were made to the data set. The varia-
tion of the sideband oscillation phases over time is shown in Fig. 4.14. The phase
estimated from the data of the first 1 hour is taken as the reference. The mean
change is estimated to be ≈ 300 attoseconds over 12 hours.

This set of measurements indicates that over a few hours, the drift in the side-
band oscillations is negligible and does not affect their contrast. However, when
data is acquired for more than 12 hours and the data is added up, it leads to a
slight reduction in the contrast of oscillations (Fig. 4.15). Since the drift is less
than π/2 units of phase over about 12 hours, slices of data for 6 to 8 hours can
be taken and corrected for drifts and put together, if required. This becomes par-
ticularly useful in analyzing dissociation processes in molecules, where events in
the dissociation channel are typically 1% of events in the single-ionization channel
that require long acquisition times.

65



CHAPTER 4. INTERFEROMETER DRIFT STABILIZATION

Figure 4.14: Top: Projections of SB22 from each 1 hour slice, Bottom: Drift of the
sideband oscillations in SB20 - SB24 over 12 hours

Figure 4.15: Top: Build-up of signal in sideband 22 over 13 hours, obtained by
adding the sideband oscillations, Bottom : Change in sideband oscil-
lation contrast upon adding data over time

The inability to completely eliminate drifts in the RABBIT traces in spite of us-
ing drift stabilization has two main reasons. First, fluctuating laser pulse energy
and spectrum result in varying phase-matching conditions for generating XUV
pulses through HHG. This affects the spectral width of the harmonics and also
the XUV chirp (Fig. 4.14), both of which play a role in the contrast of side-
band oscillations[100, 101]. Intensity fluctuations of even 5% can reduce the
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temporal accuracy of the measurement by as much as 60%, as explained in the
reference[100].

Second, due to beam-pointing instabilities, the overlap of XUV and IR foci inside
the REMI can change with time due to a small beam walk-off. For any focused
beam, the light wave exhibits a π radian phase shift as it passes through the focus,
which is termed the Gouy phase shift[27, 102]. When the focus of the probe IR
changes due to a beam walk-off, the sideband oscillation phases are affected by
these Gouy phase variations. For every millimeter of focus shift, the measured
delay from a given sideband can change by 50 attoseconds[103]. Therefore for
measurements performed over several hours this is inevitable, unless the beam
pointing is also stabilized.

To conclude, the drifts of the interferometer have been characterized and its
effect on the sideband oscillations discussed in this chapter. Active stabilization
successfully compensates for slow thermal drifts that occur over a few hours. For
experiments lasting a few hours, the data can therefore be directly analyzed with-
out any corrections. For measurements lasting 12 hours or more, the sideband
oscillations exhibit minor shifts, due to the influence of factors such as laser power
and spectrum variation, and Guoy phase shifts due to beam-pointing instabilities.

To improve the stability of the interferometer, the following factors can be consid-
ered:

1. Piezo stage - The piezo stage used in this measurement is one of the main
factors that imposes a close to 50 attosecond jitter. Using a stage that offers a
better resolution (about 2nm or less) can help reduce the jitter even further.

2. Camera - The second is the CMOS camera used to monitor the fringes. A
faster camera readout would also help in sampling many more images per
second and might help correct the faster movements occurring over a few
seconds. However, this is a computationally intensive task and would require
a sophisticated method for image acquisition and processing.

3. Beam Pointing - Finally, a beam-pointing stabilization can be coupled to the
existing setup to reduce the impact of spatial shifts of the beams.

In addition to the RABBIT measurements presented here, active stabilization
was also successfully used to perform novel 3-Sideband RABBIT measurements[104].
In these measurements, the sidebands oscillate with a period of 850 attoseconds
and hence low jitter and drift are required to ensure that the sideband oscillations
are visible, even on short timescales. In the following chapters, measurements
performed on argon dimers and Krypton atoms with active stabilization will be
discussed.
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5 Angle-resolved RABBIT measurements on Krypton

In this chapter, RABBIT measurements performed on Krypton will be discussed to
study the influence of spin-orbit splitting on photoionization delays. So far, two
RABBIT measurements on Krypton have been reported in [105, 106] that study
the influence of spin-orbit splitting on photoionization delays. Both measurements
used electron spectrometers that integrate signals from electrons emitted along
all directions. There have also been additional reports of XUV-IR pump-probe
measurements on Krypton (Refs. [107],[108]) where a Velocity-Map Imaging
Spectrometer[109] was used to detect the electrons. In the former case (Ref.
[107]), the photoelectron angular distribution was measured over a delay range
of several hundred femtoseconds. The latter measurement, although performed
over a sub-50-fs delay range, does not resolve the spin-orbit splitting except for the
first one or two orders of the harmonics and also does not delve into the angular
distributions of photoelectrons.

With this background, a Krypton measurement was performed with a Reaction
Microscope to look for any angle-dependent variations that can be attributed to
spin-orbit splitting and / or intershell correlations.

5.1 Spin-Orbit splitting in XUV ionization of Krypton

The fine-structure[9] that is observed in atomic spectra is explained by corrections
to the Hamiltonian of an atomic system, taking into account the relativistic effects.
There are two terms that play an important role for atomic systems that do not
have valence s electrons . The first one is obtained by considering the relativistic
motion of the electron. This is essentially a relativistic correction term for the
kinetic energy of electrons. The second is obtained by considering the motion of
the nucleus from the electron’s frame of reference. The interaction between the
electron’s intrinsic angular momentum (Spin) and the magnetic moment obtained
from the current loop caused by the nuclear motion with respect to the electron
causes the spin-orbit coupling. It scales non-linearly with the atomic number(∝
Z4) and particularly for multi-electron atoms, the spin-orbit coupling dominates
the energy correction terms[9]. For noble gases heavier than argon, this leads
to a significant split in the energy levels(∆ESO) of electrons. With the help of
sufficiently narrowband XUV radiation along with a photoelectron spectrometer
that provides optimal resolution, we can obtain a photoelectron spectrum with
two distinct peaks arising from the P 3

2
and P 1

2
levels of the ionic core.
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Figure 5.1: Pictorial representation of the Spin-orbit coupling. Left - electron in a
classical orbit around the nucleus, Right - Vector addition of the orbital
angular momentum and spin.

When a comb of frequencies forms the XUV radiation that ionizes the atom,
the resulting photoelectron spectrum comprises a sequence of pairs of peaks (Fig.
5.2). Within each pair, the spacing is ∆ESO and the spacing between each of
the P 3

2
(P1/2) peaks is 2ωIR. In the case of Krypton (Z = 36), the spin-orbit split in

energy is around ∆ESO ≈ 0.67 eV [110] and hence there are two ionization thresh-
olds - 14.0 and 14.67 eV for the components P3/2 and P1/2, respectively. Therefore,
photoelectrons ejected with different kinetic energies tend to experience consid-
erably different ionic core potentials, which in turn influences the phases of the
outgoing electron wavepackets in a non-trivial manner[105].

In Fig. 5.2, the photoelectron spectrum of the ionization of Krypton atoms with
XUV radiation is seen. The P 3

2
peaks are close to twice the strength compared to

P 1
2

due to the different bound-continuum transition probabilities[9]. The peaks
are well resolved up to an electron kinetic energy of 16 eV (≈ 30 eV photon en-
ergy). At higher kinetic energies, the spectral lines start to overlap because of a
poorer resolution. The spectrum was recorded with a spectrometer acceleration
voltage of 136V along with a magnetic field of 9.5 Gauss. The same parameters
were used for the RABBIT measurements on Krypton, which are presented in the
following section.

5.2 RABBIT measurements on Krypton

5.2.1 Experiment and Data Analysis

The spacing between two P 3
2
(P 1

2
) peaks in the XUV ionization spectrum is 2.4 eV,

and in the presence of IR after XUV ionization, sidebands are formed at 1.2 eV
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Figure 5.2: Photoelectron Spectrum of Krypton ionized by XUV radiation. The
spectrum is obtained by integrating the photoelectron signal for elec-
tron emission angles between 0−65o w.r.t respect to spectrometer axis.

between two consecutive P 3
2
(P 1

2
) peaks. When the harmonics and sidebands over-

lap, it is extremely difficult to observe any sideband oscillations because of the
dominant background signal from the XUV ionization.

In the case of Krypton, as seen in Fig. 5.3 the sidebands do not overlap signifi-
cantly with the harmonics for ionization up to 30 eV photon energy. It should be
noted here that only electrons emitted along an angle 0o − 65o with respect to the
spectrometer axis are considered here for analysis. This is done to minimize the
spectral overlap between the photoelectron peaks due to the suboptimal resolu-
tion of the electrons emitted between 65o − 90o.

The data was recorded for 15 hours with active stabilization implemented. Delay
scans were performed over a range of 10 femtoseconds. Each scan lasted 2 min-
utes. The data were split into 1 hour slices each and analyzed individually to look
for any possible slow drifts that might occur despite using the active stabilization.
The data from these scans where the sideband oscillation contrast was poor were
rejected, while the rest of them were put together.

The RABBIT scan is shown in Fig. 5.4 (left). As can be seen, the RABBIT trace
consists of pairs of sidebands that oscillate. Additionally, the electrons coming
from the ionization of XUV alone (harmonics) exhibit an oscillation as well. To
visually separate the two, a 2D histogram is generated by plotting the photoelec-
tron spectrum from ionization with XUV as a function of delay. In the absence of
any probe beam, the spectrum does not modulate and remains constant. When the
two spectra are visually compared, the sidebands and harmonics can be identified.

In order to resolve photoionization delays that would be only a few tens of
attoseconds in this experiment, it is critical to identify and isolate any spectral
overlap of the harmonics with the sidebands. Not only is the signal-to-noise ratio
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Figure 5.3: Formation of Sidebands in Krypton. The P 3
2

levels from neighbour-
ing harmonics lead to the formation of corresponding sidebands. The
same happens with the P 1

2
levels as well.

of the sideband oscillations significantly affected by the overlap, but it could also
lead to rapid phase variations within the sideband itself. The identification of re-
gions with large phase variations can be done with the help of an FFT spectrogram
(explained in Chapter 2). The spectrogram is obtained by doing a linewise Fast
Fourier Transform for each kinetic energy bin on the RABITT histogram, along the
delay axis. The resulting spectrogram then displays the various frequency compo-
nents of the sideband oscillations. Fig. 5.5 is one such example. As can be seen,
the 2ωIR component is the strongest. The absence of higher frequencies (≥ 4ωIR)
indicates that the intensity of the probe IR was low and did not induce multipho-
ton transitions in the continuum. By choosing a frequency window centered on
2ωIR, the phase variation is obtained for each energy bin using the arc-tangent
function.

In Fig. 5.5, it can be seen that the harmonics oscillate at roughly π radians out
of phase with respect to the sidebands, and in places where they overlap there
are large variations in phase. Using such FFT spectrograms, energy windows can
be selected where there are no rapid phase variations for the sideband oscilla-
tions. When these energy windows are integrated, projections on the delay axis
are obtained (Fig. 5.6). These projections are then fitted with a cosine function
(described in 2.3), which gives the average phase and the standard deviation (σ).
Figure 5.7 contains the phases so obtained. The phases are then converted to time
delays using the relation τSB = φ

2π
τ2ωIR

, where φ is the phase in radians. Then, the
time delay for the P1/2 electrons is subtracted from that of the P3/2.

τ3/2 − τ1/2 =
φ3/2 − φ1/2

2ωIR
(5.1)
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Figure 5.4: Left : Experimental RABBIT trace for Krypton, Right: Spectrum for the
electrons coming from the ionization of XUV alone v/s Delay

5.3 Angle-averaged Results

In fig. 5.7, we have the sideband oscillation phases for the P3/2 and P1/2 compo-
nents and the corresponding delay differences for each sideband. The time delay
differences for most sidebands are only of the order of ±10 attoseconds, except
sideband 20 which is about +27 attoseconds. The observed trend is similar to the
data presented in [106].

The atomic delay depends on the kinetic energy of the electron, as τatomic ∝
1

E3/2 [52, 111]. Low-kinetic energy electrons exhibit large atomic delays, since
they interact with the atomic potential for a longer time and hence experience
larger phase shifts. Near the threshold, the atomic delays for the P3/2 and P1/2

components have a significant difference due to the low electron kinetic ener-
gies. Electrons of very low energy (<3 eV KE) coming from ionization close to
the threshold could not be studied in this experiment due to the use of aluminum
filters to separate XUV from IR after HHG. The transmission edge of the aluminum
filter opens up at about 18 eV[112], and therefore the signal for electrons with
kinetic energies less than 3 eV is extremely weak.

SB 16, SB 18 : In SB 16, a negative delay difference of about 5 attoseconds is
observed. The delay difference is negative due to the larger Wigner delay expe-
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Figure 5.5: Left : Spectrogram obtained by performing a linewise Fast Fourier
transform along the delay axis for each kinetic energy bin, Right :
Phases estimated from the Fourier Transform

Figure 5.6: Projections of the sideband oscillations for SB 18. These projections
were obtained by choosing the energy windows 7.2−7.6 eV and 6.6−6.9
eV in Fig.5.5 for the P3/2 and P1/2 electrons respectively.
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Figure 5.7: Left: Phases of sideband oscillations. Right: Difference in time delays
for the electrons from the P3/2 and P1/2 levels

rienced by the P1/2 electron. As the kinetic energy of the electron increases, the
values τWigner and τCC converge to zero[52]. For photon energies between 19-22
eV, the delay difference is close to zero.

SB 20, SB 22: A series of autoionizing resonances (4s14p6np) [113] in Krypton
can be reached by using photons with energies between 24-28 eV. These are highly
excited but short-lived states. They are the lowest inner shell Rydberg states and
result in 4s24p6 → 4s4p6np (n = 5, 6, 7, 8) transitions. Harmonic 21, with a pho-
ton energy of 25.2 eV (Fig. 1.10) covers a number of resonances in the 4s4p65p
series, which were previously identified in synchrotron measurements (Fig. 5.9)
[114, 115]. These resonances decay through autoionization into the εs and εd
continuua, as shown in Fig. 5.10. In the vicinity of these resonances, the 4p→ εd
and 4p → εs cross sections vary rapidly, which in turn influences the Wigner de-
lay τWigner. The variation of Wigner delay and atomic delay across resonances has
been measured by earlier RABBIT measurements on argon[66, 116]. Harmonic 21
leads to the formation of sidebands 20 and 22, through the absorption or emission
of an IR photon. Due to this, a significant delay difference was measured for side-
bands 20 and 22. For sideband 20, the delay difference is about +27 attoseconds,
while for sideband 22 it is -15 attoseconds. The origin of this significant differ-
ence in atomic delays will be discussed in detail in the following section, where
the angular distribution of the electrons provides further insight into the various
transition pathways involved.

SB 24, SB 26: As the photon energy increases, we move further away from
the resonances. The 4s4p8p resonances at 27 and 27.2 eV, are not covered by the
bandwidth of harmonic 23, with a photon energy of 27.6 eV. Moreover, as seen
in Fig. 5.9, the 4s4p68p is a relatively weak resonance and therefore does not
significantly affect the phases of SB 24 and SB 26. Therefore, the difference in
atomic delays for the P3/2 and P1/2 cases is less than 10 attoseconds.
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Figure 5.8: Theoretically calculated τWigner values for the 4p3/2 and 4p1/2 electrons.
There are no data points calculated between 24 to 32 eV photon en-
ergy, due to the presence of 4s4p6np resonances. Figure taken from
[111].

Figure 5.9: Left : Delay differences for the P3/2 and P1/2 electrons. Green lines
indicate 4s4p6np (n=5,6,7,8) resonances. The data for resonances
is taken from [117]. Right: Experimentally observed 4s4p6np reso-
nances. Figure taken from [118].

5.4 Angle-resolved time delays in Krypton

The oscillation phases for sidebands 20 and 22, indicate that the resonance 4s4p65p
plays an important role in the measured photoionization delays. To better under-
stand the influence of the resonance on atomic delays, we look at the angular
distribution of photoelectrons. Moreover, by comparing the sideband oscillation
phases as a function of the angle of emission, we obtain additional insights into
the bound-continuum transition pathways. This method of analyzing the phases
as functions of the emission angle is also known as angle-resolved RABBIT and
has been the central theme of several RABBIT measurements in recent years (e.g.
[66, 119]). The angle-resolved analysis is restricted to electrons with longitudinal
momentum between -1 atomic units and 0 atomic units, due to a magnetic field
node (Sec. 3.3.3) for electrons having a longitudinal momentum (plong) greater
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Figure 5.10: Transitions arising from XUV ionization, from a bound np state to
εd, εs states in the continuum for the P3/2 and P1/2 ionic states.

than 0.

Figure 5.11: Left : Momentum distribution of the electrons along the longitudinal
and transversal direction, upon ionization by XUV. Right : Electron
kinetic energy v/s cosine of the angle of emission.

5.4.1 Analysis of β parameters

The ReMi provides complete 3-dimensional momentum information for the elec-
trons. The angular distribution of the electrons can be obtained using the longitu-
dinal and transversal momentum components (Fig. 5.11). To measure angles, a
reference axis is necessary. In this case, the polarization axis of the laser is chosen.
Therefore, the angle of emission with respect to the polarization axis can be calcu-
lated for each detected electron. When the laser polarization axis is aligned with
the spectrometer axis, the angle of emission can be calculated using the following
formula.

θ = cos−1(
Plong√

P 2
long + P 2

trans

) (5.2)
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The signal collected on the detector is proportional to the solid angle at which
the electrons are emitted. When plotting the angular distribution of the electrons,
the electron counts are very low for angles close to zero. To eliminate this effect,
the data can be further reorganized to obtain a distribution of the electron kinetic
energy as a function of cosθ [120]. The angular distribution of photoelectrons ion-
ized by linearly polarized light exhibits azimuthal symmetry and can be expressed
as [66, 121, 122]:

dσ

dΩ
=
σtotal
4π

[1 +
2l∑
i=1

βiPi(cosθ)] (5.3)

where dσ
dΩ

is the partial cross section over a solid angle dΩ = sinθdθdφ (φ - az-
imuthal angle), σtotal is the total cross section, βi is the asymmetry parameter
and Pi(cosθ) is the Legendre polynomial of order i. The parameter β takes a
value between [−1, 2], indicating whether the emission is parallel to the polar-
ization axis (β = 2) or isotropic (β = 0) or perpendicular to the polarization
axis(β = −1). In single-photon ionization the bound-continuum transitions follow
the ∆l = ±1 rule and are expressed by the second term in the expansion of the
Legendre polynomial(P2(cosθ)). Therefore, for XUV ionization, we have:

dσ

dΩ
=
σtotal
4π

[1 + β2(
1

2
(3cos2θ − 1))] (5.4)

In the presence of an additional IR photon after XUV ionization, the fourth term
in the Legendre expansion(P4(cosθ)) contributes to the expression of the angular
distribution.

dσ

dΩ
=
σtotal
4π

[1 + β2(
1

2
(3cos2θ − 1)) + β4

1

8
(35cos4θ − 30cos2θ + 3)] (5.5)

By fitting the angular distribution of electrons for each harmonic or sideband
with the polynomials above, the experimental values of the β2, β4 parameters can
be obtained as shown in Fig. 5.12. The parameters β2 obtained from the XUV
ionization of Krypton are compared with the data from the synchrotron measure-
ments in Fig.5.13. The beta parameter increases with the electron kinetic energy,
in good agreement with the trend observed in synchrotron measurements. For low
kinetic energies, the electrons are strongly scattered by the ionic core and hence
exhibit a high angular isotropy in emission, leading to a value of β2 close to 0. As
the kinetic energy increases, the probability of scattering decreases and the angu-
lar distribution of the outgoing electron depends on the ionization channel that
dominates (ie 4p → εs or 4p → εd). Electrons are therefore preferentially emitted
along the polarization axis of the XUV as their kinetic energy increases.

In the vicinity of the resonance n = 5, the beta parameter varies significantly
from the continuous upward trend. The beta parameter for the P1/2 electron is
much lower than that of the P3/2 electron. This is due to the strong interfer-
ence between the s and d ionization channels. At the lower energy end of the
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Figure 5.12: Blue: Angular distribution of the P3/2 electrons ionized by harmonic
15, Red: Legendre polynomial fit. The details of the fit and the indi-
vidual plots for each harmonic are provided in Appendix A.

Figure 5.13: Experimentally obtained β2 parameters for Krypton. Blue points:
XUV ionization of Krypton. Red points: Synchrotron measurements
reported in [123]

resonance, s-wave ionization is suppressed, while d-wave ionization is strongly
enhanced[124, 125]. This results in a sharp increase in the parameter β2. At
the higher energy end of the resonance, the opposite occurs, where the s-wave
contribution is much stronger, resulting in a sharp decrease in the β2 parameter.

In Krypton, due to spin-orbit splitting, the level P3/2 has a lower ionization
threshold than the level P1/2. When autoionization occurs between these two
levels, the decrease in the β2 value is more significant for the P1/2 electron due
to a dominant s wave at the higher energy end of the resonance (Fig. 5.14).
The value of β2 does not vary significantly for the resonances of n = 6, 7, 8, as
the cross-sectional variation decreases with increasing value of n in the Rydberg
series.

The variation of the β2 value for harmonic 21 indicates that the difference in
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Figure 5.14: Left: Theoretically calculated variation of the asymmetry parame-
ter in Krypton, for single photon ionization around the 4s4p55p res-
onances. Figure taken from [118]. Right: Top: Theoretically calcu-
lated total ionization cross section variation, Bottom : Experimentally
measured variation of β2 values around the n=5 resonance. Figure
taken from [114]

photoionization delays for the two components of the spin orbit will depend on
the angle of emission, since the s and d waves do not have the same strengths for
the outgoing electrons from the two levels.

5.4.2 Angle dependent spin-orbit delays

To evaluate the difference in spin orbit delays as a function of the angle of emis-
sion, the electrons emitted between 0o and 65o (Fig.5.15) with respect to the po-
larization axis are chosen and divided into ’angular slices’ e.g. 0o to 8o, 8o to 16o

and so on. The RABBIT traces for each of these slices are then generated and the
sideband oscillation phases are evaluated as explained in Sect. 5.2.1. The phases
evaluated for sidebands 16 to 22 are shown in Fig.5.16. Sidebands 24 and 26 are
excluded from the analysis due to very large error bars.

The spin-orbit delays for sidebands 16 and 18 show no variation as a function of
the angle, due to the lack of resonances in the vicinity of harmonics 15,17 and
19. However, sidebands 20 and 22 show a significant variation as a function of
angle due to the influence of n = 5 resonances in the vicinity of Harmonic 21. The
delays in this region depend strongly on the contributions of each partial wave
and hence show a stronger angular dependence.

To understand this variation, we need to look at the mathematical expressions
derived in [106, 111], used to calculate the delays τ3/2 and τ1/2 for P3/2 and P1/2

components respectively.
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Figure 5.15: Left : Angular distribution of electrons from a RABBIT measurement
on Krypton, integrated over all delays, Right : Top : RABBIT traces
for electrons emitted at 0 to 10 and 30 to 40 degrees respectively,
Bottom : Sideband phases as a function of emission angle for SB 16.

For ionization by linearly polarized XUV, the selection rules are ∆l = ±1 and
∆m = 0,±1. Therefore, the ionization delay is a weighted average of the various
pathways. The general expression for the delays of np3/2 and np1/2 is given by:

τj '
τnpm=0|Tnpm=0|2 + 2τnpm=1|Tnpm=1 |2

|Tnpm=0 |2 + 2|Tnpm=1|2
(5.6)

where j=1/2 and 3/2, Tnpm=0, Tnpm=1 are the elements of the dipole transition
matrix elements (see 1.1.1), given by:

Tnpm=0→εs =
1√
3
Y00Rnp→εs,

Tnpm=1→εd = 2

√
1

15
Y20Rnp→εd,

Tnpm=1→Ed = −
√

1

5
Y21Rnp→Ed

where Ylm and Rnp→εs,εd are the spherical harmonics and the radial integrals,
respectively. For emission close to the polarization axis of the laser, only the
4pm=0 → εd transition dominates, while at higher angles(θ > 45o), the 4pm=1 → εd
and 4pm=0 → εs transitions contribute significantly as well.

The spherical harmonic for the d-wave has a node at the ’magic angle’ of 54.7o,
resulting in a strong decrease in the contribution of εd channel. Combined with
the variation of the relative stengths of the εs and εd channels throughout the
resonance, a significant variation of the photoionization delays is expected as a
function of the emission angle. As discussed above, at resonance, the εs chan-
nel dominates the ionization P1/2, while its contribution to the transition P3/2 is
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Figure 5.16: Difference in photoionization delays between the P3/2 and P1/2 levels
as a function of angle of emission, for the various sidebands.

greatly reduced. Therefore, τWigner for P3/2 varies strongly from 45 degrees on-
ward. This results in a variation of the delay difference as a function of angle
for sidebands 20 and 22, which are formed by the emission/absorption of an IR
photon, respectively.

The continuum-continuum delay (τcc) does not play a significant role here, as the
long-range interaction resulting in τcc is very weak compared to the short-range
interaction resulting in τWigner. The τcc is close to zero for kinetic energies greater
than a few electron volts[52, 126].

Overall, the analysis of photoionization delays for the two spin orbit components
in Krypton clearly shows that, in the vicinity of 4s4p6np autoionizing resonances,
significant variation can be observed. Away from the resonances, the spin-orbit
delays do not vary significantly. Near the resonances, the delay differences exhibit
dependence on the angle of emission. The presence of strong angle-dependent
variation close to the ’magic angle’, indicates a complex ionization pathway that
combines the εs and εd channels.

The results presented here complement another measurement on argon presented
in [66], where similar angle-dependent delays have been attributed to the pres-
ence of resonances 3s−1np in the vicinity of a harmonic. The work presented
here clearly indicates the potential to theoretically and experimentally investigate
further the role of spin-orbit interactions on the outgoing electron wavepacket’s
phase. As a next step, RABBIT measurements with circularly polarized IR probe
pulses or even cross-polarizing the IR pulse with respect to XUV can help to un-
derstand the contributions of the ∆m = ±1 channels[127].
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6 RABBIT measurements on Argon dimers

In this chapter, a RABBIT measurement performed on argon dimers will be pre-
sented. Although there have been several synchrotron measurements on noble
gas dimers in the past (e.g., [128, 129]), so far there have only been a few time-
resolved measurements (see, e.g., [130, 131]). To gain an insight into the pho-
toionization delays experienced by electrons due to Van der Waals[132] forces, a
RABBIT measurement was performed on argon dimers. The data presented here
is from the same measurement presented in section 4.3. With the help of coinci-
dence measurements, the photoionization delays for dimers is compared to atomic
photoionization. Some of the results presented here are also part of the following
publication: High-repetition rate attosecond beamline for multi-particle coin-
cidence experiments, Optics Express Vol. 30, Issue 8, pp. 13630-13646 (2022)

6.1 Formation of dimers

In a freely expanding gas jet, a small number of atoms and molecules aggregate
through a very weak attraction to form clusters. The smallest cluster possible is a
dimer, which has two atoms or molecules bound together by Van der Waals forces,
which are extremely weak forces. To understand the formation of dimers, we need
to consider the thermodynamics of an expanding gas jet1. The supersonic expan-
sion of a gas through a nozzle in the REMI can be considered isoentropic (constant
entropy). This situation is represented by the Isoentrope curve in the figure below.
Starting from stagnation conditions in a gas bottle, the gas expands isentropically
from point A to point B in the figure. If thermal equilibrium is maintained be-
yond point B, then the expansion continues along the vapor pressure curve Pv(T ).
However, if the expansion occurs very quickly and thermal equilibrium cannot be
maintained (as it does in the REMI), the expansion proceeds through the Dry Isen-
trope (P(T)) curve BC in the figure. The state of the gas at this point is unstable
and it is superaturated due to delayed condensation during the rapid expansion.
Depending on the temperature and pressure at B, it expands further to C, where
the supersaturated state collapses and results in dimers or clusters.

Usually, diatomic molecules are formed by sharing electrons between two atoms
through a covalent bond. In the case of noble gases, this is not possible because
of the completely filled electronic shells. However, at large internuclear distances
(>5 Å), the atomic electron polarizabilities interact. Although this interaction is
weak, the momentary polarization of noble gas atoms can result in an attractive

1An in-depth description is available in Ref. [133]
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Figure 6.1: lnP − lnT diagram for a gas which condenses upon expansion. Figure
adapted from [133].

London dispersion force [134] that leads to the formation of a noble gas dimer.
The interaction leading to the formation of dimers scales with R−6, where R is the
internuclear distance.

These interactions are called Van der Waals interactions and are well approxi-
mated by the Lennard-Jones potential
[135], given by:

V (R) =
De

( R
R0

)12
− 2De

( R
R0

)6
(6.1)

The quantities R0 and De refer to the equilibrium distance(Van der Waals con-
tact distance) and the depth of the potential well, respectively. The Van der Waals
interactions are usually 100 to 1000 times weaker than the Coulomb interactions,
and their magnitude is almost the same as the thermal energies at room temper-
ature (i.e. kBT ≈ 0.025 eV). Therefore, to study noble gas dimers, very low tem-
peratures (< 10 Kelvin) are required. This is achieved by supersonic expansion of
noble gases inside the REMI.

6.2 Direct Ionization of dimers

When argon is used as a target gas in the REMI, a small but noticeable number of
dimer ions are detected. Dimer ions (Ar+

2 ) are visible in the time-of-flight (ToF)
spectrum for the ions, at

√
2 times the ToF for monomer (Ar+) ions. The dimer

ions are formed as a result of two different processes :

Ar2
XUV−−−→Ar+

2 + e− (Direct Ionization)
Arn

XUV−−−→Ar+
2 + Arn−2 + e− (Fragmentation of clusters)
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Figure 6.2: Potential energy curve for the Ar2 ground state along with the first
few vibrational levels. The data for the potential energy curve and the
vibrational levels is taken from references [136, 137, 138]

Figure 6.3: Time-of-flight spectrum for ions, from the ionization of an argon gas
target by XUV and IR

Due to cluster formation and subsequent fragmentation, the dimer yield there-
fore increases with backing pressure of the supersonic jet. For this measurement,
the backing pressure was approximately 3 bars. The number of dimer ions de-
tected in this measurement is about of 1% of monomer ions (Fig. 6.3).

Although the number of detected dimer ions is low compared to atomic argon,
the number of ion-electron coincidences is sufficient to resolve peaks in the pho-
toelectron spectrum and also to observe sideband oscillations. Because both ions
were created under identical experimental conditions, the photoelectron spectra
and sideband oscillation phases for both cases can be compared directly.

6.2.1 Comparing photoelectron spectra

In order to compare the photoelectron spectra, the kinetic energy spectra of elec-
trons detected in coincidence with the ions Ar+ and Ar+

2 are integrated over all
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Figure 6.4: Left: Photoelectron spectrum integrated over all delays for elec-
trons detected in coincidence with monomers and dimers respectively.
Right: An inset showing an almost 0.2 eV spacing between the kinetic
energies of electrons.

XUV-IR delays. They are normalized to their respective maxima and the result-
ing distributions are overlaid for comparison (Fig. 6.4). The spectra are almost
identical, except for small differences in electron kinetic energies(≈ 0.2 eV). The
electrons from the dimer have a slightly higher electron kinetic energy in com-
parison to those from the monomer. The reason is the slightly lower ionization
threshold of the Argon dimers, which has been measured in synchrotron measure-
ments earlier[139, 140].

The photoelectron peaks also do not exhibit any vibrational broadening. This is
because the potential well of the neutral dimer is very shallow and the vibrational
states have a bandwidth of ≈ 10 meV[140](Fig. 6.2). Due to the resolution of
the setup, the vibrational levels cannot be resolved. Hence, the photoelectron
spectrum for both cases is almost identical except for the one difference explained
above.

6.2.2 Comparing photoionization delays

The argon atom has an electronic configuration of 1s22s22p63s23p6, while the ar-
gon dimer has a linear combination of atomic orbitals, resulting in molecular or-
bitals. Closest to the ionization threshold is the highest-occupied molecular orbital
(HOMO) and for argon dimers, they are 3pσu, 3pπg, 3pσg & 3pπu.

When a neutral dimer absorbs an XUV photon, it results in the release of an
electron in the continuum and a transition from the neutral ground state to one
of the ionic ground states (A to D in Fig. 6.5). A2Σ+

u , B2Πg are bound ionic
states, while C2Πu and D2Σ+

g are antibonding/dissociating states that result in
dissociation of the dimer ion (Ar+

2 → Ar+ + Ar) to an ion and a neutral atom.
To detect the dimer ions, they need to be in a bound state, and hence the XUV
ionization of a neutral dimer must result in a transition to the A and B states.
Therefore, the ionization of the dimer proceeds from the 3pσu & 3pπg orbitals in
the ground state and ends in a superposition of the A2Σ+

u (ungerade) and B2Πg

(gerade) ionic states, both of which have opposite parities. Mixed parities of the
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Figure 6.5: Calculated potential energy curves(PECs) of the neutral argon dimer
and the argon dimer ion. The data for the PECs is taken from Ref.[141,
142]

ion wavefunction result in a superposition that oscillates over time, due to the
energy difference between the two levels[138]. However, the oscillation period is
so long that the ejected electron practically sees a frozen molecular ion core.

In atomic argon, the electron wavepacket released in the continuum will expe-
rience a Wigner phase shift due to its interaction with the Coulomb potential, as
described in Sec. 2.2. Likewise, in the dimer, the electron experiences a phase
shift due to the double-well potential. At the instant of ionization, the electron
is localized on one of the atoms in the dimer and when the electron is released
into the continuum, it experiences an additional phase shift as a result of the long-
range potential of the "other" atom in the dimer. The interatomic distance remains
large enough after ionization that the electron released after localization on one
side of the dimer is diffracted by the atom on the other side[136, 143].

To quantify the phase shifts in the atomic and dimer cases, the RABBIT traces
(Fig. 6.7) of electrons detected in coincidence with monomers and dimers respec-
tively, can be analyzed with the procedure described in Sect. 2.3. Analogous to the
atomic case, the sideband oscillations can be fitted with a cosine function given
by:

ISB(t) = Acos(2ωIRτ + ∆φXUV + ∆φdimer) +B (6.2)

where ∆φXUV is the XUV spectral phase and ∆φdimer is the phase shift arising from
the interaction of the electron with the Van der Waals potential and the probe IR
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Figure 6.6: Left : Visualization of the superposition of gerade and ungerade states
of the Ar+

2 ion and the charge localized on one side, Right : The brown
colored wave is a freely propagating wavepacket with kinetic energy E
and the blue colored wave is the phase shifted wavepacket of the same
kinetic energy, experiencing scattering by the dimer potential

field in the continuum. By taking the phase difference of each sideband from
the two RABBIT traces, we can directly compare the atomic and dimer phases.
The XUV spectral phase cancels out, since the experiment was performed under
identical conditions. Dividing the phase difference by 2ωIR provides the time delay
difference, given by :

∆τ(Ar2 − Ar) =
φAr2 − φAr

2ωIR
(6.3)

The sideband oscillation phases and the corresponding delay differences are
plotted in Fig. 6.8. The error bars for the individual phases are obtained from the
covariance matrix of the cosine fit (explained in 2.3), while the error bars for the
phase difference are obtained using the expression σφ(Ar2−Ar) =

√
σ2
φAr2

+ σ2
φAr

,

where σ represents the respective standard deviations.

The phases show the same trend in both cases and indicate that the difference
between the two is independent of the XUV chirp. The error associated with the
phase retrieval is larger in the dimer case due to the smaller number of data points.
Since the standard deviation depends on the square root of the number of data
points (σ ∝ 1√

N
), the errors for dimers are 10 times higher than monomers.

The delay differences exhibit a weak trend that resembles a damped oscillation.
The oscillating trend is limited to sidebands 16 and 18, while the difference is
almost zero as the electron kinetic energy increases. The reason for this is the
additional phase shift a dimer electron experiences from the second atom in the
dimer, as explained earlier. This effect is visible particularly close to the ioniza-
tion threshold. As the kinetic energy increases, the outgoing electron in a dimer
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Figure 6.7: (A): RABBIT trace for electrons detected in coincidence with the
monomer ions (Ar+), (B): RABBIT trace for electrons detected along
with the dimer ions (Ar+

2 ), (C): Top - Projection of Sideband 22 from
(A) , Bottom - Projection of Sideband 22 from (B)

experiences a phase shift that is mostly from the potential of only one atom and
hence there is no difference in the photoionization delays between monomers and
dimers.

A RABBIT measurement on Krypton monomers and dimers presented in refer-
ence [143], reveals a similar trend as well. This is interpreted as a consequence
of a two-center interference effect involving 2Σu and 2Πg ionic states. The kryp-
ton dimer ion is in a superposition of 2Σu and 2Πg after photoionization and these
states launch electron wavepackets with a phase difference of π units with respect
to each other. If the ionization probabilities for the gerade and ungerade parities
are equal, the interference effect would not be visible. However, since the ion-
ization probabilities are unequal for the two parities, the outgoing wavepackets
are not exactly π radians out of phase and hence a residual interference effect is
observed.

Although parallels can be drawn between the results presented in ref. [143]
and the results presented here, there is one important point that needs to be taken
into consideration. Just as in Krypton, a two-center interference effect could be
expected for sidebands 14 and 16 in argon, which are closest to the ionization
threshold. The signal for sideband 14 however is very weak because the alu-
minium filter used to remove any residual IR after HHG suppresses even the XUV
photons having energies below 15 eV. Without a sufficiently strong signal for side-
band 14 in the measurement presented here, it is not possible to retrieve sideband
oscillation phases and ascertain the presence of two-center interference effects.

Nonetheless, a comparison of the angular distributions for the low kinetic en-
ergy electrons reveals an interesting feature. In fig. 6.10, the SB 14 is clearly
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Figure 6.8: Sideband oscillation phases for the electrons detected in coincidence
with Argon dimer and monomer ions respectively, Right : Time delay
differences for the each sideband

Figure 6.9: Time delay differences for each sideband

stronger in the Ar+ case. The reason for this is the under-threshold excitation of
Argon by harmonic 13 and subsequent ionization by the IR as shown in Fig. 6.11.
While a similar under threshold excitation is possible in the dimer as well, the
absorption of IR after excitation by XUV leads to the dissociation (Fig. 6.13) of the
dimer. Hence there is no signal for sideband 14 with the bound dimer ions. This
goes on to show that it may not be possible after all to measure the two-center
effects in argon dimers, very close to the ionization threshold. In addition, while
comparing the phases for the sidebands closest to the threshold, the effects of
under-threshold excitations in atoms would dominate and significantly affect the
results of a measurement.

Therefore, with the information available from the RABBIT measurement pre-
sented here, it can be concluded that the photoionization delays associated with
argon dimers is not significantly different from that of atomic argon. Unlike kryp-
ton, the two center interference effects (if any) would be very weak. An alternate
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Figure 6.10: Angular distribution of the low energy electrons detected in coinci-
dence with the monomer and dimer ions respectively.

Figure 6.11: Formation of SB 14, through under-threshold excitation of Argon by
Harmonic 13 and subsequent ionization by IR

way to observe two center interferences in argon dimers would be to look at the
dissociation channel.

6.3 Dissociation of Dimers

In addition to the removal of an electron through direct ionization, the XUV ra-
diation incident on argon dimers can also result in an additional fragmentation
process called dissociation. The dissociation of dimers could lead to two sets of
end products, namely, an ion and a neutral (Ar+∗+Ar0) or two ions(Arn++Arn+).
During dissociation, the excess energy after the removal of an electron is shared
between the ions and neutrals through the Kinetic Energy Release (KER)[144]. For
dissociation into an ion and a neutral, the KER is calculated by multiplying the Ar+

ion kinetic energy by two. The XUV photon energies used in the measurement pre-
sented above, predominantly involve pathways which result fragmentation into an
ion and a neutral(Fig. 6.17). The lowest dissociation threshold for Argon dimers

90



CHAPTER 6. RABBIT MEASUREMENTS ON ARGON DIMERS

is at ≈ 15.7 eV, and therefore a significant number of Ar+ ions detected come from
the dissociation of the dimer ion.

There are two ways through which the dimer can dissociate. The first is the
direct dissociation (Fig. 6.12), which happens by absorbing an XUV photon of
sufficient energy.

Ar2
XUV (≥H15)−−−−−−−→ Ar+ + Ar + e− (6.4)

In this pathway, the electron carries most of the energy and the KER is only
about 0.2 to 0.4 eV. The second is an indirect dissociation (Fig. 6.13):

Ar2
XUV (H13)−−−−−−→ Ar∗+2 + e−

IR−→ Ar+ + Ar + e− (6.5)

In this pathway, the XUV ionizes the dimer and leaves it in the bound state(A2Σ+
u ).

In the presence of an additional IR photon, the nuclear wavepacket undergoes a
transition to the dissociating D2Σ+

g curve. This would result in a KER slightly
less than 1.2 eV. By choosing electrons detected in coincidence with ions having
two different KER values, the RABBIT spectra for electrons from the two channels
can be obtained. The phases can then be extracted from the respective RABBIT
traces and compared, to look for any effects that can be attributed to interference
effects. The two distinct reaction pathways contributing to the same final state of
the electron leads to an interference.

Figure 6.12: Schematic of the "direct" dissociation pathway
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Figure 6.13: Schematic of the "indirect" dissociation pathway

In this experiment, the retrieval of sideband oscillation phases from the two
channels is complicated for two reasons. First, the number of coincidences that
can be detected from the two dissociation channels is inherently low. The KER
distribution for Ar+ is dominated by events from ionization of atomic argon. The
number of dimer dissociation events is usually 10−3 to 10−4 times lesser than the
number of events detected from atomic photoionization.

Figure 6.14: KER Distribution of Argon ions. The region shaded red corresponds
to ions from the "direct dissociation" while the region shaded green
corresponds to "indirect" dissociation

Second, the formation of argon clusters and their subsequent fragmentation in-
troduces a significant background to the overall signal. This can be seen clearly
in figures 6.3 and 6.15. The dissociation of dimers appears as a broad distribu-
tion around the Ar+ peak in the ion ToF spectrum. Likewise, the presence of a
broad distribution around Ar+

2 ions indicates that there are a significant number
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of clusters formed along with the dimers in the gas target, which breaks down into
dimers and possibly even monomers.

Figure 6.15: A plot of the time of flight of the ions versus the X coordinate of the
hits on the ion detector

Figure 6.16: Angular distribution of the electrons corresponding to the direct and
indirect dissociation channels

Due to these reasons, an analysis of the RABBIT traces is not presented here,
since the variations in sideband oscillation phases cannot be unambiguously in-
terpreted. Another clear indicator of two-center interferences is the molecular
frame photoelectron distributions which could also not be generated for the same
reason. The angular distribution of photoelectrons in the lab frame however in-
dicates a small difference between the two channels (Fig. 6.16). Even with the
limited statistics, it can be noticed that the electrons from the two channels exhibit
slightly different distributions, arising quite possibly from the opposing parities of
the wavefunctions in the direct and indirect pathways.
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Figure 6.17: Left: Potential energy curves showing the decay of various excited
states of Ar+

2 ions. Of particular interest here is the transition that
results in ICD (red curve). PECs taken from [145]. Right : ICD in
Ar2. (A) 3s ionization by XUV, (B) 3p → 3s decay and 3p ionization
through a virtual photon, (C) Dissociation via Coulomb explosion.

As the XUV photon energy increases close to the 40 eV photon energy, the argon
dimer dissociates through a process called Interatomic Coulomb Decay(ICD)[146].
ICD is an indirect electron decay mechanism, observed particularly in weakly
bound systems such as dimers and clusters, and results in a doubly ionized dimer
that then fragments into two ions (Fig. 6.17). The mechanism can be understood
as follows: first, an inner-valence electron is removed from one atom through
photoionization. Following this, the outer-valence electron takes the place of
the inner-valence electron through an Auger transition[147]. The excess energy
from this transition excites and ionizes a valence electron from the neighboring
atom. Repulsion of positive charges in neighboring atoms results in a Coulomb
explosion[148] and releases two positively charged ions.

To identify the Ar+ ions formed by ICD, we use a map of Photoion-Photoion
coincidences, known as the PiPiCo[149]. This is done by taking the time-of-flight
of the ion that arrives first at the detector (ToF1) versus that of the ion impinging
second (ToF2), as shown in Fig. 6.18. Along the z-axis (spectrometer axis) the
momentum component is approximately proportional to the ToF. Hence, the sum
ToF1 + ToF2 must be constant for all charged particles from the same molecule.
In a spectrum where ToF1 is plotted versus ToF2, the events which come from the
dissociation of a molecule appear as a diagonal line.
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Figure 6.18: Photoion-Photoion Coincidence Spectrum (PiPiCo) ToF1 of the first
particle reaching the detector plotted versus the ToF2 of the second
particle for photoionization of Ar2

In the measurement presented here, apart from the ionization of dimers, a small
number of ions from the ICD pathway were detected as well. These events are
faintly visible in the PiPiCo spectrum in (dashed ellipse in Fig. 6.18). The ICD
pathways open up at the cutoff edge of the Harmonic spectrum (≥ 35 eV). Since
the XUV harmonics spectrum reaches a maximum of 40 eV, only the first ICD chan-
nel resulting in two Ar+ ions can be reached. The ICD signal can be enhanced by
using XUV radiation with higher photon energies. In addition, ICD pathways re-
sulting in higher charges on Argon ions (Ar+

2 , Ar+
3 etc) open up at higher energies

as well.

The results of a RABBIT measurement on monomer and dimer argon presented
here gives a brief overview of the influence of Van Der Waals forces on photoioniza-
tion delays. Unlike diatomic molecules, photoelectrons from noble gas dimers ex-
hibit a very weak variation in photoionization delays, compared to their monomer
counterparts. The resulted presented also show it is possible to observe two-center
interferences in dimer dissociation through XUV- IR pump-probe experiments, al-
though there are several challenges to overcome. These interferences in dissocia-
tion have been already observed in IR multiphoton ionization measurements (e.g.
reference [150] ) but does not provide any information on the time-dependent
dynamics.

For two-center interference measurements close to the ionization threshold, the
wavelength of the driving laser requires tunability to adjust the frequency of XUV
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harmonics away from resonances and minimize the influence of under-threshold
ionization on the sideband oscillation phases. Alternatively, the measurements
could be performed without an aluminium filter, so as to have sufficient signal
from sidebands very close to the threshold.

For the next set of measurements to study the dissociation of dimers, it is clear
that the experimental apparatus would require additional tweaking. The experi-
ment could be repeated for a longer duration with a lower backing pressure for
the REMI target, to prevent the formation of clusters. In addition, the XUV har-
monics cutoff needs to be increased to get more events from the ICD process. The
ICD process so far has not been studied with attosecond precision and would be a
promising field to explore.
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7 XUV-IR measurements on Nitrogen

In this chapter, two sets of measurements that were performed to particularly
study the dissociation of molecular nitrogen are presented. The first measurement
involved ionization and dissociation of a nitrogen gas target in the REMI, with
only the XUV harmonics. The data was acquired over 12 hours. Following this,
a XUV-IR pump-probe measurement was performed as well, with the goal of ob-
serving dissociation dynamics on the sub-femtosecond timescale. The acquisition
time for this measurement was about 24 hours. Till date, the XUV-IR pump-probe
measurements on molecular nitrogen that have been reported in literature (eg.
refs.[151, 152, 153]) either focus only on the dynamics of molecular ions or the
dynamics of electrons. This experiment is aimed at observing the two processes
simultaneously.

7.1 Ionization of Nitrogen by XUV

The XUV spectrum used in this experiment ranges between 15 and 40 eV. In this
photon energy range, the nitrogen molecule can undergo two reaction pathways :

N2
XUV−−−→N+

2 + e− (Direct Ionization)
N2

XUV−−−→N+ + N + e− (Dissociation)

In the first case of direct ionization, one electron is removed from the molecule and
a molecular ion is left behind. If the photon energy is high enough, the molecule
could directly dissociate into an ion and a neutral. In the case of direct ionization,
the photoelectrons carry almost all the energy, while the kinetic energy of ions is
extremely low (<0.1 eV). In the case of dissociation however, a significant amount
of energy is shared between the ion and neutral through kinetic energy release
(KER)[144], reach upto a few electron Volts.

The ions coming from the two channels can be easily identified in the ToF spec-
trum. The N+

2 ions coming from the direct ionization appear as a narrow peak
in the spectrum, while the N+ ions coming from the dissociation process appear
as a broad distribution in the spectrum. The reason for this is the large spread in
kinetic energies of the ions during dissociation. In fact, the vibrational levels from
the potential energy curves that are involved in dissociation are visible in a plot of
the X coordinate of the ion detector versus the ion ToF (Fig. 7.2).
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Figure 7.1: Time of flight of ions detected after ionizing N2 as a target in the REMI

Figure 7.2: A 2D histogram mapping the ion time of flights with the X co-ordinate
of the ion positions on the detector. The rings are formed by dissocia-
tion from various vibrational levels in the PEC.

Along with direct ionization and dissociation, there is a small number of dou-
bly ionized N++

2 ions. The threshold for double ionization is about 42 eV and is
ionized by the XUV in the cutoff region of the harmonics. Since the charge to
mass ratio of the N++

2 ions is the same as N+ ions, they appear in the middle of
the N+ ion distribution. As can be seen in Fig. 7.3, the nitrogen molecule is a
complex system with several potential energy curves playing a role in photoion-
ization and dissociation. Only with coincidence measurements can the ions and
electrons coming from various ionization channels be identified. By choosing elec-
trons detected in coincidence with the various ions, the photoelectron spectra for
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each ionization channel can be obtained.

Figure 7.3: Potential energy curves for neutral N2 and the ionic ground state N+
2 .

Figure taken from [36]

7.1.1 Direct ionization

We first look at the electrons detected in coincidence with N+
2 ions, or the direct

ionization channel. To get the best resolution, only the electrons emitted between
0 to 45o with respect to the spectrometer axis are chosen 1. In the direct ionization
of nitrogen, there are three PECs that need to be considered[36, 154] (Fig. 7.4).
Each harmonic in the XUV frequency comb that ionizes molecular nitrogen will

1The procedure to choose electrons emitted over specific angles with respect to the polariza-
tion/spectrometer axis is explained in Sec. 5.4.1
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hence result in a series of three peaks, as explained in Section 1.2.3 (blue line in
Fig. 7.5). To identify each peak in the photoelectron spectrum, a very crudely
calculated photoelectron spectrum is overlaid with the experimental data.

Figure 7.4: Left: XUV photon spectrum used for ionizing molecular N2, Right: the
three lowest ionic bound PECs X, A and B respectively. The purple bar
indicates the Franck-Condon overlap region

The calculated spectrum is obtained in two steps. First, a set of three Gaussian
distributions with different widths and heights to mirror the transitions to the X, A
and B states is taken. This would be used to replicate the spectrum obtained from
one XUV harmonic. The strengths and spacing between these peaks is obtained
from Synchrotron data[155]. By creating identical copies of these three distribu-
tions and adding offsets to each copy, the distributions that would result from a
comb of XUV harmonics can be obtained. Each of these peaks is then multiplied
with an appropriate factor to take into account the strength of each XUV harmonic.
In this manner the photoelectron peaks can be easily identified.

From the figure, it is clear that the electron peaks from the X, A and B states are
spread over almost 3 electron Volts and since the XUV harmonics have a spacing
of 2.4 eV (2hωIR), there is a significant amount of overlap between many peaks.
This problem worsens in the presence of additional IR, since the signal from the
sidebands and harmonics are strongly overlapped. Recalling from the previous
chapters on RABBIT measurements, the harmonics and sidebands oscillate π radi-
ans out of phase with respect to each other. Since the two signals cancel out, it is
therefore impossible to see any sideband oscillations.
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Figure 7.5: Experimentally measured photoelectron spectra (Blue line) overlaid
with a calculated photoelectron spectrum for direct ionization of N2

by XUV radiation.

Figure 7.6: Potential energy curves relevant to the dissociation of N+
2 ions.

7.1.2 Dissociation

For the dissociation channel however, the situation is slightly different. The molec-
ular ion N+

2 dissociates into an ion and a neutral through at three different thresh-
olds for photon energies between 20 and 35 eV (Fig.7.6). The dissociation thresh-
olds L1 (N(4S0)+N+(3P)), L2 (N(4S0)+N+(1D)) and L3(N(2D0)+N+(3P)) in Fig.
7.3, are at 24.29 eV, 26.19 and 26.68 eV respectively [156]. The electron kinetic
energy spectrum is therefore a broad distribution due to the contributions from
various dissociation thresholds (Fig. 7.7). In addition, the presence of a large
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number of vibrational levels in the PECs leads to broadening of the peaks. The
dissociation energy is shared with the ions through the KER and is a usually a few
electron volts. In Fig. 7.7, the plot for KER spectrum comprises of a series of peaks
followed by a broad distribution.

Figure 7.7: Left: KER distribution for N+ ions, Right: Electron Kinetic energy dis-
tribution of electrons detected in coincidence with N+ ions.

Figure 7.8: Schematic of the predissociation process

The KER distribution is usually very broad if a dissociative PEC is directly pop-
ulated from the ground state, since the lifetime of these states is extremely short.
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However, the presence of peaks in the KER distribution indicate that dissocia-
tion happens through an intermediate state that is long-lived. Comparing pre-
vious measurements and calculations provided in references [157, 158, 159], it
can be concluded that these peaks in the KER are due to a process known as
Predissociation[160]. Predissociation occurs, when there is a crossing between a
bound PEC and a dissociating PEC (Fig.7.8). In this process, a nuclear wavepacket
in a bound vibrational state dissociates when the vibrational wavefunction is in
the proximity of such a crossing. In molecular nitrogen, this process has a lifetime
ranging between a few nanoseconds to a few hundred nanoseconds [157]. Due to
their relatively long lifetime, distinct peaks are seen in the KER spectrum coming
from each of the vibrational levels that are in the proximity of a dissociating curve.
To get a clearer understanding of the PECs that contribute to the peaks in the KER,

Figure 7.9: Joint energy spectrum for the dissociation of Nitrogen by XUV

we generate a joint energy spectrum(JES) as seen in Fig.7.9. This is a plot of the
KER versus electron kinetic energies for all the N+ + N + e− coincidences. There
are two features that stand out in the join energy spectrum. First, there are events
that fall along diagonal lines which have an energy spacing of 2ωIR and a slope
of −1 (indicated by dashed lines). These lines are also called the harmonics and
correspond to events from the dissociation of nitrogen by each XUV harmonic. The
energy shared between the N+ ions and electrons upon dissociation by 1 XUV har-
monic is a constant value. This value is determined by the difference between the
photon energy and the correspoding dissociation threshold. By momentum con-
servation, the sum of the KER and electron kinetic energies for each event in the
diagonal is a constant. Hence all the events from one harmonic fall on a line with
slope of −1. The slope has a negative value since the ion and electron momenta
have opposite signs.

Second, there are horizontal lines in joint energy spectrum that have energy
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spacings resembling a vibrational progression of a PEC. Upon closer comparison
with synchrotron data[157], these horizontal lines have the same spacing as the
vibrational levels v = 3, 4, 5, 6... in the PEC C2Σ+

u . This indicates that the peaks
that appear in the KER are from the predissociation of the C state. The horizontal
lines in the JES indicate also show that the predissociation of one vibrational level
always results in the same KER and is independent of the incident XUV photon en-
ergy. The dissociation threshold L1 is closest to the vibrational levels of the C state.
Since the L1 is threshold is below the vibrational levels v ≥ 3, the progression in
the JES can be assigned to these levels.

Figure 7.10: KER distributions for ionization by each XUV harmonic. The distribu-
tion for each harmonic is normalized to its respective maximum.

The exact pathways and the PECs through which the C-State predissociates is
discussed in detail in references [159, 158, 157]. To briefly summarize, there are
two PECs that could contribute to the predissociation of the C-state. One way is
through the 2Πu PEC in Fig.7.3, which is a purely dissociating curve that crosses
the C state to reach the dissociation threshold L1. The other is through a non-
adiabatic exchange[161] with B2Σ+

u state, which also reaches the L1 threshold.

At KERs above 1 eV, the horizontal lines are no longer clearly visible and merge
into a broader distribution. As can be seen in the JES as well, the XUV photon en-
ergy increase leads to larger number of events with KER greater than 1 eV. This is
because, with increasing photon energy, the F 2Σ+

g PEC is also populated[162]. In
addition, the L2 and L3 threshold are also accessible from Harmonic 23 onwards.
Since the F and C states cross each other, there is a population transfer from the
F to the C state, which in turn dissociates through L1 threshold, resulting in KER
values greater than 1 eV. with photon energies greater than 30 eV, the dissociation
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happens directly through the L3 threshold. The increasing contribution of the F
state with XUV photon energy can be seen with the help of a projection of the
KERs for each harmonic. By applying a constant energy sum condition, all ions
and electrons belonging to ionization by one harmonic can be chosen. From this,
the KER distributions for each harmonic can be extracted, as shown in Fig.7.10.
The distribution becomes broader and stronger with KERs greater than 1 eV, as
the XUV photon energy increases, indicating stronger contributions from the L2
and L3 thresholds.

By choosing the electrons belonging to selected KERs, we obtain a photoelectron
spectrum with discrete peaks with a spacing of 2ωIR, similar to atomic photoion-
ization (Fig. 7.11). This indicates that in the presence of a phase-locked IR pulse,
sidebands can be formed, just as in the atomic case. By varying the XUV-IR de-
lay, RABBIT spectra for electrons from each vibrational level can in principle be
obtained.

Figure 7.11: Electron kinetic energy spectrum upon ionization by XUV alone, ob-
tained by choosing KER windows for the vibrational levels v=3 to
v=8

7.2 Ionization of Nitrogen by XUV+IR

In this section, only the results of RABBIT measurements on the dissociation chan-
nel of nitrogen will be discussed. As mentioned in the previous section, for the
direct ionization channel, no sideband oscillations are visible. This is due to an
extremely strong overlap between the harmonics and sidebands, which cancel out
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the sideband oscillations.

In the presence of an additional IR pulse after dissociation by XUV, the electrons
undergo a ∆l = ±1 transition similar to the atomic case and reach a sideband
state. Provided that the electronic and nuclear dynamics are independent of each
other, the sideband strength oscillates in when the delay between XUV and IR
pulses is varied. The probe IR pulse also interacts with the nucleus before dissoci-
ation and induces transitions between the various PECs. Since neither the electron
kinetic energy spectrum nor the KER distributions directly help us resolve any of
the sidebands, we once again use the JES (Fig.7.12).

Figure 7.12: Joint energy spectrum for the dissociation of Nitrogen by XUV+IR

In the JES the sidebands appear in between the harmonics, on the diagonal
lines which are separated by an energy of 1ωIR from the harmonics. There are
four sidebands that are visible (SB 22-28) in this measurement. For KERs below
1 eV, the sidebands mimic the structure of harmonics. For KERs greater than 1eV,
sidebands 24,26 and 28 continue to resemble the vibrational progression seen in
the harmonics. Sideband 22 however shows a significant enhancement at KERs
above 1 eV and no longer resembles the vibrational progression. By taking a closer
look at the KER projections for each sideband (Fig. 7.13), it can be seen that the
distribution peaks between 1.2 to 1.4 eV.
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Figure 7.13: KER distributions for the sidebands. The distribution for each side-
band is normalized to its respective maximum

Figure 7.14: The two dissociation pathways associated with sideband 22.

The enhancement in KER at around 1.3 eV is due to an IR induced transition
between the C and F states in the molecular ion. This can be visualized as shown
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in Fig.7.14. Sideband 22 can be reached by absorbing harmonic 21 and an addi-
tional IR photon. Alternatively, it could also be reached by absorbing harmonic 23
to reach the F state and through the emission of an IR photon and a subsequent
transition to the C state. The final state reached by the two pathways dissociate
through the L1 limit. The energy difference between the final state reached by
the two reaction paths and the L1 limit gets distributed in the KER. There are no
enhancements of the KER for sidebands 24 to 28 since the F state dominates from
harmonic 23 onwards.

To get the variation of the sideband amplitudes as a function of the XUV-IR delay,
electrons corresponding to each vibrational level is chosen. The electron kinetic
energies are then plotted as a function of the XUV-IR delay. Figure 7.15 shows
the delay-dependent photoelectron spectrum for the vibrational levels 3,4 and 5
of the C2Σ+

u state. Since the signal for the sidebands is very weak, a logarithmic
colormap is used to visualize the data. The analysis however is done with a lin-
ear scale. By taking a projection of the sideband oscillations and carrying out the
analyis as described in chapter 2, a Wigner like photoionization delay for molec-
ular nitrogen could be measured. This method has also been used to measure
attosecond delays in the dissociation of molecular hydrogen[32, 163].

Figure 7.15: Photoelectron spectrum as a function of XUV-IR delay for the elec-
trons from vibrational levels v=3,4 and 5

Upon analyzing the delay dependent spectra as described above, contrary to
the atomic case and even the case of molecular hydrogen, there are no sideband
oscillations that are visible for electrons from the levels 3,4 and 5. The same
situation persists for all sidebands and all the vibrational levels and KERs above
1 eV. A Fourier analysis of the delay dependent spectra did not provide any clear
evidence of the 2ωIR or 4ωIR oscillations as well.
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Figure 7.16: Photoelectron spectrum as a function of XUV-IR delay for the elec-
trons from vibrational levels v=6,7 and 8

Figure 7.17: Top: Left: two ideal sinewaves with a constant phase shift, Right:
Amplitudes of the two waves plotted and fitted with an ellipse. Bot-
tom: Left: Projections of sideband oscillations from a RABBIT mea-
surement on argon, Right: Map of the amplitudes and the ellipse fit.

The first reason that could be thought to cause this problem is a systematic er-
ror in the measurement. Although drift stabilization was used for this experiment,
the long acquisition time could result in an abnormally large drift of the interfer-
ometer. To account for this possibility, a method proposed in Ref.[164] to extract
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sideband oscillation phases where the interferometer drift is large, was used. The
method basically utilizes the same principle used to generate the Lissajous fig-
ures. According to this method, the amplitudes of two noisy sine waves generated
by the same source when plotted together lie on an ellipse, since the common
mode noise cancels out. By fitting an ellipse to this distribution, the phase be-
tween the two sine waves can be obtained. This concept is visualized in Fig.7.17.

Figure 7.18: Amplitudes of the three possible pairs of sidebands for electrons from
the v=3 state plotted and fitted with an ellipse

After testing the fit routine on atomic RABBIT datasets where there was a strong
drift (see AppendixB), the fit was extended to retrieve the phases for the electrons
from the various vibrational levels in nitrogen. As an example, the case for the vi-
brational level v=3 is shown in Fig.7.18. There are three sidebands that are visible
in the XUV-IR delay spectrum for the v=3 state, as seen in Fig.7.15, taken as SB1,
SB2 and SB3 in the order of increasing electron kinetic energy. The amplitudes for
pairs of sidebands are plotted after ensuring they all have the same scaling.

Surprisingly, the points do not lie on an ellipse. An ellipse can be force fitted,
but the phases so extracted would have very large error bars. With this, it is very
clear that a systematic measurement error is perhaps not the reason for the lack of
clear oscillations. The underlying reason hence must be related to the dissociation
process itself.

As seen earlier, there are more than two PECs that contribute to the dissociation
for KERs above 1 eV. At the instant of ionization, the electron wavepacket that
leaves the molecule experiences a phase shift that depends on the final state of the
molecular ion. During dissociation, since multiple PECs could result in the same
KER, the electrons extracted for a given KER could have very different phases.

One way to separate the influences of various PECs on the outgoing electron’s
phase is to work in the molecular frame and selectively choose electrons that are
emitted parallel and perpendicular to the molecular axis. This helps us to use the
dipole selection rules for molecules effectively and separate the contributions from
each transition. By using the simple formula ~PN+

MF = ~PN+

LF + 1
2
~P e−
LF , the ion momenta

can be converted from the from the lab frame to the molecular frame. From this,
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the angle of emission with respect to the molecular axis can be calculated[32].
When the polarization axis of the XUV and the molecular axis are parallel, the
transitions are termed parallel and likewise, when the two axes are perpendicular,
the transitions are termed perpendicular.

Figure 7.19: Schematic of the parallel(yellow) and perpendicular(green) transi-
tions

From the joint energy spectra obtained for these transitions (Fig. 7.20) it is clear
that the transitions that result in KERs above 1.2 eV are predominantly along the
parallel direction. The vibrational progression from the predissociation process is
however present in both transitions and cannot be completely isolated. The reason
for this is the long lifetime associated with predissociation (several nanoseconds).
The lifetime of predissociation is significantly larger than the rotational period for
molecular nitrogen, which is in the picosecond timescale. Hence, the molecular
orientation at the instant of predissociation can no longer be uniquely identified.
From this it can be concluded that the signal from the predissociation process will
always stay as a strong background.

In references [165, 166, 153], the KERs exhibit strong sub-femtosecond dynam-
ics associated with the dissociation of nitrogen. This indicates that the electronic
and nuclear wavefunctions evolve on a comparable timescale and the two pro-
cesses can no-longer be thought of as independent of each other. Moreover, since
a non-adiabatic pathway is anyway involved in predissociation, the electronic mo-
tion may not be decoupled from the nuclear motion after all. In other words,
the nuclear outgoing electron wavepacket’s phase is dependent on the nuclear
wavepacket.

Therefore, with the information available so far, the concept of Wigner delays that
are applicable generally to atoms and even diatomic molecules such as H2, D2

and even CO can no longer be directly extended to the dissociation of molecular
nitrogen. Clearly, theoretical calculations are needed to further investigate this

111



CHAPTER 7. XUV-IR MEASUREMENTS ON NITROGEN

Figure 7.20: Joint energy spectra for the parallel and perpendicular transitions

complex interplay between the electron and nuclear dynamics. In addition, the
phase retrieval for the sideband oscillations would also require a more elaborate
method.
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Conclusion and Outlook

To summarize and conclude, XUV-IR pump-probe measurements were successfully
performed with a high-repetition rate laser and a Reaction Microscope. The drift
of the Mach-Zehnder interferometer, which was a key technical challenge towards
acquiring high-quality data has been successfully reduced with the help of active
stabilization.

With a high temporal stability, XUV-IR pump-probe measurements on atomic kryp-
ton, argon dimers and molecular nitrogen were performed to get insights into
atomic and molecular dynamics at the attosecond timescale. By measuring over
an atom, dimer and a diatomic molecule, a variety of phenomena related to pho-
toionization have been covered.

The angle-resolved measurements on Krypton complements previous measure-
ments, and clearly indicates that the spin-orbit interactions play a significant role
in photoionization delays. The results from these measurement can serve as a ref-
erence for theoretical calculations, particularly around the 4snp resonances, where
there are no Wigner delay calculations published till date. Measurements on argon
dimers reveal the role of Van der Waals forces in the photoionization of dimers and
reveal the possibility of observing two-center interferences in molecular photoion-
ization. In addition, the presence of a noticeable contribution from the Interatomic
Coulomb decay of argon dimers indicates great potential to observe this process
with attosecond time resolution.

The measurements on nitrogen reveal the role of an intriguing process called
predissociation on the dynamics of the outgoing electron wavepacket. While there
is still ambiguity about the absence of sideband oscillations in the dissociation
channel, the experiment reveals a complex interplay of electron-nuclear dynamics
and goes on to show that a simple Wigner like delay for molecular electrons is not
applicable here.

To further expand on the results presented here, additional work is being carried
out on both the theoretical and experimental fronts. At the time of writing this
thesis, a RABBIT measurement on a mix N2 and Argon at the 150 KHz repetition
rate is being planned. The switch to a higher repetition rate involves significant
changes to the data acquisition system and hence was not attempted earlier. Also,
by using a gas mixture, it would now be possible to look for sideband oscillations in
electrons from both argon and nitrogen simultaneously. With such a measurement,
the effects of any possible interferometer drift over long acquisition times can be
eliminated.
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The planned measurement on nitrogen will be done with significant changes to
the beamline. The second harmonic of the laser would be used to generate the
XUV harmonics as well as the probe pulse. Doing this would make it possible to
perform RABBIT measurements with a large spacing between each harmonic in
the XUV comb. Since the second harmonic is used for HHG, each XUV harmonic
will be about 4.8 eV apart. This would therefore make it possible to observe side-
band oscillations in the direct ionization channel of nitrogen and perhaps study
phenomena such as shape resonances[154] with attosecond precision.

The optics used in the beamline for RABBIT measurements with the IR laser
pulses cannot be used for the experiments with the second harmonic of the laser.
Hence, all the mirrors in the Mach-Zehnder interferometer need to be replaced.
As a first step however, only the HHG arm of the interferometer was adapted to
include a BBO crystal and thereby create XUV with the second harmonic (Fig.
7.21). The probe arm of the interferometer was left unmodified and a RABBIT
measurement was performed on argon and neon. Such a configuration results in
3 sidebands instead of just one and is a very effective tool to study continuum-
continuum transitions. The results of this work are published in Ref. [167].

Figure 7.21: Schematic of the modified beamline to perform "3-Sideband RABBIT"
measurements, BBO - Beta Barium Borate crystal, BC - Beam colli-
mator, DCM - Dichroic mirror. The rest of the labels have the same
meaning as in Fig. 4.2

Finally, new HHG target designs are being tested at the moment which can help
increase the cutoff energy of the XUV harmonics. This is aimed towards obtaining
a stronger signal from the ICD dissociation channel of argon dimers.
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Appendices



A Beta parameter estimation

The angular distribution of electrons can be fitted with a Legendre polynomial
to obtain the beta parameters. The fits were tested using Legendre polynomials
simulated with noise, as shown below.

Figure A.1: Simulated data to test the Legendre Polynomial fit
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Figure A.2: Beta Parameter fits for the P3/2 electrons obtained by XUV ionization

Figure A.3: Beta Parameter fits for the P1/2 electrons obtained by XUV ionization



B Ellipse Fit test data

In order to retrieve the sideband oscillation phases from RABBIT measurements
where the interferometer drift was very large, the TURTLE method [164] was
used. This method uses an ellipse fit to determine the phase difference between
two sine waves. The fit routine was tested using a RABBIT measurement on he-
lium, where during the course of the measurement, the interferometer drift was
so strong that it smeared out the oscillations.

Figure B.1: RABBIT measurement on Helium lasting about 18 hours. When di-
vided over every 6 hours is taken separately, the oscillations are visible.
When put together, the oscillations are smeared out.
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Figure B.2: Time delays extracted using the ellipse fit method



C Atomic Units

For simplicity, the constants in the electronic Schrödinger Equation can be set
equal to one atomic unit. Therefore h = me = e = 4πε0 = 1a.u The other units can
be calculated as:

Table adapted from [32]
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