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Abstract:

To perform precision spectroscopy of highly charged ions, an extreme-ultraviolet
frequency comb has been developed at the Max-Planck-Institute for Nuclear
Physics in Heidelberg. By generating high-harmonics in an enhancement cavity,
the comb structure of a pulsed laser in the near-infrared spectrum is transferred
to the extreme-ultraviolet spectrum, which necessitates the use of rare noble
gases such as xenon. To reduce their consumption, a gas recycling system was
designed and its functionality was investigated in this work. For this purpose, an
automatic readout system was constructed, which allows reliable measurement
of high pressures.
In addition, an alignment laser unit was assembled, which allows the orientation
of deflecting and focusing mirrors in the beamline with the help of a counter-
propagating optical laser necessary for spectroscopy, even before the generation
of high harmonics.
The goal of the experimental setup is to realize spectroscopy with highly charged
ions trapped in the cryogenic Paul trap of the CryPTEx SC system, which will
be linked to the cavity with the beamline as a connection in the future.

Zusammenfassung:

Um Präzisionsspektroskopie an hochgeladenen Ionen durchzuführen, wurde ein
extrem-ultravioletter Frequenzkamm am Max-Planck-Institut für Kernphysik
in Heidelberg entwickelt. Mittels Erzeugung hoher Harmonischer in einer
Verstärkungs-Kavität wird dabei die Kammstruktur eines gepulsten Lasers im
nahen infrarot Spektrum auf das extrem-ultraviolette Spektrum übertragen,
was die Nutzung seltener Edelgase wie Xenon notwendig macht. Um deren
Verbrauch zu reduzieren, wurde ein Gas-Recycling System entworfen, dessen
Funktionalität in dieser Arbeit untersucht wurde. Dafür wurde eine Ausleseau-
tomatik konstruiert, mit der eine zuverlässige Messung hoher Drücke möglich
ist.
Zusätzlich wurde eine Justier-Laser Einheit entwickelt, mit der die Ausrichtung
von Umlenk- und Fokussier-Spiegel mit einem gegenläufigen optischen Laser in
der für die Spektroskopie notwendigen Beamline noch vor der Erzeugung hoher
Harmonischer möglich ist.
Ziel des experimentellen Aufbaus ist, Spektroskopie mit hochgeladenen Ionen zu
ermöglichen, die in der kryogenen Paul-Falle des CryPTEx SC Systems gefan-
gen werden, welche an die Kavität über die Beamline angeschlossen wird.
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1 Introduction

Using resources is inevitably accompanied by the production of waste. No en-
gine can run without the emission of heat, no plastics can be utilized without the
eventual conversion of hydrocarbons into carbon dioxide and no industrial-sized
cultivation of food gets by without the - albeit unintentional - dissipation of raw
materials. Especially in a time where the finiteness of many resources becomes
more apparent than ever before, with petroleum being perhaps one of the best ex-
amples, the efficient usage of the materials we work with grows into an imperative,
not only in the ecological, but also in an economical sense. New ways of manu-
facturing commodities and more efficient handling of energy may play a role as
important as overall reduction, and a third way of dealing with waste can also help
minimizing the negative side effects the interaction with our environment brings
with it: recycling. The process of recycling involves collecting unused waste prod-
ucts and its subsequent reassembly, chemical conversion, reshaping or extracting of
valuable constituents for later utilization. Thus, many materials used by humans
are suited for recycling: from the steel in heavy industry over plastic bottles to
the electronic components in our phones.
Often times, recycling can also be applied to less visible substances, such as noble
gases. Whereas argon makes up almost 1 % of Earth´s atmosphere, its heavier
brothers are much rarer:

Table 1.1: Proportions of non-radioactive noble gases in the lower atmosphere of the
earth in ppm by volume fraction [1].

Element Abundance (ppm)
He 5.24
Ne 18.18
Ar 9340
Kr 1.14
Xe 0.09

Since these gases also have applications in industry (xenon-krypton headlights [2]),
in space travel (ionic propulsion [3]) and in the production of semiconductor chips
[4], recycling methods for noble gases are of interest because their extraction from
air involves high energetic investments and are rather costly.
The scientific field also has purposes revolving around the use of heavier noble
gases, such as experimental anesthetic agents in medicine [5]. Another example in
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CHAPTER 1. INTRODUCTION

the realm of physics is frequency multiplication by the process of high-harmonic
generation [6, 7] contributing to the advance of modern spectroscopy.

1.1 The importance of Spectroscopy

The development of methods in spectroscopy is a very important pillar of modern
experimental physics, since a higher resolution of the observed energies emitted
when transitions of quantum states occur, offers a more precise insight in the
fundamental mechanics behind the phenomena presented by the matter in our
universe. One technology used for characterizing these transitions that has become
indispensable in modern spectroscopy, is the laser, especially in the configuration
of a frequency comb (FC), allowing a very precise and absolute measurement of
the frequencies to be observed. FCs have already been demonstrated in the mid-
infrared [8] and the visible and near-infrared spectral range [9]. However, for
large parts of the electromagnetic spectrum there are no conventional lasers with
sufficient stability, coherency and a linewidth narrow enough available so far. As
a means to combat this, the process of High Harmonic Generation (HHG) - which
often involves heavy noble gases such as krypton or xenon - enables the transfer of
precise, high end FCs in the infra-red (IR) part of the electromagnetic spectrum
into the ultraviolet (UV) and extreme-ultraviolet (XUV) regime [10].
The potential for answers to some of the most important unresolved questions in
modern physics motivates the development of these kinds of spectroscopy tools,
giving rise to the XUV frequency comb [11].

1.2 The Search for Physics Beyond the Standard
Model

Many laws, regularities and properties of particles in the quantum world are now
known to a limit that was not imaginable a hundred years ago and General Relativ-
ity has been thoroughly tested over the course of the last century and even today,
making for example the precise usage of the global positioning system (GPS) pos-
sible [12].
The theories describing the smallest and largest part of our universe (the Standard
Model and General Relativity, respectively) correspond well to the experiments we
can conduct. For example, the relative mass difference between the electron and
its antiparticle proposed by Dirac in 1928 [13] is smaller than 8 × 10−9 (using
a confidence interval of 90%) according to the particle data group (PDG). The
masses of the electron and the positron should be equal according to the Standard
Model. However, some big open questions still cannot be answered. One of these
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1.3. TIME MEASUREMENT

mysteries is the apparent asymmetry between the amount of matter and antimat-
ter in the observable parts of our universe. With our current understanding of
the physical world, which includes some crucial laws of conservation, e.g. of the
baryonic number, this asymmetry cannot be explained.
However, the processes that govern the events in the quantum world strictly depend
on the fundamental constants involved [14], like the fine-structure constant α or
the coupling constant for the strong nuclear force αs. Even small variations over
time of constants like these in varying processes or for different particles might
give some important insight here [15]. Hence, it is critical to be able to measure
them with high precision.

1.3 Time Measurement

Every measurement relies on an accurate definition of an according unit. This
also applies when we want to determine values of certain frequencies in subatomic
processes, which makes the knowledge of the exact time scaling enormously im-
portant. Nowadays, atomic clocks are commonly used, because their accuracy
outmatches other types (like the quartz clock) by orders of magnitude [16].
Atomic clocks make use of the fact that transition frequencies of some atoms or
ions are highly stable across time and show a very small fundamental uncertainty,
rendering them appropriate for the definition of the units of time. Increasing
the accuracy of atomic clocks, i.e. increasing the time until the clock is off the
"real" time, requires working with higher and higher frequencies giving rise to the
so-called optical atomic clocks utilizing the transitions in the optical part of the
spectrum instead of radio- or microwave frequencies like conventional atomic clocks
[17]. Currently, the second is defined as the duration of 9,192,631,770 periods of the
transition radiation between the two hyperfine levels of the ground state of 133Cs
[18]. The usage of such frequencies requires a means of counting the numbers of
oscillations, such that a point in time can be determined that marks the passing
of one second. Moving to higher frequencies is key to increasing the accuracy of
these clocks but makes counting the numbers of oscillations even harder.
A solution to this problem is given by the FC, which can be thought of as a ruler for
frequencies allowing the absolute determination of their values with a small-scale
tabletop device.

1.4 XUV Spectroscopy

The application of the FC in the UV and XUV spectrum not only advances the
development of optical and nuclear clocks, it will also enable accurate spectroscopy
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CHAPTER 1. INTRODUCTION

of highly charged ions (HCI). These ions, characterized by the lack of many elec-
trons, have some rather interesting properties. Their transition frequencies often
lie beyond the optical part of the electromagnetic spectrum reaching as far as into
the X-ray regime. Since the electrons are moving much closer to the nucleus, the
influence of external perturbations of the electric or magnetic field is greatly re-
duced compared to neutral atoms or singly charged ions. This allows for a much
more precise determination of fundamental constants.
Combining the advantage of a FC, making absolute measurements of transition
frequencies over a broad spectrum possible, with the HHG process, transferring the
comb structure into the XUV-region, yields a method for examining the promising
transitions HCIs exhibit.

In this work, a gas recycling system supporting the reduction of costly noble gases
involved in the HHG process of a XUV FC is characterized and the development
of a alignment laser system aiding the adjustment of optical elements inside a
beamline is discussed.
This work is structured as follows: In the second chapter, an overview of the the-
oretical foundation revolving around the experiment is given. The third chapter
deals with the experimental setup and the devices used for investigating the recy-
cling system and the laser alignment system. Thereafter, an analysis is given on
the efficiency of the recycling system.
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2 Theory

In this section an overview is given on the theoretical fundamentals concerning the
basic working principle of a FC and the application of this technology in the XUV
regime via HHG as well as the thermodynamic processes and principles needed to
understand the recycling pumping system for noble gases.

2.1 The Frequency Comb and High Harmonics
Generation

2.1.1 Lasers and Spectroscopy

Electromagnetic spectroscopy with small ensembles of atoms or ions requires very
stable and well controllable light sources combined with coherence times as long
as possible. The reason for this is that the coherence time must be at least as
long as the lifetime of the transition observed in order to trigger them effectively.
Additionally, the bandwidth of the driving electric field is of great importance,
when it comes to the efficiency of transition processes. Especially with small
ensembles of atoms, the number of transitions must be maximized in order to get
enough data-samples.
Following [19], we can calculate the dipole transition probability for a light source
with the spectral energy density ρ(ω) given that the transition occurs at a sharply
defined frequency ωba:

Pab(t) = D⃗2
ab

2ϵ0ℏ2

∫
ρ(ω)

(
sin(ωba − ω)t/2

(ωba − ω)/2

)2

dω, (2.1)

with D⃗ab denoting the dipole matrix element.
This means that for the probability of a transition to be as big as possible, the
spectral bandwidth of the source should be as small as possible with the center
frequency matching the transition frequency. Here, lasers play an extremely im-
portant role, since their spectral bandwidth can be lower than 1Hz [20], allowing
the overlap integral (see above) having a considerable size without the need for
extremely large total source powers.
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2.1. THE FREQUENCY COMB AND HIGH HARMONICS GENERATION

2.1.2 Pulsed Lasers

In the simplest case, a laser will show a continuous Sine-wave in the electric field
component resulting in a strictly periodical temporal intensity profile, which is
called a continuous wave (CW) laser. Using such a laser for spectroscopy introduces
a certain problem: it can only be used for transitions of matching frequencies,
especially if the laser has a narrow bandwidth. In order to circumvent this problem,
a pulsed laser can be put into practise using two tunable and easily measurable
frequencies in the radio-spectrum giving rise to a frequency comb that can be
thought of as an absolute ruler for frequencies in the infra-red, visible or even UV
regime. A second distinct advantage of pulsed lasers is the high peak intensities
reached by the concentration of the delivered energies in very small time intervals
that can be used for processes like HHG.
In order to build such a frequency comb, having a means of producing a highly
stable pulsed laser is of utmost importance. As we will see, electronically switching
a laser on and off is insufficient for this purpose for several reasons: For one,
extracting a train of exactly equivalent gaussian pulses from a CW source is not
easily done. Another key problem with the realization of a frequency comb in the
optical and UV region is achieving the high repetition rate of many MHz, which is
the reason why we cannot simply turn the laser on and of very rapidly. Moreover,
it would be very preferable to store the energy in the time between the pulses,
such that the peak intensity is as large as possible.
Although there are other techniques to circumvent this problem, such as Q-switching,
only the method of mode-locking is discussed here, following [21] and [19].

Mode-Locking

Using mode-locking enables the realization of pulses in the ps range without elec-
tronically controlling an attenuator, and instead bringing all the possible modes
of a laser in a fixed phase-relation.
To get an understanding of the working principle behind the mode-locking method,
we imagine a laser with a single frequency ν0, which would show the following
intensity profile:

I = I0 cos2(2πν0t). (2.2)

For a laser cavity being able to support such a frequency, the length d has to match
a multiple of half the carrier wavelength:

ν0 = n
c

2d
, n ∈ N. (2.3)
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CHAPTER 2. THEORY

If a modulator is inserted, the transmitted intensity can be modified to the follow-
ing profile:

It = I0(1 + a cos(2πft)) cos2(1πν0t). (2.4)

Calculating the Fourier-transform of this distribution results in an interesting spec-
tral profile:

F{It} = It(w) = I0
[√π

8 (δ(ω − 4πν0) + δ(ω + 4πν0) + 2δ(ω))

+ a

√
π

82(δ(ω − 4πν0 − 2πf) + δ(ω − 4πν0 + 2πf)

+ δ(ω + 4πν0 − 2πf) + δ(ω + 4πν0 + 2πf) + 2δ(ω − 2πf) + 2δ(ω + 2πf))
]
.

(2.5)

This means, the modulation results in the formation of sidebands right and left to
the carrier frequency ν0. If the frequencies of these sidebands correspond to the
resonant frequency of the laser cavity, they also get amplified.
These new sideband-waves also get modified by the modulator and thus giving rise
to infinitely many sidebands all spaced apart by the frequency f .
However, in a more realistic situation, the frequency interval, in which radiation
is reasonably well amplified inside the laser cavity, is limited by the resonator gain
bandwidth ∆ν. Thus, the number of supported modes N is also limited:

N = ∆ν

c/2d
. (2.6)

Assuming the bandwidth to be centered around ν0, we can write the wave function
as a symmetric superposition of harmonic oscillations:

A =
m∑

q=−m

Aq cos(2π(ν0 + qf)t) with N = 2m + 1. (2.7)

If all the amplitudes are assumed to be equal (Aq = A0), the intensity can be
simplified to

It ∝ |A2| = A2
0

sin2(πNft)
sin2(πft) cos2(2πν0t). (2.8)

This distribution shows an underlying carrier wave with an envelope characterizing
identical pulses spaced apart by a certain time. The pulse parameters can be
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extracted from the intensity distribution:

Pulse Distance: Trep = 1
f

, (2.9)

Pulse Width: τE = 1
N · f

= 1
∆ν

. (2.10)
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Figure 2.1: Temporal intensity profile of an idealized mode-locked laser for different
parameters. An increase of supported sidebands (b) leads to narrower pulses and an
increase of the modulation frequency (c) brings the pulses closer together. The center
frequency also has an influence on the sidebands (d). The absolute peak intensities
reached would be bigger with narrower pulses that are spaced far apart from each
other, since the transported energy is released in very small intervals.

Fig. 2.1 shows the temporal profile of an ideal mode-locked pulsed laser. The
characteristics of the single pulses as well as their temporal distance and conse-
quently the maximum intensities reached by each pulse can be controlled via the
gain bandwidth and the modulation frequency f .
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Allowing for more different modes reduces the pulse width, which is often favourable,
since more energy is concentrated in a shorter amount of time giving rise to larger
bursts of power. However, the active bandwidth where resonance takes place must
be maximized, since smaller modulation frequencies lead to an increase of the pulse
width.
The repetition rate is equal to the modulation frequency and thus only depends
on the modulator used. However, if the modulator can be externally controlled,
the repetition rate might be varied to some extent.

Frequency Comb

Starting from a plane wave as a solution of Maxwell´s equation

(
∆ − 1

c2 ∂2
t

)
E⃗ = µ0∂

2
t P⃗ , (2.11)

the electric field in the z-direction in the frequency domain assuming a polarization
P⃗ = 0 (vacuum) is given by

E(ω, z) = E(ω, 0)e−ikz. (2.12)

This is a general form of a planar wave oscillating with the angular frequency ω
with a wavelength of λ = 2π/k, with k being the wave number. The relation of
the wave number and the angular frequency k(ω) is called the dispersion relation
and governs, how a wave packet consisting of multiple frequencies behaves over
time. In the special case of light propagating through vacuum, the speed of light
is constant throughout the entire spectrum:

c0(ω) = ω

k(ω) = c. (2.13)

Principally, there are multiple forms these pulses could take on, depending on
the generation mechanism for different purposes, such like sech2- or Lorentzian-
shaped. Here, we focus on those characterized by a gaussian pulse shape. In the
time-domain, such a Gaussian-shaped pulse defining the envelope of the electric
field is given by

A0(t) = E0e
−2 ln2( t

τ )2

, (2.14)

where τ corresponds to the FWHM-width of the intensity profile I(t) = |E(t)|2.
We can write the electric field of a pulsed laser under continuous operation as a
series of Gauss-shaped pulses spaced apart by the repetition time Trep with the
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underlying carrier wave of the frequency ωc:

Et(t) = eiωctE0

N−1∑
q=0

e− 2 ln2
τ2 (t−qTrep)2 = eiωctA(t). (2.15)

Introducing the carrier-to-envelope phase ∆ΦCE, we can decouple the center fre-
quency ωc [22]:

Ept(t) =
N−1∑
q=0

A0(t − qTrep)ei(ωct−q(ωcTrep+∆ΦCE)). (2.16)

The middle term in the exponent (exp(iqωcTrep)) centers the underlying oscillation
to the according envelope to keep track of the phase shift with ∆ΦCE.

Figure 2.2: Illustration of the electric field over time. The carrier-phase of a neighbour-
ing pulse is shifted relative to the envelope by ∆ΦCE. Adapted from [23] (modified).

Applying the Fourier-Transformation yields the spectrum of the electric field for
such a pulse train:

Ẽpt(ω) =
N−1∑
q=0

ei(q(∆ΦCE−ωcTrep)+Φ0)
∫

A0(t − qTrep)ei[(ω−ωc)t]dt. (2.17)

By using Poissons sum formula, we can reformulate Eqn. 2.17 for the case N → ∞:

Ẽpt(ω) = eiΦ0Ã(ω − ωc)
∞∑

q=0
δ(−ωTrep + ∆ΦCE − q2π), (2.18)
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CHAPTER 2. THEORY

with Ã(ω) being the Fourier-Transform of the Gauss-shaped envelope A0(t): Ã(ω) =∫
A0(t)e−iωtdt.

In this form, it is clear that the electric field and thus the intensity only shows
components at very well defined frequencies (δ-peaks) which are all equally spaced
apart by the repetition rate. The additional global phase Φ0 is not of interest here,
since it does not occur in the intensity spectrum Ĩ(ω) ∝ |Ẽ(ω)|2.
The lowest angular frequency in this spectrum is matched when q is set to 0. Then
we get a peak for

−ωTrep + ∆ΦCE = 0 (2.19)

⇒ ω0 = ∆ΦCE

Trep
(2.20)

⇒ fCEO = ∆ΦCE

2πTrep
. (2.21)

This is the so called carrier-envelope offset frequency.
The next frequency can be obtained by setting q = 1:

− ωTrep + ∆ΦCE + 2π = 0 (2.22)

⇒ ω1 = ∆ΦCE + 2π

Trep
(2.23)

⇒ ωrep = ω1 − ω0 = 2π

Trep
(2.24)

⇒ frep = 1
Trep

. (2.25)

These results can be summarized in the well-known definition of the FC spectrum
under an envelope governed by the gain spectrum:

fq = fCEO + qfrep. (2.26)

The repetition time Trep is usually in the lower ns regime [24], [25], so both these
frequencies lie in the radio-frequency (RF) domain and can thus be measured
electronically.

2.1.3 High Harmonic Generation

There are multiple ways of multiplying the photon energy. One such way is the us-
age of non-linear optical media leading to second harmonics, another may be four-
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2.1. THE FREQUENCY COMB AND HIGH HARMONICS GENERATION

wave or sum-frequency generation. Due to a lack of coherent laser-light sources
with a sufficiently small bandwidth and considerable total average power output in
the XUV-regime, we rely on such non-linear effects in order to do FC-spectroscopy
at high frequencies. However, these processes rely on optical media (usually crys-
tals) that do not allow XUV-light to pass through. This brings up the necessity
for another process that can be employed here: high harmonic generation (HHG).
In short, a gas with a relatively high ionization energy is brought into a region of
very high laser intensity giving rise to photon energy multiplication.
In this section, an overview over the the process of HHG is given, following the
semi-classical Three-Step-Model (TSM) from Corkum [26].

Step 1

In the first step, the bound electron experiences a force by the electric field of a
laser resulting in an additional slope modifying the atomic potential. If the laser
intensity is high enough, the bending of the atomic potential is strong enough such
that a considerable tunnel probability arises.
In order to describe this ionization process, especially for laser frequencies ω below
the ionization threshold (ℏω < Uion), it is helpful to define the Keldysh parameter
at this point [27]:

γ = ω

ωt

= ω

√
2meUion

eE
. (2.27)

Here, ωt = eI/
√

2meUion is an estimate for the turn off point from which on the
tunnel probability depends on the frequency of the incoming radiation. E is the
electric field strength of the laser, me the electron mass and e the elementary
charge.
This parameter can be used to distinguish the different regimes of the photo-
ionization process: If γ ≫ 1, the ionization energy of the electron is much bigger
than the energy gained by the laser-field within one optical cycle and thus, mul-
tiphoton ionization is the dominant process. For the case of relatively low laser
intensities, where the Stark shift is not yet significant, the ionization probability
scales with IN , where N is the number of photons required for this process [28].
In this region, higher laser intensities vastly increase the production efficiency of
photons with higher frequencies.
Another key parameter regarding that process is the ponderomotive energy which
describes the time averaged energy of a charged particle in an oscillating electric
field. For such a particle, the force acting on it can be written as

F = qE cos(ωt), (2.28)
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with q being the charge of that particle.
The position of that particle over time is given by

x(t) = − F

mω2 = − qE

mω2 cos(ωt). (2.29)

Neglecting potential energies yields the ponderomotive energy as the time average
of the kinetic part:

Upond = 1
2mω2⟨x2⟩ = q2E2

4mω2 . (2.30)

Figure 2.3: In the first step, the atom potential is tilted due to a strong electric field
in the vicinity of the atom allowing for tunnelling to happen. The green wave in the
box indicates the laser phase of the step, ionization takes place shortly after the electric
field reaches the maximum.

With that, we can rewrite the Keldysh parameter as

γ =
√

Uion

2Upond
. (2.31)

As the ponderomotive potential approaches the ionization potential (γ ∼ 1), the
probability of tunnelling out of the atom potential increases such that ionization
can happen. Usually, this regime is used in experiments revolving around HHG.
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Step 2

As the field gets weaker, the electron still accelerates away from the parent ion
and is thus less and less affected by the Coulomb potential making it possible to
describe the movement of the electron in a classical way. In this region, the effects
of the ion as well as the path modification stemming from the magnetic field are
both neglected. For that, we introduce the ionization time ti > 0 marking the
moment in which the electron leaves the area of influence and starts to behave like
a free particle. With the boundary condition v(ti) = 0, we can write down the
velocity v for t > ti (E = −E0 cos(ωt)):

v(t) = eE0

meω

(
sin(ωt) − sin(ωti)

)
. (2.32)

Figure 2.4: If the electron is far away from its parent ion, it can be described as a
free particle moving according to classical mechanics. By rolling down the potential
landscape, it gains kinetic energy.

Integrating again and substituting t with ϕ = ωt yields the position. The second
boundary condition is set by defining the ion position as the origin of the coordinate
system (x(ti) = 0).

x(ϕ) = eE0

meω2

(
cos(ϕi) − cos(ϕ) − (ϕ − ϕi) sin(ϕi)

)
(2.33)

v(ϕ) = eE0

meω

(
sin(ϕ) − sin(ϕi)

)
. (2.34)

As long as the electron does not approach relativistic speeds, we can calculate the
kinetic energy by the non-relativist formula Ekin = me

2 v2.
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Step 3

Still being accelerated in the electric field of the laser, the electron is driven back
to its parent ion, able to recombine with it and losing the kinetic energy in the
process by emitting a single photon. Since energy can only be deposited in odd
multiples of the photon energy hf , the outgoing photon energy must also be a
multiple of that (Eo = n · hf, n ∈ N), giving rise to harmonics of the fundamental
frequency f .

Figure 2.5: The electron recombines with its parent ion and emits a photon of higher
frequency with the energy Ekin + Eion at the recombination time tr.

Using the Three-Step-Model, we can calculate the maximum energy generated by
the HHG process. For that, we take a look at the velocity at the recombination
time v(tr).
As can be seen in Fig. 2.6, various electron trajectories lead to different energies at
the point of retrieval. The maximum kinetic energy of the recombining electron can
be obtained for a tunnel phase ϕi ≈ 0.31, which also marks the most likely value to
find [26]. Inserting that number of ϕi into Eqn. 2.33 and setting x(ϕ) = 0 yields the
recombination phase ϕr ≈ 4.4, which in turn can be used to calculate the kinetic
energy of the incoming electron via Eqn. 2.34 resulting in Ekin, max = 3.17Upond as
the highest possible kinetic energy. Combining that with the ionization potential
results in the maximum (or cutoff) energy of the HHG spectrum:

Ecutoff = Uion + 3.17Upond . (2.35)

This is an important result, since it indicates that the highest reachable photon
energy not only depends on the incoming intensity and frequency, but also on the
generation medium (usually a gas) used for HHG.
As indicated in Fig. 2.6, there are always two trajectories leading to the same
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Figure 2.6: Selected trajectories in the 1-dimensional perspective. The black circles
show the position and the square of the velocity at the recombination times. Notice
how the velocity and with it the final kinetic energy changes with the tunnel phase ϕi.

recombination energy. For ϕi < 0.31, the recombination takes place at ϕr > 4.4
which describes a long trajectory and for ϕi > 0.31 we get ϕr < 4.4 called the short
trajectory.

2.2 Beam Propagation

In this section, the behavior of pulse trains in the vacuum especially when focussed
to a small spatial volume is briefly discussed, following [29] and [30].

2.2.1 Beam propagation in Ray Optics

Light propagating along the z-direction can be, in the simplest case, described by
a plane wave.

E(z, t) = E0e
i(ωt+kzz), (2.36)
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with the field frequency ω and the wave number in z-direction kz. If we describe
the spatial expansion of the wave perpendicular to the wave-vector as a circle, we
can calculate the focussing behaviour of that light entering a thin lens or curved
mirrors fairly easily:

1
f

= 1
b

+ 1
g

, (2.37)

with f being the focal length, b the distance from the lens to the image and g the
distance to the object set before the lens.
The radius of the beam decreases linearly after passing through the lens and gets
infinitely small at the focal point:

r(z) = R

(
1 − z

f

)
, (2.38)

with R denoting the radius of the unfocused beam.
In case, the beam is pointed parallel to the lens axis but with a transversal offset
x0, we still get the same result for the radius across the z dimension, however, the
now cone-shaped beam propagates with an angle in respect to the lens axis. This
angle is only dependent on the offset and the focal length:

φ = arctan(x0

f
). (2.39)

2.2.2 Gaussian Beam Propagation

Introducing a non-constant transverse beam profile with a time dependency re-
sults in a behavior different to that discussed before. Assuming a propagation
in z-direction and a gaussian temporal profile (see Eqn. 2.14), we can write the
according electric field with the help of a scalar function u(x, y, z) representing the
spatial dependency (x = y = 0 represents the beam center):

E(x, y, z, t) = 1
2u(x, y, z)A(t, z)ei(ωt−kcz) + c.c. . (2.40)

Since the electric field should satisfy Maxwell´s equations, this form can be in-
serted in Eqn. 2.11. In order to find a solution regarding u(x, y, z), we first assume
that the main contribution to changes in z-direction stem from the exponential
part. Together with the separation of the time dependent part and a paraxial
approximation we get a simplified defining equation for that function:
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(
∂2

x + ∂2
y − 2ikc∂z

)
u(x, y, z) = 0. (2.41)

Under these conditions and approximations, the result resembles a Gauss-shaped
transverse profile:

u(x, y, z) = u0√
1 + z2/ρ2

0

e−iΘ(z)e−ikc(x2+y2)/2R(z)e−(x2+y2)/w2(z), (2.42)

with

curvature radius R(z) = z + z2
R

z
, (2.43)

beam radius w(z) = FWHM(z)√
2ln2

= w0

√
1 + z2

z2
R

, (2.44)

divergence angle Θ(z) = arctan( z

zR

), (2.45)

Rayleigh range zR = nπw2
0

λ
, (2.46)

asymtote angle θ0 = lim
z→∞

arctan(w(z)
z

) . (2.47)

Here, n = √
ϵrµr denotes the wavelength dependent refractive index, FWHM

stands for the full-width-half-maximum of the spatial distribution. An illustration
of the properties of the gaussian beam is given in Fig 2.7. Note that the beam width
is one standard deviation of the Gauss-distribution outlining the cross section of
the beam and is not to be confused with an edge beyond which the intensity is
zero.

2.3 Thermodynamics

In this section, some thermodynamic principles and applications helpful for un-
derstanding the process of gas recycling used for the experiment are presented,
following [31] and [32].
As a start some very important equations are introduced, governing the behavior
of fluids in various circumstances.
Firstly, the ideal gas law should be mentioned, although not universally applicable,
especially for high pressures. For reference, according to [33], the compressibility
factor defined as Z = P/ρRT (P : pressure, ρ: molar density, R: universal gas
constant, T : absolute temperature), which can be considered as a deviation from
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z0

zR

2w0

wavefronts
asymtote
w0

Figure 2.7: Illustration of the Gaussian beam. In contrast to the ray-optics view,
the Gaussian beam cannot be focused to an indefinitely small point, but always stays
above a certain minimal size w0. The Rayleigh range zR is the distance from the focus
point at which the beam radius is

√
2w0.

the ideal gas law, was measured to be Z = 1.13833 at a pressure of 286.68 bar
and temperature of 323.15 K for nitrogen (N2). This means that for nitrogen, the
actual pressure would be roughly 14 % bigger than the value calculated with the
ideal gas law and the corresponding parameters at 286.68 bar. At 100 bar, the
deviation is only about 1.7 %.
However, it proves to be well suited for considerations where a high precision is not
enormously important. It states that the pressure p, the volume V , the number of
particles involved N and the absolute temperature T obey the following relation:

pV = NkBT , (2.48)

with the Boltzmann constant kB = 1.380 649 × 10−23 J · K−1. An important spe-
cial case directly arising from this equation concerns about a situation where the
temperature is fixed. Then we get
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pV

N
= const . (2.49)

Another important equation describing the mass conservation of a fluid is the
continuity equation:

∂ρ

∂t
+ ∇j⃗ = 0, (2.50)

with ρ being the mass density and j⃗ the mass current density.
Introducing the concept of conservation of energy to hydrodynamics yields the
Bernoulli equation, describing flow of a fluid on the basis of energy conservation:

v⃗2

2 + p

ρ
+ gz = const. (2.51)

Here, v⃗ is the velocity-vector, g the local gravitational constant and z the relative
elevation.
If the change in potential energy is small over a given process, the relation can
further be simplified to

v2

2 + p

ρ
= const. (2.52)

21



3 Experiment

In this chapter, an overview of the experimental setup is given, introducing the
most important components and their functions. Although the main chamber of
the experiment houses an additional experimental setup regarding velocity map
imaging (VMI) [34], we want to focus on the HHG producing part, of which a
more detailed description is given in [23] and [35].

3.1 Laser System

Consisting of multiple parts for power amplification, pulse compression and more,
the laser system marks the basis of the experiment presented.

3.1.1 Frequency Comb

The starting point of the laser light used for HHG is the oscillator of a phase stabi-
lized NIR frequency comb (Menlo Systems FC1000-250) with a center wavelength
of 1039 nm with a FWHM spectral bandwidth of 14 nm, a 100 MHz repetition rate,
a pulse length of 24 ps and a maximum averaged output power of 12 W. In order
to make use of the FC in spectroscopy, the repetition rate can be changed within
a range of ±1%. Additionally, the offset frequency fCEO can be altered by influ-
encing the dispersion inside the oscillator.
The repetition rate is stabilized to a fractional uncertainty of 10−12 within 1 second
by means of a direct digital synthesizer and a phase-locked oscillator.

3.1.2 Amplification and Compression

Upon leaving the laser oscillator with an average power of 10 W and a pulse dura-
tion of 24 ps, the laser is amplified and compressed to an average power of around
80 W and a much shorter pulse duration of 200 fs. For further details, see Fig. 3.1.
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Figure 3.1: Schematic overview over the integral parts of the system before entering
the enhancement cavity. An optical isolator (ISO) protects the laser oscillator and
the preamplifiers from back-reflections. The beam is then amplified by a 80 cm long
Yb-doped photonic crystal fiber rod (aeroGAIN-ROD-MODULE-2.0 PM85, NKT pho-
tonics) pumped by a 976 nm, 250 W pump diode (D4F2S22-976.3-250C-IS58.1, DILAS
Diodenlaser GmbH) focused by an off-axis parabolic gold-coated mirror with a ϕ =
3 mm hole on the laser-axis. Passing through the fiber-amplifier increases the average
power of the pulse train to roughly 80 W. Afterwards, the pulse train is directed to a
grating compressor with a total transmission efficiency of 95%, effectively shortening
the pulse duration to 22 fs. Then the compressed laser light enters the enhancement
cavity inside the main vacuum chamber. Taken from [23].

3.2 Enhancement Cavity

More details of the XUV comb setup can be found in the dissertation of J. Nauta
[23] and a recent publication [35].
HHG requires very high laser intensities in the range of 1014 W cm−2 calling for
a more sophisticated setting than just focusing the laser onto a gas target. If we
assume an average power of 80 W, a repetition rate of 100 MHz and a pulse length
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of 220 fs, a beam focused on a circular area with ϕ = 10 µm would only reach an
intensity in the order of 1012 W cm−2.
A passive enhancement cavity is an ideal tool to amplify the peak intensities with-
out the need for excessive laser powers, which are not realizable yet. Since the
laser beam should be tightly focused to an area as small as possible, the curved
mirrors inside such a cavity need to be rather close to the focal point, hence, a
bow-tie configuration is chosen (see Fig. 3.2). When choosing the form of the
curved mirrors, it must be taken into account that both beam planes (sagittal
and tangential) do not necessarily share the same focus, resulting in astigmatism
which would decrease the peak intensity. For compensation of this behaviour, two
spherically shaped cavity mirrors and one cylindrical input coupler are installed
[35].
Since high intensities inside the cavity can only be reached if the pulses overlap,
the effective cavity length (path length of one round-trip) must be held constant
matching the repetition rate of the laser with high accuracy, which poses a prob-
lem: changes in temperature as well as outer disturbances influence the length
over time.
Two main conditions have to be met in order to reach the intensities needed.
For one, the phase-difference between two superimposing pulses inside the cavity
should be a multiple of 2π for constructive interference to happen and secondly, the
pulse envelopes must overlap. Consequently, the cavity length must be stabilized
to the length of 3 m with a variation significantly smaller than one wavelength
(1039 nm), meaning a maximum tolerance of some tens of nanometers must be
respected. A linear translation stage combined with a piezo chip has proven as an
ideal tool for this task. Placed at the long arm of the cavity, the stage can correct
the total length by about 13 mm. To compensate for the minor and rapid vibra-
tions and laser irregularities, a piezo chip is placed on top of the stage realizing
continuous changes in length down to a precision of single nm.
It should be noted here, that in principle, additional mirrors can be introduced
to match the 3 m path length without increasing the total cavity size. However,
introducing more mirror brings in three distinct disadvantages. Firstly, each mirror
is a point of energy loss and additional dispersion. Secondly, a system with more
mirrors is more susceptible to disturbances. And thirdly, it is unavoidable that any
mirror exhibits a certain wear-down over time under such high power conditions,
even when used in ultra high vacuum and with an ozone-oxidizing-system. A bigger
amount of mirrors makes keeping them clean, aligning them inside the chamber
and maintaining them more work intensive.
Making monitoring and diagnostics possible is mandatory for keeping such an
enhancement cavity operational given the aforementioned task to stabilize the
cavity length. If we cannot gain information about the peak focal intensity inside
the cavity focus, there is no way of changing the position of the piezo-controlled
mirror effectively. Luckily, there is an easy way of "looking" inside the cavity
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Figure 3.2: Schematic arrangement of the main parts inside the enhancement cavity.
The pulses travel in a round trip through the bow-tie formation and overlap with the
next one entering the input coupler (IC). The focus defined by the curved mirrors
(CM1 and CM2) is set exactly above the nozzle. The mirror mounted on the piezo
stage (PM) ensures the effective cavity length stays constant. Upon hitting the grating
mirror (GM), the XUV light is decoupled from the laser pulses.

without disturbing the processes inside.

Intensity Measurement

Although mirrors should ideally reflect all of the incoming light, some leakage can
never be completely prevented. A useful property of the leakage rate, i.e. the
power passing through a mirror, is that it is proportional to the incident power.
A photodiode is placed behind CM1 to measure the average power inside the
cavity Pin = PPD/T with Pin, PPD being the power inside and on the photodiode,
respectively and T being the transmittance. Via the repetition rate and the pulse
duration, the peak power of a single pulse can then be calculated and finally, the
peak intensity can be determined with the focus area.

Locking

Locking the cavity length is enormously important when high cavity powers should
be realized. Here, the Pound-Drever-Hall technique is applied, as modelled in
Fig. 3.3. a 4 MHz electro-optical modulator (EOM) instantiates two sidebands
onto each tooth of the FC with a spectral distance of 4 MHz from the respective
tooth. Since the IC must have a certain transmittance, light cannot only enter
the cavity through it, but can also leave once a round-trip is completed. However,
constructive interference and thus cavity enhancement only happens if the teeth
of the FC are resonant with the cavity. This light can then be focused onto a
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fast photodiode and mixed with the original modulator signal to produce an error
signal that can be fed to a proportional-integral-derivative (PID) controller that
moves the piezo stage and piezo chip ensuring the cavity stays at the resonance
length for every frequency of the FC.

Figure 3.3: Overview of the locking electronics using the Pound-Dever-Hall technique.
A radio-frequency is modulated on the laser oscillator, which is reflected by the cavity if
all frequency teeth are resonant. The signal is mixed with the direct modulator output
and the resulting error signal is fed to a PID-controller ensuring the cavity stays at
resonance length. Taken from [34].

3.3 Vacuum System

One of the most important conditions for HHG in the XUV-regime is maintaining
a vacuum. The most important reason for that is the opacity of air for UV light
rendering low power spectroscopy impossible under a normal atmosphere. Addi-
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tionally, the effect of dispersion broadening the ultrashort laser pulses propagating
in a medium and therefore reducing the peak intensity must be mentioned. Aside
from that, due to the extreme intensities reached in the cavity focus, air in close
proximity would be ionized, decreasing the power usable for HHG.
There is another reason aside from that, why an UHV regime should be employed
here: a long term goal of the entire experiment is to do XUV spectroscopy with
single HCI trapped inside a cryogenic Paul-trap (CryPTEx) [36, 37]. Since this
trap needs to operate at a pressure of about 10−14 mbar, and the beamline connect-
ing the trap and the cavity has to be continuous, a problem arises when injecting
a gas jet with a backing pressure of 10 bar into the cavity focus.
Maintaining such a pressure gradient inside the chamber over time makes a dif-
ferential pumping system necessary. For the specific implementations, see [38, 23,
39].
Such a differential pumping system consists of multiple vacuum pumps (in our
case turbo-molecular pumps (TMPs)) placed spatially apart from each other. The
most important part of the system employed in the setup of this experiment is
placed directly above the gas jet nozzle consisting of three turbo pumps acting on
skimmers layered around each other making a stationary pressure gradient inside
the vacuum chamber possible.

Figure 3.4: Illustration of the conically shaped compartments of the differential pump-
ing system shown in Fig. 3.6. IR-light enters the focus and HHG takes place. Three
different pumping stages (DIF1, DIF2, DIF3) are placed directly above the nozzle,
collecting the gas used for HHG (not to scale).

This system ensures a sufficient vacuum in the range of about 10−7 mbar inside
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the main chamber while allowing a high pressure gas jet inside the focal region.

Figure 3.5: Pumping system of the cavity and beamline. The outcoupled XUV light
leaves the main chamber (MC) through flexible bellows, hits the toroidal focusing
mirror (FM) and transverses through the diagnostics flange (DF) into the experimental
chamber (EC). The three TMPs TP4,5,6 installed along the beamline build up the
pressure gradient.

(a) Overview (b) Nozzle region

Figure 3.6: 3D models of the differential pump system directly above the nozzle. The
thin inner laser skimmers make sure that only very little gas enters the main chamber.
Each compartment is evacuated with a separate TMP. Taken from [23].

Decoupling the pressure of the experimental chamber, which will later be replaced
by the Paul-trap of the CryPTEx II experiment, from the cavity, allows for pres-
sures reaching further down than 10−7 mbar. Fig. 3.5 shows the specific arrange-
ment of the turbo pumps used for this. The main pump (TP0) and the three

28



3.4. BEAMLINE

pumps of the differential pump system (TP1,2,3) ensure a sufficient vacuum inside
the main chamber. A flexible bellow attached to the short end of the main cham-
ber marks the outset of the beamline. Three additional TMPs (TP4,5,6) guarantee
a sufficient pressure gradient towards the experimental chamber.
Since the TMPs are not designed to establish high pressure differences, but rather
to extract remnants of gas particles, their backing pressure should ideally be sig-
nificantly below atmospheric pressure. For this purpose, scroll pumps are applied,
functioning as fore-vacuum pumps. To use the differential pumping system for
the recycling of target gas, some valves were installed to select which turbo pump
feeds which fore-vacuum pump. For more details see Fig. 3.4.

3.3.1 Ozone System

Because contamination with various substances inside the cavity is unavoidable,
even under UHV conditions, mirror deterioration is to be reckoned with. Especially
hydrocarbons can contribute to mirror contamination because of the high photon
energies of the XUV light - and to some extent the high NIR laser intensities -
splitting up the bigger molecules leaving behind carbon compounds staining the
mirrors over time. For this reason, nozzles have been installed in front of the
mirrors introducing ozone (O3) to protect the surfaces. The goal of this is to
oxidize any remnant carbon compound before it can settle on the mirrors.
Principally, the pressure inside the main chamber can be kept at around 10−8 mbar
for extended periods of time. However, this ozone combined with the introduced
target gas for HHG causes the minimally achievable pressure to rise to roughly
10−4 mbar.

3.4 Beamline

Merely producing XUV light in the cavity is not enough for XUV spectroscopy.
For one, light inside the cavity travels in roundtrips, making an outcoupling device
(in our case a grating mirror) necessary. Secondly, the outcoupled XUV light needs
to be focussed to a small region to maximize the intensity in the vicinity of the
target. Additionally, the pressure at the target location has to be substantially
smaller (≈ 10−14 mbar) than in the main chamber. All of these factors require
the construction of a separate beamline. The considerations in planning of that
beamline as well as its implementations are further explained in [40].
Because the harmonic orders all have different wavelengths, their angles of diffrac-
tion also differ. For gratings, the following equation describing the relation between
incident angle θin and outgoing angle θout holds:
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sin(θout) = sin(θin) − mλ

d
, (3.1)

where m denotes the diffraction order, λ the wavelength of the incoming light and
d the distance between the ridges of the grating.
Since the higher diffraction orders have less intensity, we can concentrate on the
case m= −1 here. Additionally, the different harmonic orders also have different
wavelengths resulting in different diffraction angles. Accessing all of those har-
monic orders within the first diffraction order later makes spectroscopy in a wider
frequency range possible. For this, a gold mirror is used to direct light out of the
main chamber towards the focussing mirror.

Figure 3.7: Positioning of the directing mirror (DM) used to redirect one outcoupled
harmonic order to the beamline. The mount can be rotated as well as shifted transver-
sally. Adapted from [40].

Next, the beam hits a toroidal gold mirror placed inside a cubic compartment
connected to the main chamber by a flexible bellow. Attached to a translation
stage, the position of this focussing mirror can be modified along the two horizon-
tal axes. After that, the light enters the diagnostics flange and the experimental
chamber (for further explanation, see Section 3.6).

3.5 Gas Recycling system

One of the key challenges of producing high harmonics inside the enhancement
cavity is the need for a continuous supply of the gas used in the nozzle. Principally,
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every mono-atomic gas could be used for this purpose. However, due to practical
reasons such as oxidizing behavior, or the need for high pressures, we stick to the
non radioactive noble gases helium, neon, argon, krypton and xenon, especially
the latter three. As discussed before, the lighter ones of these can be used to reach
higher harmonic orders due to their higher ionization potentials (see Eqn. 2.35).
The trade-off for this is a lower overall yield with the same input intensity, which
is the reason why often times xenon is used. Xenon on the other hand carries large
costs with it when compared to the other noble gases, easily getting to 15¤/SL
at the time of writing this thesis (one standard liter, SL, is the amount of gas 1
liter has at norm conditions, i.e. 273.15 K, 1000 mbar). For this reason, a system
for gas recycling is of great utility if the cavity is under continuous operation for
an extended period of time.
This recycling system consist of three main compartments: a low pressure side
(LPS), a compressor station (CS) and a high pressure side (HPS).
For simplicity, all pressure specifications are given in absolute values, i.e. 0 bar
meaning vacuum.

Low Pressure Side

Figure 3.8: Setup of the LPS. Gas enters either via the exhaust of the SP set behind
the turbo pumps through the filters, or comes directly from an external gas bottle. It
is then stored in a 20 L tank and directed to the CS. The flow direction of target gas
during recycling is indicated by the blue arrows.

After entering the differential pumping system, the collected gas is directed to
one of the fore-vacuum pumps depending on the setting of the valves (for detailed
description see Fig. 3.11). In the next step, the gas is either directed to an external
exhaust port (and therefore lost), or confined in the LPS, which is mainly built
of a 20 L tank able to store gas of a pressure between 0 and 1 bar, connector
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bellows and digital as well as analogue pressure gauges. Before entering the LPS,
the gas passes through a particle filter (Agilent Technologies, SCRINTRPNW25)
and a water filter (Vacom, FT25KF-J; Adsorption Trap). The total volume of
this compartment amounts to 22.2 L, which ends in the input side of the CS. The
20 L tank can be decoupled from the system by closing a valve. In order to fill
the system with a utility gas, a gas bottle can be connected to it with a pressure
regulator in between.

Compressor Station

Figure 3.9: Structure of the Compressor Station.

For HHG a target gas pressure between 5 bar and 50 bar is required, making a
compression mandatory. Setting the pressure on the HPS to a higher value also
has the additional benefit of being able to store the same amount of gas in a
much smaller volume. For this purpose, a CS (HD-tech) using the compressor
types AAD-5 and AA-30 are installed right after a membrane pump to convert the
gas to atmospheric pressure. The first compressor brings the pressure of the gas
up to around 7 bar stored in a 2 L intermediate tank (IT), leading to the second
compressor converting the pressure up to 200 bar. Both of these compressors use
an oil free graphite sealing in order to avoid contamination of the target gas.
This has two main disadvantages. Firstly, the space between the piston and the
cylinder wall might not bee entirely air sealed, letting gas permeate. Secondly, the
compressors must be operated at frequencies as low as possible (≲ 1 Hz) to avoid
premature wear due to friction.
Both of these compressors use the continuous compressed air supply (CAS) of the
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facility. The output pressure of these compressors is manually regulated with two
pressure reducers between the CAS and the compressors.
Two pressure gauges will be installed at the CS, one between the membrane pump
and the first compressor, and one between the compressors, being necessary for
the calculation of the total amount of gas in the recycling system.

High Pressure Side

Upon entering the HPS, the compressed gas is cleaned by two filters (Parker Bal-
ston Model 95S6, volume: 0.03 L; Parker Balston Model EU37/12, volume: 0.17 L),
sorting out remaining water and particles introduced by the CS and pumps. Sub-
sequently, it is stored in a 75 cm3 tank, decoupling the nozzle flow rate from the
compression cycles. In total, the HPS has a volume of 0.29 L, accounting for
roughly the same amount of gas as the LPS at a working pressure of 100 bar.
With the exception of some smaller pieces and valves, all of the pipes used in the
HPS have an inner diameter of 2 mm, making up only about 5.3% of its total vol-
ume at a length of 4.9 m. A pressure regulator marking the HPS output reduces
the pressure to a set value entering the nozzle, which closes the cycle. Recording
the pressure of the HPS will be done with a pressure gauge (IPS-M12 175-4995)
set behind the filters employable for pressures up to 250 bar.
Because filling the entire recycling system with the target gas requires the invest-
ment of large amount of gas, a valve panel inside the container allows the direct
usage of gas to be injected in the nozzle from a gas bottle. Additionally, the gas
can also be directed to the velocity-map imaging (VMI) experiment inside the
main chamber. A pressure gauge attached to the panel can be used to monitor
the backing pressure of the nozzle.

Table 3.1: Summary of the volumes distributed across the different parts.
Position Volume

LPS 22.2 L
IT 2.041 L

HPS 0.290 L
Nozzle part 0.021 L

3.5.1 Measurement

In order to characterize the efficiency of the recycling system, various pressure
gauges have been installed. Because the pressure of the gas in use changes by
multiple orders of magnitude throughout one cycle, four different types of gauges
are used:
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Figure 3.10: Control panel of the HPS. Gas enters from the CS at a pressure of 10 to
200 bar, passes two filters and is stored in a 75 cm3 tank. The pressure outlet leading
to the nozzle is controlled manually via a pressure reducer.

1.) vacuum gauge (0 to 1000 mbar), Leybold IONIVAC ITR 90, digital output
2.) 1.33 × 10−4 to 1000 mbar tube sensor, Agilent Varian ConvecTorr p-type
3.) 0 to 25 bar, IPS-M12 Pressure Sensor, type: 175-4981, 4 to 20 mA output
4.) 1 to 26 bar, IPS-M12 Pressure Sensor, type: 175-4992, 4 to 20 mA output
5.) 1 to 251 bar, IPS-M12 Pressure Sensor, type: 175-4995, 4 to 20 mA output

While the first two types output a digital signal and can be read out directly, the
latter three give an output current between 4 and 20 mA according to the signal.
They use a temperature-compensated piezo-resistive ceramic sensor. In contrast
to this, the vacuum gauges use a hot-cathode ionization sensor combined with a
Pirani-type sensor.
For the simultaneous readout of the pressure values of these two analogue gauges,
a converter box has been built. This box consists of four input plugs for the four-
pin connector cables, four independent voltage sources providing the gauges with
the necessary voltage of 12 V and a 4-channel, 4 to 20 mA ADC converter shield
connected to an Arduino-Nano board.
In order to ensure the voltage supply of the pressure gauges that need to be in the
range of 9 to 32 V, the 5 V output of the Arduino board feeds four independent
voltage converters boosting the voltage up to 12 V. The independent converters
protect the system against potential ground-loops distorting the measured signals.
One pin per outlet is set to 12 V, the second one goes over one of the current readout
channels of the ADC and further to the system ground. Since the pressure gauges
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Figure 3.11: Integral parts of the Gas-Recycling system. The valves directly behind
the turbo-pumps can be used to select the parts of the vacuum system that should be
recycled. The storage capacities of the tanks are T1: 20 l, T2: 2 l, T3: 0.075 l. Only
the digital pressure gauges are shown here.
Legend: TP =̂ turbo-pumps, SP =̂ scroll-pumps, F =̂ filter, T =̂ tanks, C =̂ compres-
sors, MC =̂ main chamber.
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(a)

(b)

(c)

Figure 3.12: In the vacuum, and gas system, different types of pressure sensors are
used, depending on the pressure ranges.
(a) 0 to 1 bar gauge for fore-vacuum pumps and LPS
(b) Vacuum gauge for precision measurement
(c) IPS-M12 pressure-sensor for high pressures

Figure 3.13: Setup of the measuring device used for readout of the high-pressure
values. The power supply as well as the data communication is provided by the micro-
USB plug of the Arduino-board.

will allow a current to flow between 4 and 20 mA, with a linear dependence of
the pressure applied, the system can easily detect any malfunction regarding the
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gauges if a current of less than 4 mA is measured.

3.6 Laser Alignment System

Due to the fact that HHG is a process that is highly sensitive to the effective
intensity in the conversion region, the laser used for it must be stable through-
out the process. This proves to be quite difficult, because thermal expansion and
mechanical disturbances influence the laser resonator as well as the cavity and
might disturb cavity locking. Additional disturbances during HHG, like mechan-
ical vibrations, must be kept to a minimum, making further adjustments during
HHG difficult. Moreover, even if mechanical disturbances could be compensated,
identifying the path of the XUV beam is not an easy task, since the XUV power
is in the order of µW and can only be detected using fluorescent screens, making
long exposure times necessary. For these reasons, the optical elements are best
adjusted before the cavity length is locked.

Figure 3.14: Alignment table with laser. The laser (A) is placed roughly anti-parallel
to the beamline, two adjustable mirrors (B) are used to fine-adjust the light on the
beamline axis. A lens (C) on an axial translation stage with a 300 mm focal length
focusses the laser beam to the same spot as the XUV light guided by the toroidal
mirror.

One way to achieve this is to employ an alignment laser in the visible spectrum
to use as a proxy for the XUV-light. For practical reasons, a positioning of such
an additional laser source inside the cavity is not advisable, however, a backwards
propagating beam serves the same purpose, and is easier to implement.
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The idea behind the laser alignment system is to put the mirrors for steering the
XUV light in the right place before powering up the enhancement cavity. If the
light from the alignment laser goes through the focus of the experimental chamber
and hits the grating mirror inside the cavity on the same spot as the XUV light,
the latter will propagate along the same path in the opposite direction.
Adding two mirrors allows for smaller corrections in height of the beam without
needing to adjust the laser holder directly, and therefore makes finding the correct
height easier.
Ensuring that the laser beam travels through the focus of the experimental cham-
ber is done via a 300 mm focal length lens, a razor blade and a CCD camera as
seen in Fig. 3.15.

Figure 3.15: Setup for focal point calibration. The laser source (A) is focused by a
lens (B) into the focal point where a razor blade (C) is driven into. The remaining
light hits a screen coated with sodium salicylate (D) inside the diagnostics flange and
is monitored by a CCD camera (E). Monitoring the pressure inside the experimental
chamber is done via a vacuum pressure gauge (F). A turbo pump (G), combined with
a scroll pump (H) ensures UHV conditions. If the coated screen and the photodiode
are retracted, the light hits the gold mirror and then enters the cavity, pointing at the
grating mirror where the scattered light can be detected.

The razor blade and the fluorescent glass plate with the photodiode can be moved
by means of linear vacuum feedthroughs. That way, the focal size of the alignment
laser can be measured and the entire beamline can be cleared for XUV light to pass
without opening the chambers by retracting the feedthrough holders. Coating the
glass plate with sodium salicylate has the advantage that visible light gets scat-
tered and XUV light is made visible because of the fluorescent property of that
material. This is the reason, why we use a 450 nm laser, because the scattered
wavelength is in the same range as the fluorescent light of the sodium salacylate.
Additionally, the diagnostics flange has been equipped with another linear feedthrough
holding a retractable photodiode to measure the total power of the incident XUV
light.
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4 Characterization of the Gas-Recycling
System

In this part, we want to examine the working principle, efficiency and functional
boundaries of the gas-recycling system developed by J.-H. Oelmann with the pur-
pose of reducing the loss of valuable noble gases such as xenon used for HHG.

4.1 Leakproofness of the System

One important parameter for the description of the recycling system is the amount
of gas that is lost over time through leaks. Gas can be lost in many different ways
throughout the whole compression cycle.
Firstly, one of the larger contributing factors is the presence of small leaks mainly
in the connecting pieces. If the parts (mostly consisting of metals) do not have
tight contact at all points, some gas will inevitably leave the system. This is
especially true, if the pressure inside the system is high in comparison to the envi-
ronment, which means that the HPS is especially vulnerable to this kind of leakage.
Luckily, larger leaks in overpressure systems (those which have a higher pressure
than the environment) are relatively easy to find with a leak detector if the type
of gas inside is known and not very abundant in the atmosphere. For this reason,
often times helium is used, since its relative abundance in the lower atmosphere of
the earth is only around 5.5 ppm [41]. Two of the most notable points of loss are
the spaces between the pistons and the cylinder walls inside the compressors. To
avoid contamination with oily substances, they use graphite sealing, which does
not entirely prohibit gas flow.
Another rather uncontrollable way in which gas gets lost in the cycle is via diffu-
sion through sealing materials and the metal walls. Since all materials show this
behavior to some degree, it cannot be entirely compensated. This is especially a
problem with smaller molecules and atoms, such as helium.
Thirdly, we have to consider that not all the pumps ensuring a vacuum inside the
main chamber are used to feed the gas back in the cycle (see Fig. 3.11). The main
reason for that is to prevent contamination of the target gas with ozone used to
slow down mirror degradation. Too much ozone could damage the compressors
and might alter the properties of the HHG process.
For these reasons, probing the system for overall losses in different situations is use-
ful for estimating its effectiveness. Moreover, knowledge over relative proportions
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of these factors makes improving the whole system easier.

4.1.1 The Loss over Time

In a first trial, before the above-atmosphere pressure gauges were available, the
leakproofness of the system parts outside the container has been examined. This
was done by closing the valve after the scroll pump on the LPS and the pressure
regulator after the HPS. Since the compressors should not come into contact with
larger amounts of oxygen to prevent degradation, the system was then filled with
argon, which is cheaper than xenon, but as a noble gas still nonreactive. With the
pressure of the LPS held at a constant value of around 1 bar, the driving pressures
of the two compressors are gradually increased in order to bring the HPS pressure
to 52 bar. Afterwards, the argon bottle inlet is closed, such that the system is
operated in a closed loop. Now, as long as there is still some gas left on the LPS,
the pressure on the HPS is kept roughly constant, which was confirmed regularly by
checking an analogue pressure gauge every 24 hours. The compressors themselves
will always keep the outlet pressure to a value that is solely dependent on the
CAS pressure used to compress the gas. The outlet pressure will ideally stay at a
constant value according to

pout = rpw , (4.1)

where r is the pre-set transmission ratio (r1 = 5 for the first compressor and
r2 = 30 for the second) and pw the CAS pressure used to compress the target gas.
Because the pressure of the LPS is limited to 1 bar abs. (atmospheric pressure
or below), losses of the gas in this specific configuration can only be attributed
to the CS or the HPS. Fig. 4.1 shows the experimental results of the according
measurement.
As we can see in Fig. 4.1, the pressure decreases in a roughly linear fashion across
time. However, the curve is modulated by seemingly periodic oscillations with
increasing amplitude. Additionally, some outliers as well as longer irregularities
can be seen.
The linear behavior of the pressure curve can be explained by assuming one or
multiple small leaks on the HPS or the CS with a loss rate proportional to the
pressure difference between the inside and outside of the system. Because the CS
always ensures a constant outlet pressure (assuming a constant working pressure
pw and enough gas inside the LPS), the overall loss rate would be constant over
time and thus a linear behavior is expected because the pressure drops only on the
LPS.
Fitting a linear curve to the dataset will yield an overall loss rate as the slope
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Figure 4.1: Pressure of the LPS during a 7-days measurement with closed valves before
the LPS segment and after the HPS. A linear function was fitted to the measured values
to show the overall trend.

(dp/dt) is proportional to the lost number of molecules N over time:

dN

dt
∝ V

dp

dt
, (4.2)

where V is the total volume of the LPS, which stays constant.
Since the normal volume is proportional to the number of molecules inside a sys-
tem, we can calculate this normal volume using the ideal gas law:

VN = V
p

p0

T0

T
(4.3)

where T is the temperature and p0 = 105 Pa and T0 = 273.15 K are the normal
pressure and normal temperature respectively.
As the surface area of the LPS is relatively large compared to its volume, since
flexible bellows made of stainless steel have been used, the LPS (and arguably also
the HPS) is in thermal equilibrium with the air around it.
For the first measurement regarding the leakproofness of the recycling-system, we
get a total loss of (−3.749 ± 0.007) mbar/h. According to Eqn. 4.3, a temperature
of T = (20 ± 3) ◦C and a volume from Table 3.1 this corresponds to a total
loss rate of (0.078 ± 0.002) Sl/h. Here, we assumed that the pressure of the HPS
stayed constant throughout the measurement, which was confirmed by periodically
reading of the analogue pressure gauge.
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However, a couple of things have to be considered here. As can be clearly seen in
Fig. 4.1, the pressure curve does not strictly follow a linear path. On larger scales
(multiple hours), we get broad irregularities like the one between t = 50 h and t =
70 h, which might arise from slow variances of the CAS pressure or temperature
fluctuations. Much more important to our investigation are the smaller periodic
rising and falling edges which all show a similar form and duration, however they
get more pronounced over time. The falling edges are expected, because we assume
that the HPS and/or the CS exhibit some leaks. Therefore, gas gets lost over time,
but the pressure on the HPS always stays roughly equal as can be seen in Eqn.
4.1. Since the gas has to come from somewhere, the amount stored on the LPS
decreases. Because the transport of gas occurs in compression cycles, the pressure
decreases in relatively little time. On the other hand, the preceding membrane
pump and the response time of the pressure gauge might stretch this steep decrease
in the data. What happens right after such a dip should not occur, if the valves
behind the pumps used for recycling are closed. If the pressure increased on the
LPS and gas can flow towards the HPS, but cannot go back, than that means that
some gas has to come from another source. The main part of the pressure rise is
probably due to leaks allowing air from the outside to flow into the system if the
pressure inside is lower. A control of all the connection pieces might suppress this
unwanted behavior, which has to be kept as low as possible, since it is the largest
contributor to contamination of the target gas with other substances.
There are further possible contributions for this pressure increase. In addition
to the flow of air into the LPS-system, the one-way valve directly in front of
the compressor prohibiting compressed gas to flow back into the LPS could be
damaged, allowing some gas to flow back. Jumps and fluctuations in the readout
signal of the pressure gauges have to be considered too.

Leakage analysis In order to estimate the leakage rate of the LPS, the local
maxima and minima have to be identified first and the outliers excluded by hand
to get the proper intervals of the rising edges. Such outliers have been observed
occasionally without any apparent reason, when the control system of the pressure
gauges briefly shows a value that is much higher or lower than directly before and
after. These values have to be excluded from our consideration as they do not
reflect any physical behavior.
From the intervals, whose edges are defined by one maximum and one minimum,
an average slope can be calculated by dividing the pressure difference ∆p by the
time duration ∆t of each interval. Fig. 4.2 shows the positive slopes plotted
against the time at which they occur.
Finally, these slopes can be plotted against the pressure difference to the outside
world (p0 = 1013 mbar) instead of time to get an idea of how the pressure difference
influences the leakage rate. The result of this can be seen in Fig. 4.3.
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Figure 4.2: Course of the upward slope over time. Leaving out some outliers, which
can mostly be attributed to electronic errors, results in a rising trend, meaning that
the rate at which gas is sucked into the LPS increases over time.

Including all datapoints yields for the slope of the entire plot a value of (0.0955 ±
0.0017) mbar/h/mbar. Using Eqn. 4.3 again, results in the standard volume that
is lost over time per mbar of pressure difference:

d

dp

dVn,↑

dt
= (1.942 ± 0.041) × 10−3 SL/h

mbar ,

meaning that if we would pump the LPS empty, around 2 SL of gas would flow in
per hour, contaminating the target gas inside. Here, the reduced χ2-sum is 4.15.
However, there is an unexpected offset:

dp

dt

∣∣∣∣∣
∆p=0

= (−16.8 ± 0.8) mbar/h =̂ (0.341 ± 0.016) SL/h .

A possible explanation for this discrepancy might lay a problem with the pressure
gauge used here (Agilent Varian ConvecTorr p-type), which is built for a range
between 1.33 × 10−4 mbar to 1000 mbar, but shows an increasing uncertainty with
higher pressures. A calibration might be useful in the future to avoid these un-
wanted offsets.
A crude way to get around this problem is to only include datapoints with lower
pressure. If we neglect all those with a pressure difference smaller than 350 mbar,
not only the residuals get smaller, but the offset is also reduced. Fig. 4.3 shows
the data for this case.
The fit-function describing the plot can be stated with the following values:
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Figure 4.3: Pressure increase of ascending edges against pressure difference to the
outside. A linear curve was fitted to the datapoints to show the strict dependence
on the pressure difference to the outside. Only datapoints with a pressure difference
bigger than 350 mbar are included.

dp

dt
= (86.1 ± 2.1) × 10−3 mbar/h

mbar · ∆p − (11.2 ± 1.2) mbar/h ,

or equivalently:

dVn,↑

dt
= (1.751 ± 0.043) SL/h

mbar · ∆p − (0.228 ± 0.024) Sl/h .

Directly comparing that value with the one we got above shows a significant dif-
ference merely by dismissing the values of pressures too close to the atmospheric
pressure.
A reduced χ2 sum of 1.10 regarding the last fit shows a good correspondence
between the data and the assumption that a difference in pressure is proportional
to the amount of gas flowing in.

4.1.2 Leakproofness of the Compressor Station

An additional source of loss (or contamination with other gases) is the CS. With its
many tubes, two active compressors, a membrane pump, barometers, the interme-
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diary tank and some valves, checking it for leaks is important to the functionality
of the whole system. In order to do that, a measurement has been carried out,
where the entry of the LPS has been blocked as well as the valve on the HPS
connecting the CS to the crossing. Unfortunately, the pressure gauge monitoring
the HPS was not available at the time of this measurement, however, the pressure
value has been controlled multiple times throughout it via a manometer attached
to the CS and no significant change has been observed.
Important to notice here is, that some of the leaks of the LPS have been removed
in the mean time, making the in-flow weaker.
After evacuating the whole LPS system and emptying the CS and HPS, the CS
outlet was closed and the LPS filled with argon gas until the pressure inside stabi-
lized. Subsequently, the argon inlet was closed and the driving pressure set, such
that the outlet pressure was set to 100 bar.
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Figure 4.4: Course of the LPS pressure for the measurement regarding the leakproof-
ness of the CS. In a), the overall recorded data is shown, dominated by the large
pressure differences while filling, in b), the same data is shown, however, the first few
minutes are left out.

In Fig. 4.4, the recorded pressure is shown for this specific setup. As can be seen,
at first the pressure rises to a level of more than atmospheric pressure only to
fall down to a value of around 920 mbar, where it basically stays until the end of
the measurement. The reason for the overshoot might lay in a delayed response
of the pressure sensor, since only a single datapoint exhibits a value greater than
1000 mbar. In contrast to Fig. 4.1, no overall loss can be directly attributed to the
curve by merely looking at it. If only the datapoints that come after the filling
process are taken into account, we can see that the pressure inside the LPS varies
only by about 10 mbar, which is equivalent to roughly 0.2 SL, over the course of
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20 hours.
Interestingly, between 2 and 12 hours after the measurement started, the pressure
inside increased by around 4 mbar. This could be either because of gas still flowing
in from the outside, or due to variances in temperature changing the sensitivity
of the pressure gauge in use, or changes in atmospheric pressure acting on the
membrane bellows and therefore acting on the pressure inside.
In this measurement, we have to include the pressure inside the intermediary tank
as well, since it could also exhibit some leaks that might play a role. However,
at the time of this measurement, no sensitive pressure gauge that can be read
out electronically was installed. Thus, we had to rely on an analogue pressure
gauge to check if the pressure stayed constant. Here, a decrease in pressure from
9.2 bar to 9.1 bar within 2 hours was noticed, however, due to a lack of enough
datapoints, this rate could not be verified. Further measurements with installed
pressure gauges might give more insight here.
The constancy of the LPS pressure after the filling process shows that not a single
compression cycle was executed, and therefore, the intermediary tank lost less gas
than one such cycle would transmit.

4.2 Nozzle Consumption

Another parameter important for the description of the gas recycling system is
the amount of gas that flows through the nozzle. The nozzle has a diameter of
20 µm and can be controlled with some valves inside the container and a pressure
regulator used to vary the amount of gas that flows into the chamber. Measuring
the amount of gas that is pumped through the nozzle combined with the losses at
full recycling allows us to estimate the economic efficiency of the system.

4.2.1 Nozzle Consumption at 8.4 bar backing pressure

For the following measurement, the LPS and the HPS are filled with argon, such
that the LPS was at 1050 mbar, the intermediary tank at 6.8 bar and the HPS at
53 bar. The nozzle backing pressure started with 8.4 bar, inside the main chamber
2.6 × 10−5 mbar were measured.
Fig. 4.5 shows the development of the pressure in the different parts of the recycling
system for a nozzle backing pressure of roughly 8.4 bar. The latter one stays
almost constant over time and even increases towards the end which might be due
to uncertainties in measurement or the behavior of the pressure regulator: if the
backing pressure falls, the outlet pressure rises to a small extent. Because of this,
the HPS pressure should stay constant over time. The other compartments show
a steady decline in pressure over time, the most notable being the LPS.
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Figure 4.5: Pressures inside the different compartments over time. A decrease in
pressure can be seen in all of them except the nozzle backing pressure. The datapoints
for the LPS are logged automatically, whereas the other ones are documented by hand.
A linear function is fitted to the LPS datapoints using the data between t = 0.5 h and
3.4 h.

The reason for the deviation from a linear function regarding the LPS here, is the
fact, that the driving pressure of the first compressor had to be changed throughout
the measurement for it not to take damage due to a frequency that was too high.
This also explains, why the pressure of the intermediary tank does not stay equal
over time, contrary to Eqn. 4.1.
In order to estimate the amount of gas, the nozzle consumes over time, the contri-
butions of the different compartments are added up. For the LPS, fitting a linear
function to the data has the advantage of outliers at the beginning or end not
distorting the value too much, whereas fitting a function to the datasets of the
other compartments will not be as effective, since there are not as many data-
points there. For these datasets, the amount of gas lost per time interval can be
estimated by dividing the total difference in pressure by the total measurement
time.

Table 4.1: Portions of nozzle consumption for different compartments at a backing
pressure of 8.4 bar.

Compartment ∆p/∆t ∆Vn/∆t
LPS −215.8 mbar/h −4.463 SL/h
IT −666.6 mbar/h −1.268 SL/h

HPS −222.2 mbar/h −0.060 SL/h
Nozzle part 22.2 mbar/h 0.000 47 SL/h
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As can be seen in Tab. 4.1, the loss in the LPS plays a dominant role, even if
larger portions of gas leaves the system and the CAS pressure is varied. Again,
this is because the pressures in the compartments closer to the nozzle stay roughly
constant throughout the process until the LPS is almost empty.
Combining the contributions yields the nozzle consumption at a backing pressure
of 8.4 bar:

dVn

dt
≈
∑

i

∆Vn,i

∆t
= −5.79 SL/h ,

meaning that even with a backing pressure of only 8.4 bar, almost 6 SL of xenon
are needed every hour of operation. A gas price of roughly 15 €/SL would result
in operation costs between 80 and 90 € per hour.
Ensuring vacuum conditions inside the main chamber is mandatory, especially
under cavity operation, which is why a measurement was performed of the pressure
regarding the main chamber and the differential pumping system when the nozzle
is active.
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Figure 4.6: Course of the pressure inside the main chamber during measurement of
nozzle consumption. The data was recorded with a Leybold IONIVAC ITR 90 vacuum
gauge. Not shown is the starting value of 1.428 × 10−7 mbar before gas injection.

As can be seen in Fig. 4.6, the pressure inside the chamber stays at a value of
roughly 2.6 × 10−5 mbar when the nozzle is operated at 8.4 mbar. However, there
is also a steep increase in pressure once the valve is opened: Within about 20
minutes, the pressure rises from 1.4 × 10−7 mbar to 2.6 × 10−5 mbar. This means
that the nozzle strongly influences the pressure inside the cavity, but the differential
pumping system is able to hold the pressure always below 10−4 mbar.
Fig. 4.7 shows the necessity of a differential pumping system.
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Figure 4.7: Course of the pressures inside the three compartments of the differential
pumping system (DIF). Here, DIF1 is placed directly above the nozzle, DIF2 is wrapped
around that and in turn contained by the DIF3 compartment. See Fig. 3.4 for reference.
Again, the first value is discarded.

In Fig. 4.7, we can see that the differential pumping system makes a steep pres-
sure gradient inside the chamber possible. Equipped with three TMPs, a reduction
from 5 × 10−3 mbar to 2.8 × 10−4 mbar can be achieved from DIF1 to DIF3. Qual-
itatively, all three curves show a similar behavior: at first the pressure rises from
about 10−8 mbar to a much higher value (in the order of 10−3 mbar), overshoots
a little, decreases for some time and then increases slowly over the course of the
measurement. The overshooting effect at the beginning, lasting up to two hours
in the DIF3 compartment, might be due to some gas being injected into the main
chamber at the beginning of the measurement.
After reaching a minimum following the subsiding of the overshoot, the pressure
rises in a roughly linear fashion indicating again that gas accumulates over time
directly below the turbo pumps. The rate of pressure increase is more pronounced
in the compartments containing a higher pressure. Since the variations in pressure
over the measurement time is in the lower percentage range, statistical effects
such as varying injection rates of the nozzle might be a possible explanation here.
Further measurements with the same experimental configuration might give more
insight.

4.2.2 Nozzle Consumption at 20 bar backing pressure

In a subsequent experiment with the same experimental setup, the nozzle pressure
was increased to around 20 bar with the HPS pressure starting at 100 bar. Fig.
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4.2. NOZZLE CONSUMPTION

4.8 shows the course of the LPS pressure during the course of the measurement.
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Figure 4.8: Pressure inside the LPS across time for a nozzle backing pressure of 20 bar.
In contrast to the former measurement, the pressure decreases much more rapidly. The
outliers have not been taken into account for fitting.

Apparently, the curve does not show the linear behaviour as the one depicted in
Fig. 4.5, but a decrease can be seen nevertheless. In order to estimate the losses
over time at the respective nozzle pressure, again, a linear function is fitted to the
LPS pressure. To get a more accurate value for the loss rate, the outliers are not
included for the fit, for the same reason as above. With a pressure decrease of
(−707 ± 22) mbar/h, it is clear that gas is lost much more rapidly than before.
Because the other compartments showed no measurable change in pressure this
time, the amount of gas being ejected by the nozzle can be directly calculated by
applying Eqn. 4.3. This leads to a total volume loss rate of (−14.62 ± 0.46) SL/h.
Heuristically, we would expect a proportional relation between the pressure applied
to the nozzle and the amount of gas flowing through, even though, this cannot be
entirely correct, due to turbulences arising and non-linear effects that stem from
the nozzle shape. However, it might be a good way to estimate the flow rate.
For this, the ratio of flow rates should match the ratio of nozzle backing pressure
(V̇n,2/V̇n,1 = p2/p1). In this case the ratios are

rV = V̇n,2

V̇n,1
= 2.525 ± 0.079 and

rp = p2

p1
= 2.3810 ± 0.031 ,

which means we have a deviation of 1.7 σ, indicating a rough agreement on the
estimate.
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CHAPTER 4. CHARACTERIZATION OF THE GAS-RECYCLING SYSTEM

4.3 Recycling

Next, the efficiency of the system regarding the recycling of noble gases is ex-
amined. The system was filled with argon to the point where the HPS reached
a pressure of 55 bar, the intermediary tank was at about 8 bar and the LPS ap-
proached atmospheric pressure. In total this corresponds to about 50 SL of argon
inside the entire system. The nozzle pressure was set to 8.0 bar. In order to recycle
all gas flowing through the nozzle, the valves above the TMP were set, such that
the DIF1, DIF2, DIF3 and MAIN TMPs exhausts are all pumped by the same
fore-vacuum pump. That way, all gas inside the main chamber that gets ejected
by the TMPs is re-collected from the output of the big roots pump that is now
used as the input for the LPS. This time, additionally to the digital recording of
the LPS pressure, the data of a mass spectrometer connected to the main chamber
was logged alongside with it.
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Figure 4.9: The pressure drop of the LPS is recorded over time and a linear function
is fitted to extract the general trend. Since the uncertainties of the fit-parameters are
small, the errorband is invisible.

As can be seen in Fig. 4.9, the pressure drops linearly, especially in the interval be-
tween 20 h and 100 h. From the fit, a decrease rate of (−5.299±0.005) mbar/h can
be obtained, which, combined with an offset ((903.4 ± 0.3) mbar) and the assumed
inaccuracy of measurement of 10 mbar, gives a χ2

red -sum of 0.97. This decrease
rate corresponds to a loss of (0.1077 ± 0.0018) SL/h inside the LPS compartment.
The HPS lost approximately (4 ± 1) bar over the the course of the entire measure-
ment (127 h), which is equivalent to (8.4 ± 2.1) × 10−3 SL/h.
The gas loss in the other compartments are negligible compared to the HPS and
LPS. Again, the assumption that the other compartments stay roughly constant
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4.3. RECYCLING

in pressure as long as the LPS pressure does not approach 0, is verified.
With this configuration, theoretically, we would only need to add one liter of target
gas every ten hours to keep the nozzle running at a backing pressure of 8 bar. This
is a huge improvement considering that the nozzle consumption at a comparable
nozzle pressure would be 5.8 SL/h without gas recycling. This translates to a loss
(and therefore cost) reduction of over 98 %.
However, the issues rendering gas recycling complicated have to be considered
here too. The biggest issue to be mentioned is the fact that the various parts of
the recycling system are not entirely vacuum-tight leading to contamination from
gases in the atmosphere surrounding the experiment. Once these gases enter the
system, they should also be detectable by a mass spectrometer inside the main
chamber, albeit in much smaller quantities.
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Figure 4.10: Partial pressures of the different substances entering the main chamber,
sorted by their atom/molecule masses in u with according possible chemical com-
pounds.

Fig. 4.10 shows the abundance of atoms/molecules with different masses over time.
Since the mass spectrometer does not identify the kind of particle, but only its
mass, all masses must be assigned a chemical species.
Tab. 4.2 shows a possible classification based on chemicals used in the experiment.
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CHAPTER 4. CHARACTERIZATION OF THE GAS-RECYCLING SYSTEM

Table 4.2: Assignment of chemicals to the different masses detected in the mass
spectrometer.

Mass (u) Compound
16 CH4, O
18 H2O
28 N2
32 O2
40 Ar
44 CO2

It should be noted here that there are principally more chemical combinations
possible. The fact that argon was used as a proxy for future xenon gas to be
recycled, suggests that the high abundance of atomic particles with a mass of 40 u
inside the main chamber can largely be attributed to said argon.
Comparing the course of molecular nitrogen and oxygen, the similarity between the
curves is immediately noticeable. With the roughly constant ratio of pN2/pO2 ≈
3.2, the occurance of these two elements is attributed to contamination of the
target gas with air flowing in from the outside. The earths atmosphere features a
ratio in partial pressure of roughly 3.7. Interestingly, both curves exhibit a linear
increase over time with the exception of the first hours of measurement. While the
increase can be attributed to some small leaks in the LPS, the sharp drop in partial
pressure in the beginning is probably due to some remaining air inside the nozzle
part of the recycling system that was not flushed out before the measurement
started, which was then exhausted by the TMPs right at the start. The level of
increase shown by the nitrogen and oxygen curve might serve as an indicator of
leakage rate of atmospheric contaminants in later measurements.
Fig. 4.10 (c) shows the partial pressures of some rarer substances, most notably
water (H2O) decreasing in abundance over time due to the installed water-filters.
One rather mysterious part of the rarer gases found by the mass spectrometer is
the one with a mass of 16 u. There are multiple possible compounds with this
mass playing a role here. One possibility would be that somehow, methane (CH4)
entered the system. However, methane is not directly used in this experiment, and
its natural abundance is by far smaller than a sixth of that of oxygen as suggested
by the measured ratio here. Another explanation could be the presence of oxygen
radicals (O) stemming from the decay of ozone (O3) having the same mass as
methane. Although ozone is used in the experiment in order to keep the mirrors
clean, the flow into the chamber is only used during laser operation, which was
not the case during this measurement. Possible residual traces of ozone can also
be ruled out here, otherwise a high partial pressure of a substance with the mass
of 48 u should be measurable, which was not found.
The fact that the shape of the curve regarding the compound with a mass of 16 u
resembles that of nitrogen and oxygen so closely, combined with no plausible source
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4.3. RECYCLING

of other molecules with that specific mass, suggests another possibility: perhaps
some of the molecular oxygen entering the main chamber got ionized and thus
leading to the presence of some atomic oxygen.
The last significant measured molecule has a mass of 44 u. Although there are some
organic compounds with this mass, such as acetaldehyde (CH3CHO), the most
reasonable assumption regarding the type of chemical is carbon dioxide (CO2),
since it is part of the atmosphere and emerges from many oxidation processes.
To show the influence of contamination over time, the ratio of all partial pressures
except argon divided by the one of argon is shown in Fig. 4.11. The overall trend
is remarkably similar to those of nitrogen and oxygen shown in Fig. 4.10 (b), since
those two make up the biggest proportion of contaminants and because the partial
pressure of argon stays roughly equal over time.
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Figure 4.11: Ratio between contamination and target gas (argon). The overall trend
of the curve is strongly dominated by the partial pressures of nitrogen and oxygen.

Perhaps the most intriguing feature of this curve is that it shows that the propor-
tion of contaminants stays below 0.5 % across the entire duration of the measure-
ment spanning over 120 hours, increasing only by a factor of 3 to 4.

55



5 Conclusion and Outlook

The recycling system characterized in this work was designed to reduce the de-
mand for rare noble gases used as a target gas enabling high harmonics generation,
the heart of the extreme-ultraviolet frequency comb. This device, small enough
to be regarded as a tabletop experiment, makes precision spectroscopy of highly
charged ions possible, allowing precision tests of fundamental physics in the future.
The closed-loop recycling system starts with a differential pumping system con-
sisting of three turbomolecular pumps placed directly above a nozzle set directly
below a cavity focus injecting the target gas, followed by a fore-vacuum pump,
various filters, tanks, a compressor station and a pressure regulator ensuring a
constant nozzle backing pressure.
Measuring the pressures inside the different compartments was done with multiple
kinds of pressure gauges, some for quantifying ultra-high vacuum conditions, others
for up to 250 bar. Whilst the low-pressure gauges can be read out digitally, the
other need a reliable means to determine the strength of a current output. For
this purpose, a read-out system was constructed for logging the measured pressure
of these gauges. However, due to delays in delivery of said devices, they were not
employed until now.
An investigation of the nozzle flow with argon as a proxy gas indicated a consump-
tion of about 5.8 SL/h for a nozzle backing pressure of 8.4 bar and 14.6 SL/h at
20 bar. With a cost of over 15 €/SL (xenon), these flow rates result in considerable
monetary investments for prolonged periods of experiments relying on xenon as a
target gas.
Employing full recycling using all turbomolecular pumps inside the main cham-
ber of the experiment housing the cavity showed that the recycling system can
reduce the effective consumption down to roughly 0.11 SL/h at a nozzle pressure
of 8.4 bar, meaning 98 % of the previously dissipated gas can be saved. Concurrent
monitoring with a mass spectrometer showed that the system used enabled gas re-
cycling with a contamination ratio of less than 0.5 % after 120 hours corresponding
to tripling of the contamination level at the start of the measurement.
With the possibility of recycling the rare gases needed for high harmonics genera-
tion as well as velocity map imaging, calibration of the parts sensitive to external
perturbations and prolonged experiments requiring continuous nozzle flow can be
carried out at much lower costs than previously.
With the utilization of high pressure gauges, more accurate measurements can be
carried out, taking the conditions of the compartments housing gas with higher
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pressure into account. Additionally, real time monitoring of the entire system will
be possible.
With this, the gas recycling system was successfully tested and is now able to be put
into operation for long-time measurements involving high-harmonic generation.
In further measurements, the behavior of the recycling system toward other kinds
of gases could be analyzed. Helium and xenon have quite different properties when
it comes to their tendency to diffuse through the walls of a metal container, so the
type of gas used can have a strong influence on the efficiency of the system.
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