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Despite rapid progress in the field, it
is still challenging to discover new ways
to take advantage of quantum computa-
tion: all quantum algorithms need to be
designed by hand, and quantum mechan-
ics is notoriously counterintuitive. In this
paper, we study how artificial intelligence,
in the form of program synthesis, may help
to overcome some of these difficulties, by
showing how a computer can incrementally
learn concepts relevant for quantum cir-
cuit synthesis with experience, and reuse
them in unseen tasks. In particular, we
focus on the decomposition of unitary ma-
trices into quantum circuits, and we show
how, starting from a set of elementary
gates, we can automatically discover a li-
brary of new useful composite gates and
use them to decompose more and more
complicated unitaries.

It has been theorized for decades that quan-
tum computers can perform tasks more efficiently
than classical ones [I|. Consider for example
Shor’s algorithm for factorization [2] or Grover’s
algorithm for search [3], the variational quantum
eigensolver [!| or other quantum machine learn-
ing algorithms [5], which can all have a large im-
pact on important problems. Even though those
algorithms are already very promising, and they
justify the current effort in the development of
large-scale quantum computers [6], it is hard to
automatically exploit the advantages offered by
quantum computing. Indeed, each of those al-
gorithms has been invented specifically for the
task they solve, and often their principles do not
easily generalize to other tasks. Up to now, we
can barely count more than two hundred algo-
rithms in total [7]. While there is strong evi-
dence of a quantum advantage [3], i.e. quantum
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Figure 1: Synthesis of quantum unitaries. Given a
dataset of target unitary matrices, we enumerate quan-
tum circuits for a given timeout interval, using as com-
ponents the elementary gates in the library. After some
matrix decompositions have been found, the solutions
are analyzed and the most useful components are added
to the library as new available gates. The procedure is
repeated for a given number of iterations.

computers can be more powerful than classical
ones, and this advantage on near-term devices
has been even shown experimentally on specific
purpose-designed tasks [9-11], we do not have a
way to automatically make use of quantum prin-
ciples like superposition or entanglement to speed
up classical algorithms: each algorithm must be
designed from scratch, and it is not clear a pri-
ori whether a corresponding faster quantum algo-
rithm exists. Compared to the classical regime,
quantum mechanics is generally counterintuitive
to human common sense, and thus scientists re-
quire a large effort and imagination to conceive
quantum algorithms. Hence, it would be useful
if there was a technique that helped to under-
stand the laws of the quantum world and aided
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in finding an efficient way to solve a given task
on a quantum computer. It would be an in-
valuable tool to assist researchers in the devel-
opment of new quantum algorithms, perhaps con-
tributing to understanding general principles that
can grant quantum speed up. This long-standing
goal, if attainable at all, is clearly out of reach
at the moment, but it is interesting to explore it
and develop ingredients that could be useful for
that purpose.

This paper takes a step in that direction by
considering a simpler yet core subproblem: in-
stead of working on entire quantum algorithms,
we focus on the purely quantum part, excluding
measurements and classical processing. We de-
velop a machine learning technique to automat-
ically produce a quantum circuit that performs
a requested unitary transformation of a quantum
state. The main innovation of our approach to
this general problem is the gradual discovery of
new composite gates, which can be subsequently
used to decompose more and more complicated
unitary matrices. In this way, we can build a self-
learning compiler, which can express a given uni-
tary matrix into a given set of gates and respect
a given qubit connectivity, without ever provid-
ing explicit transformation rules. Instead, we just
propose a training set of unitary matrices to de-
compose, with varying degrees of difficulty.

At a high level, our method works by itera-
tively (1) searching for correct decompositions,
assembling together gates from our current set of
components, and (2) extracting new components
by analyzing the solutions found in the previous
step. In doing so, our system gradually learns
increasingly useful quantum operations, which it
uses to decompose more and more complex ma-
trices (Fig. 1). At first, our method automati-
cally rediscovers suitable representations of com-
mon gates like SWAP and CZ, even when these
gates are not initially provided to the system. Im-
portantly, it also proposes new unexpected com-
binations of gates that prove to be valuable ingre-
dients in the construction of more sophisticated
unitaries. Circuits that would be too difficult to
synthesize by randomly assembling the initial el-
ementary components can be tractably found us-
ing new gates that the system itself proposed to
use when building easier circuits. In that way, the
system bootstraps a set of new gates from solv-
ing easier problems, which unlocks solving harder

problems, which leads to new gates, and so on.

The technique here presented introduces the
ideas of concept extraction and program synthe-
sis to the field of quantum computing and shows
proof-of-concept applications to the domain of
unitary matrix decomposition. We show the im-
portance of bootstrapping more advanced con-
cepts from simpler ones, and how these concepts
can then be used to solve increasingly complex
problems. The choice of expressing concepts as
small "programs" also allows for better inter-
pretability, in contrast to other possible black-box
approaches like neural networks [12]. Extensions
of these ideas will allow significant improvements
to existing machine learning methods in quantum
computing.

1 Related Works

The synthesis of quantum unitary matrices, to
which we will also just refer as "unitaries" in the
following, is the process of building a quantum
circuit by placing gates one after the other, act-
ing on selected qubits, to reproduce the effect of
the given unitary. The problem of building a cir-
cuit that reproduces the action of a given uni-
tary, or of another quantum circuit, using only a
given set of gates, or respecting some given con-
straints, is well-known in the literature, and is
called compilation [13]. On the other hand, if the
unitary is given by a circuit expressed in a set
of gates, and we want to find an equivalent cir-
cuit which uses another set of gates, the process
is called transpilation. Many algorithms already
exist to compile given unitaries into circuits [11]
that only use a given set of gates, e.g. the ones
that can be physically implemented, some even
using machine learning and reinforcement learn-
ing techniques [15]. Many other works explore
different directions for optimizing the total num-
ber of gates in a circuit |[16] or reducing the num-
ber of a given kind of gate, which may be more
expensive or noisy in the considered implemen-
tation [17]. For example, the Solovay-Kitaev al-
gorithm [18, 19] can approximate with arbitrary
error any given unitary matrix with a given fi-
nite set of gates, as long as this set can approx-
imate any one-qubit gate. In our case, we build
a self-learning compiler, which changes its behav-
ior according to the experience, until converging
to the optimal solution for the given architecture.




This kind of compiler does not need explicit rules
about how to decompose the given unitary ma-
trix, but just a series of matrices to decompose
with increasing difficulty. We emphasize that the
main interest in our case is not in reproducing
the performance of a state-of-the-art compiler, or
transpiler, but to investigate how to imitate the
ability of scientists to learn new concepts and rea-
son with them, for example by building more and
more complicated circuits from elementary com-
ponents whose behavior is known. In our exam-
ples, we mainly optimize for conceptual efficiency,
i.e. number of used high-level operations to ex-
press a quantum operation, rather than for the
effective experimental implementation cost (e.g.
total gate number minimization). Different con-
straints can potentially be chosen nonetheless.

After expressing quantum circuits more conve-
niently, we can take advantage of machine learn-
ing techniques to assemble them until the re-
quested unitary is produced. We build on ma-
chine learning techniques for program synthe-
sis [20]. Program synthesis methods automat-
ically construct source code, and our work ex-
ploits the fact that a quantum circuit can be eas-
ily expressed as a simple program. Recent pro-
gram synthesis techniques use neural networks
to learn how to generate source code ([21], inter
alia). Our work uses a slightly different family
of learning methods which casts program synthe-
sis as Bayesian inference [22]. This probabilistic
Bayesian framing allows searching for the most
likely programs that solve a given unitary, and
also learning to generate good programs via hier-
archical Bayesian methods. These Bayesian pro-
gram learning methods were developed in a series
of works [23-25]. We directly build upon Dream-
Coder [26], a recent work in this family.

Coming back to the much higher conceptual
level, regarding the longer-term idea of an "arti-
ficial scientist", the first proof-of-principle of an
agent capable of conducting research on its own
has been shown in [27], to automate functional
genomics experiments. The idea of automatic
concept discovery from experience is a helpful in-
gredient for this long-term goal, as it is a first
step towards reasoning. Indeed, there has already
been a large interest also in other fields of physics
ranging from the design of new quantum optics
setups [28], the use of symbolic regression and
graph neural networks to find new laws of astro-
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Figure 2: Unitary matrix representations. A quantum
unitary matrix (a) can be represented as a quantum cir-
cuit (b), a sequence of instructions about the gates and
the qubits on which they act (c), or a tree representation
of a program (d). When enumerating new programs, the
input identity matrix (I) is replaced with another gate
applied to other qubits, creating a new branch.

physics [29], to the general development of algo-
rithms capable to formulate scientific laws [30].
In [31], the idea of extraction of building blocks
is used in a reinforcement learning setting to pro-
duce quantum entangled states. Also, projec-
tive simulation [32] allows employing reinforce-
ment learning agents to explore novel algorithms
for quantum communication [33]. While these
techniques share the idea of concept extraction
to solve a specific quantum task, in the usual re-
inforcement learning setting the discovery of new
components is an incidental effect, obtained while
achieving the task. In our case, the goal of circuit
decomposition itself is the discovery of new use-
ful gates, by minimizing the overall complexity of
the solutions, quantified in terms of description
length [34, 35].

2 Methods

In this section, we explain how our algorithm for
unitary synthesis and gate extraction works. As
shown in Fig. 2, quantum circuits can be seen as
programs that subsequently apply operations to
a given state: starting from the identity matrix,
representing a circuit without any gates, each op-
eration corresponds to a multiplication by the
unitary matrix associated to the applied gate.
The final unitary matrix is built up by sequen-
tially multiplying all the unitary matrices. By
working on programs that build up the sequence
of operations that make a circuit, we can explore




the space of possible unitary matrix decomposi-
tions with program synthesis.

To begin, we define a probability distribution
over quantum circuits ¢. Our learning algorithm
works by adjusting the distribution over ¢ to make
useful circuits more likely. The distribution de-
pends on the set of allowed gates, G, together
with the probability of each gate g € G, which
we write ,. We decompose it as a product of
the probability of choosing the specific gates and
applying those gates to the selected qubits. We
assume gates are generated independently at ran-
dom, and that they attach to wires (i.e. qubits)
drawn uniformly and independently at random:

P(clG,0) =[] 1lg € Glbyx(c.9), (1)

gec

where 1 is the indicator function, yielding one iff
the condition is fulfilled, and x(c, g) the probabil-
ity of connecting the gate to the specific qubits.
For example, we use uniform probability of as-
sociating a gate to any of the possible qubits:
x(c,g) = N: ", with n, is the number of in-
puts to gate g, N, is the number of qubits in the
circuit ¢. If the resulting circuit is not valid, for
example if the inputs of a CNOT gate are re-
peated, it is automatically discarded, which leads
to a small modification of the probability x whose
discussion we omit since it is not crucial for un-
derstanding the workings of the algorithm.

Notice that by optimizing the choice of the set
of gates G, it is possible to make more complex
circuits more likely.

Ultimately our aim is not to probabilistically
score specific circuits but to learn a collection of
gates that are valuable for solving a broad range
of unitary synthesis problems. To that end, we
assume that we have a training set of unitary ma-
trices to decompose, collectively written U. Our
algorithm tries to maximize the posterior prob-
ability of the gate set, given that it must solve
every unitary in U: it finds the optimal gate set
and optimal gate probabilities as

(G,0%) = argmax P(G, 0|U), (2)

where we employ Bayesian reasoning to write

P(G,0|U) x (3)
P(G)POIG) [T D_1lU(c) = u]P(c|G,0), (4)

uclU ¢

where P(G) is the prior over gate sets, P(0|G) is
the prior of gate weights of a given gate set, and
U(c) is the operator that gives the unitary matrix
associated to a given circuit. The above equation
is computationally intractable because it includes
summing over the infinite space of all circuits (in-
ner sum over ¢). We introduce a tractable lower
bound on Eq. 4 by only summing over a small set
of possible circuits for each unitary. Writing B,,
for the small set of circuits we consider for unitary
u, our objective function becomes lower-bounded
by

P@)POIG) [ 3 1lUU(c) = ulP(cG,6). (5)

ueU ceBy,

Eq. 5 serves as our core objective function for
learning a library of gates. A more detailed
derivation of this objective is given in the Ap-
pendix B, and in the original work [26]. Max-
imizing it with respect to (G,#) corresponds to
updating our gate set to increase the probability
of a circuit solving each unitary. Maximizing it
with respect to B, corresponds to program syn-
thesis: finding a handful of likely circuits that
evaluate to a given unitary.

More precisely, our system takes as inputs the
example unitary matrices to learn to decompose,
U, together with a set of initial elementary gates,
Go. The unitaries provided as examples in U de-
termine which assemblies of gates are the most
useful, thus the optimal set of learned gates G*.
The algorithm iterates many times through two
phases: program synthesis, where circuits that
decompose target matrices are proposed, and li-
brary learning, where concepts are extracted from
the found circuits and the most useful sequences
of gates are added to the set of elementary gates
G as a composite gate. It can then use the new
gate as a single block in the subsequent iterations
of program synthesis. Mathematically, program
synthesis corresponds to maximizing Eq. 5 w.r.t.
B,,, while library learning corresponds to maxi-
mizing w.r.t. (6,G). A sketch of the algorithm is
shown in Fig. 1.

2.1 Program Synthesis

During this phase of the algorithm, we seek the
top k most likely programs solving each unitary:

B, < arg kc—rnax P(c|G,0)1U(c) =u], (6)




where arg k-max,, is the function that returns the
arguments with the largest k values. To find those
top k circuits, we enumerate programs in order
of decreasing probability under P(-|G,#) until k
solutions have been found or we reach a time-
out. We construct the syntax trees of candidate
programs bottom-up, with higher probability ex-
pressions being generated first, using recent algo-
rithms for probabilistic program enumeration |30,
|. As an optimization, we discard any programs
containing subexpressions that are semantically
equivalent to higher-probability subexpressions,
meaning they evaluate to the same unitary (in the
literature called pruning by observational equiv-
alence [38]). Within our implementation, we
search for a maximum budget of 200 seconds and
collect the top k = 2 programs for each unitary.

In practice, to accelerate the convergence in the
algorithm, we do not update the programs for ev-
ery unitary at each iteration. Instead, we sample
a small batch of unitaries and only synthesize pro-
grams for those tasks. This is analogous to the
use of mini batching for training neural networks
using gradient descent [12]|. Essentially, it allows
taking fast, small learning steps (updating the set
of available gates G) without examining and an-
alyzing the entire training set.

Although enumeration may seem like a very
basic program synthesis strategy, our goal is to
learn a sophisticated set of gates G such that
even a simple enumerative search can quickly un-
cover interesting unitaries. Thus, the ability of
the program synthesis to succeed hinges critically
on learning a good gate library G, which we de-
scribe next.

2.2 Library building

During the library building step, we augment the
library of gates by adding new compositions of
gates that the system itself proposes. We do this
by analyzing the circuits found during the pro-
gram synthesis phase and extracting commonly
occurring patterns of gates. Adding these new
patterns of gates to G increases the probability
of generating circuits that use them.

On the other hand, the goal of library building
is not to simply memorize every successful circuit,
even though memorizing would most increase the
probability of the programs found so far. Instead,
we want to find new gates that generalize the pat-
terns found in the synthesized programs. Striking

the right balance is accomplished by prioritizing
gate sets that are compressive, i.e. have small de-
scription length [341, 35]. Remembering that our
goal is to maximize Eq. 4, we see that we need
to not just make the circuits likely under G, but
also have a G with a high prior probability P(G).
Our system uses a prior that assigns less proba-
bility to larger sets of gates and to gates with
many subcomponents, which exerts pressure for
proposing new gates that are small, yet broadly
useful across many tasks.

Algorithmically, our system proposes new gates
by extracting fragments of program syntax trees
discovered during the previous program synthesis
phase. Given a set of candidate new gates, G', it
then constructs a set of candidate new libraries
that extend the old library by exactly one gate:
{GU{d'} : ¢ € G'}. For each such G U {¢'},
the system estimates a new # using Expectation-
Maximization [35]. The system finally computes
the objective function in Eq. 5, and takes the gate
which most increases it. This entire process re-
peats until Eq. 5 fails to improve, and then an-
other round of program synthesis begins. See [20)]
for details.

Despite the apparent simplicity of the synthesis
step, the overall algorithm is substantially more
efficient than simple brute-force enumeration, as
each component is used according to its assigned
probability, and branches of the tree are pruned
as they are discovered to be equivalent to al-
ready known branches. Also, the addition of the
extracted gates to the set of elementary gates
increases the breadth of the search tree (more
components to choose from at each step) but
reduces the required depth of the search (num-
ber of components to put together one after the
other). Without these tricks, there would be a
combinatorial explosion with the depth of the tree
(e.g. O((gn)?) with g elementary gates, n qubits
and depth of the tree d, considering only 1-qubit
gates in this rough estimate). It would be just
unfeasible to decompose very long circuits, and
this is why reducing the depth to explore is so
helpful. Using the probabilistic guidance of the
learned (G,#), we can discover a circuit ¢ in at
most O(1/P(c|G,6)), which may be much bet-
ter than O((gn)?) if the target circuit ¢ employs
similar computational motifs to the training data.
In some sense, this algorithm allows us to learn
a domain-specific language for quantum circuits,
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Figure 3: Unitary synthesis with full connectivity among
qubits. (a) Fraction of solved tasks at each iteration.
(b) Likelihood to decompose some target unitaries dur-
ing the algorithm iterations (P(u|G, 8)). The star sym-
bol shows the first iteration in which the target matrix
has been successfully decomposed. As new gates are
discovered, some matrices become easier to decompose.
For three tasks, we show the circuit that generates the
target matrix in the insets. In both figures, the blue
symbols mark the iterations at which a new gate has
been extracted.

by discovering a good prior to guide the circuit
synthesis.

3 Results and discussion

In this section, we show the application of our
unitary matrix decomposition algorithm using
an elementary set of gates, which can theoreti-
cally approximate any circuit. We show results
when enforcing either full connectivity between
qubits, or only allowing gates between nearest-
neighboring qubits (e.g. between qubit 0 and 1
but not 0 and 2). To make the search faster and
focus on the proof of concept, we limit ourselves
to discrete gates, i.e. gates that do not depend
on a tunable real parameter: this would require
an optimization over the parameter of the gates,

in addition to the search among the possible pro-
grams. For simplicity, we also fix the number of
qubits to be the same in the entire set. In partic-
ular, to avoid the combinatorial explosion due to
input qubit combinations (a n-qubit gate should
be tested on all permutations of qubit inputs), we
limit our examples to circuits with only 3 qubits,
but generalizations to larger circuits are of course
possible.

We choose Go ={H, T, TT, CNOT} as the ele-
mentary gate set. This essentially corresponds to
the Clifford gate set, plus T gates to make it a uni-
versal approximator [39, 10]. We also include the
Tt gate, which itself corresponds to seven T gates,
to spifeed up the search. The choice of the target
unitary set U is important, as the extracted gates
will be selected to maximize the decomposition
efficiency over those tasks. In general, some uni-
taries are much harder to approximate because
they require many elementary gates. Sampling
from the space of unitary matrices would gener-
ally produce matrices that are too hard to de-
compose when starting from our elementary set
of gates and trying combinations of them. In our
experiments, to be sure that it can be decom-
posed in a finite amount of search time, we build
U by defining another set of gates, Giasks, which
uses more high-level operations. We sample cir-
cuits from Giasks by randomly putting gates on
the circuit. The unitaries associated with the
sampled circuits will be the target for our algo-
rithm. To keep the decomposition difficulty un-
der control, also the gates in Gyasks have no con-
tinuous parameters, in particular Gyasks = {H, T,
Tt S, X, Y, Z, SX, SXf, CNOT, CY, CZ, CS,
CH, SWAP, iSWAP}. We first generate a set of
matrices by enumerating all the possible circuits
given by this set within 50 seconds. From this set,
we select 1000 matrices to build U. To make sure
that the train set always contains a significant
fraction of both easy and difficult decomposition
tasks, we choose them with uniform probability
in the number of gates of the initial circuits, tak-
ing into account only circuits generated within
the timeout. All other generated unitaries are in-
cluded in our test set T, and they will be used
to assess the performance of the algorithm. The
target dataset thus contains tasks with different
levels of difficulty, allowing the algorithm to grad-
ually learn to solve more and more complicated
tasks. It is important to include unitaries with
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Figure 4: Analysis of extracted gates. (a) Evolution of
the probability of using a certain gate (6). Some ex-
tracted gates (in blue) become more important during
the iterations, while some elementary gates (in black)
become rarer. (b) Likelihood of decomposing the target
unitaries with different elementary sets: the initial set of
gates, the final one (which also includes the extracted
gates), and the set of gates with which the target dataset
has been generated. (c) Final probability of using a cer-
tain gate in Ggp ("weight") and in the found solutions
("frequency"). In blue are shown the extracted gates,
in black the initial ones (in decreasing order: CNOT,
T, Hadamard, and TT). (d) The first few most useful
extracted gates.

different decomposition lengths. Indeed, only af-
ter some tasks are solved it is possible to extract
gates that can be used to solve other tasks since
we need at least some elements in By in Eq. 5.
If all tasks are too complicated, the learning pro-
cedure will not start and each iteration will not
provide any benefit, since it will always propose
the same programs. In that case, the enumeration
timeout should be increased until some solutions
are found.

We perform 100 algorithm iterations, each time
considering batches of 25 tasks and enumerating
for 150 seconds (in parallel with 32 CPUs). We
see that after some iterations we can solve most
of the about 50000 of tasks in the test set. Every
time we learn a new gate, the algorithm starts
using it to explore new circuits thus solving more

tasks. To evaluate the performance of the algo-
rithm, we can consider the test set T' (which the
algorithm has never seen during the previous it-
erations) and check how many unitaries can be
decomposed into a circuit. Results are shown in
Fig. 3. After about 50 iterations, the algorithm
can decompose almost all the proposed matri-
ces. The algorithm rediscovers suitable decom-
positions of gates into the available elementary
gates. For example, it finds useful elementary
decompositions of high-level gates like the SWAP
gate and the Pauli gates, adding them as building
blocks to its library. Importantly, it goes beyond
those simpler examples and discovers more com-
plicated composite gates, which also seem to be
useful to reuse. By discovering useful building
blocks, matrices that are initially impossible to
decompose in the given time budget because of
the high number of required components are eas-
ily decomposed into short sequences of the newly
extracted components. Indeed, as soon as a new
gate is extracted, many new unitary matrices can
immediately be decomposed. The "train" and
"test" curves are obtained by checking all the
found programs at a given iteration against each
unitary matrix in the target set U and test set
T. We recall that here we consider the whole tar-
get set for evaluation purposes, but the algorithm
only has access to a small random batch of ma-
trices at each iteration. As Fig. 3b shows, the
difficulty to decompose a given matrix changes
during the algorithm iterations: when new gates
are added, some unitaries suddenly become eas-
ier to be decomposed, while other matrices, which
mainly use the initial elementary components, be-
come less likely to occur because those compo-
nents become less frequent in the enumeration.
Overall, all matrices become easier to decompose.

It is also interesting to inspect the library of
extracted gates and try to interpret their behav-
ior. As seen in Fig. 4, after discovering compos-
ite gates, initial gates like T become less useful
and are used less often, while some new gates
like "f18", which corresponds to a controlled
Hadamard gate suitably decomposed into elemen-
tary gates, and "f4", which corresponds to a con-
trolled Z gate, are used more often than CNOT.
By looking at Fig. 4b, we see that, initially, it
is generally very hard to find decompositions for
the target matrices (in orange). After running the
algorithm, we have a new set of gates (in blue)




that allows decomposing most of the matrices.
We go from problems with probability ~ e~ to
be solved to ~ 720 about 17 orders of magni-
tude larger probability, which make it feasible to
find the decomposition in a finite amount of time.
It is interesting to observe how a different choice
of elementary components can make the decom-
position easier. In particular, the extracted set
of gates at the final iteration, G1g9, makes the
decomposition of the target matrices even easier
than when using exactly the same set we used
to generate the target dataset itself (in green).
In other words, our algorithm discovers a set of
quantum gates to describe the target dataset that
is even better than the set that we used to gen-
erate it, Giasks. For example, it turns out that it
is much more useful to have two-qubit gates like
CH and CZ than CNOT.

We also performed another experiment with
the same parameters, but this time we con-
strained the 2-qubit gates to only act on neigh-
boring qubits. This configuration resembles a lin-
ear array of qubits, where interactions are con-
strained to nearest neighbors. Also in this case,
the algorithm learns to decompose more and more
matrices with experience. We notice that this
time a larger fraction cannot be decomposed yet
even after 100 iterations. This is due to the
larger difficulty of this problem, and with more
iterations and larger enumeration timeout results
would keep improving. Again, the algorithm
learns more complicated gates and finds similar
results as in the previous example. In addition, it
also learns gates that allow it to efficiently han-
dle the enforced connectivity constraint, like the
SWAP gate between the first and the third qubit
(by swapping with the middle one) and similar
two and three-qubit gates. The automatic ex-
traction of composite gates allows for expressing
concisely very long sequences of gates. Results
are shown in Fig. 5.

The final outcome of the algorithm depends of
course on the chosen definition of being a bet-
ter set of gates: in this case, we wanted to mini-
mize the number of components to put in a circuit
so that all target matrices could be decomposed
with some high-level gates. However, different
constraints can be considered, for example, to in-
clude the overall length of the circuit in terms of
elementary components or a different cost for the
use of each component.
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Figure 5: Unitary synthesis with only nearest-neighbor
connectivity among qubits. (a) Percentage of solved
tasks at each iteration. (b) Some extracted gates. (c)
Example decomposition of a high-level circuit into the
requested gate set.

4  Qutlook

In this paper, we have shown how concept extrac-
tion and program synthesis techniques can po-
tentially help quantum computing, by providing
tools to work and reason with the quantum world.
In particular, we have shown a procedure to dis-
cover useful quantum gates (in terms of reusabil-
ity) by just giving a set of unitary matrices to de-
compose. This can be seen as a first step toward
the longer-term goal of enabling the discovery of
new quantum algorithms.

The extension to larger qubit numbers will re-
quire careful optimization of the performance of
the different parts of the algorithm (search and
library building), but we anticipate there is a lot
of room for improvement here. Indeed, our ex-
periments take about 20 minutes per iteration
to run, and systems with more qubits would re-
quire much more time. It is also possible to test
the generalization capabilities by running first on
smaller systems and then trying to solve more
complicated tasks on larger systems. To improve
performance, it would be possible to restrict the




decomposition to the Clifford gate set, so that cal-
culation would be faster, e.g. by exploiting highly
optimized Clifford simulators that can deal with
large qubit numbers [11]. To tackle the combi-
natorial explosion due to the larger number of
possible qubits a gate can be applied to, more
advanced approximations for the circuit distribu-
tion P(c) in Eq. (1) may be employed. For exam-
ple, instead of factorizing the circuit distribution
as the product of the probability of its gates, we
could condition the probability of a gate to the
previous ones, improving the precision of the enu-
merator.

One of the most important future extensions
would concern the choice of the set of target uni-
taries. While in our case these were generated as
random circuits from a high-level gate set, the ap-
plication to more structured training sets would
greatly increase the power of the approach. We
are thinking, in particular, of circuits generated
from a library of quantum algorithms.

Different connectivity constraints may also be
enforced, or one could extend the programs that
generate the circuits to also include programming
constructs like conditions and loops. In the long
run, the presented library bootstrapping proce-
dure can be part of future algorithms to auto-
matically extract components and reuse them in a
curriculum-learning approach [12]. Also, it would
be possible to adopt this concept extraction al-
gorithm as an additional step of a reinforcement
learning agent [13] that tries to decompose a uni-
tary matrix. In that case, the goal would be to
train an agent (i.e. a probability distribution of
putting a certain gate given the current circuit)
to synthesize the unitary, where the state would
be the current circuit, and the possible actions
would be the allowed elementary gates. It would
be possible to extend the action space by adding
the extracted gates, thus facilitating the explo-
ration of the circuit space, as in hierarchical re-
inforcement learning [11].

Finally, on a more general level, the ability
to extract concepts and to use them in further
exploration is also interesting for the develop-
ment of future "artificial scientist" algorithms,
here applied to the quantum domain and specif-
ically quantum computation, aimed at reasoning
and developing scientific models similarly to hu-
mans: the possibility to define concepts and rea-
son about them is reasonably a necessary skill

for this purpose. Similar techniques can be a
useful addition to existing machine learning al-
gorithms for quantum circuit design, and, in the
long run, they may help to develop new quantum
algorithms.

The code of the algorithm and the instructions
to reproduce the presented examples are open-
sourced on GitHub /.
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Figure 6: Example circuit

A The program synthesis algorithm

To apply the program synthesis framework presented in [26], we need to express quantum circuits as pro-
grams. The specific formalism that we adopt is that of functional programming, typed-A-calculus |15]
in particular. Fach quantum gate becomes a function that takes as input a quantum circuit and the
sequence of qubits on which it should act, and returns a quantum circuit with the requested gate ap-
plied on the right. In this way, a program is simply the sequential application of many gates, starting
from the empty circuit I. For example, the circuit in Fig. 6 can be expressed as

f = cnot (x(1,0),0,1)

Lambda calculus allows representing and working with these kinds of expressions efficiently, so that
each function and its arguments are associated to the leaves of a tree and new programs can be obtained
by modifying existing trees. In this language, the previous function is expressed as

(lambda (lambda (lambda (cnot (x $0 $1) $1 $2))))

where $0 is the initial input circuit and $i the qubit index (increased by one). For the technical
description of the lambda calculus programs as trees and their advantages, we refer to the DreamCoder

paper [20].

B Probabilistic framing

In this section, we give some more details about the probabilistic framing that yields the optimization

objective of our algorithm, while still referring to [20] for the full treatment. We want to find the
optimal set of gates G* and the optimal single gate probabilities 6* = {6,,Vg € G}. For this purpose,
we perform Bayesian inference using Bayes theorem [16]. The posterior reads
P(U|G,0)P(G,0)
P(G,0|1U) = , 7

where P(G,0) is the prior, P(U|G,0) is the likelihood, and P(U) the marginal probability of the
evidence. We can consider U as constant because it does not depend on this set of gates, hence we
drop the denominator from the above equation (Eq. 2):

(G*,0") = argnéag(P(G,ﬂU). (8)

By definition, we can factorize the joint distribution as P(G, §) = P(G)P(6|G), and write the likelihood
as

P(U|G,0) = [ P(uG,0), (9)

where P(u|G, 0) is the probability of a specific unitary u given G and 6, because of the independence
between different unitary matrices in the dataset. The probability of a specific unitary can in turn be
written as a function of the probability of generating it from sequences of gates in G:

P(u|G,60) = 3 P(ule) P(c|G, 6), (10)
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where the sum over c is intended over all the circuits that can be generated by assembling sequences
of gates in G. In our case, each unitary is deterministically induced by a circuit, thus

P(ulc) = 1[U(c) = u]. (11)

The probability of a circuit given a gate set can be rewritten as a function of the gate probabilities 6.
Indeed, a circuit is a sequence of gates, each applied to a set of qubits. In general, the probability of
the i*" gate could depend on all the previous gates, thus the probability of a sequence of gates would
read P(g0)P(g1|90)P (92|91, 90) - ... In our case, we made the roughest approximation to consider these
probabilities to be independent: [],6;. The probability of a circuit is thus obtained by multiplying
the gate sequence probability and the multiplicity factor that takes into account the number of inputs
of the gate and the number of possible qubits to connect it to. Therefore, we obtain Eq. 1

P(cG,0) =[] 119 € Gl byx(c, g). (12)
gec

If the resulting circuit is not valid, for example, if the inputs of a CNOT gate are repeated, it is
automatically discarded. In this case, the x factor would include an extra characteristic function that
selects only the accepted circuits. In particular, to obtain gate sequences of variable length, when
sampling we add a terminating gate to G with some probability fen,q and stop the sequence as soon as
the gate gets extracted.

By putting it all together, we obtain the optimization objective in Eq. 4

P(G,0|U) < P(G)P(0G) T D_ 1lU(c) = u]P(c|G, ). (13)

uelU ¢

Our program synthesis algorithm systematically enumerates expression trees sequentially in decreas-
ing probability order. Therefore, instead of finding all the possible circuits that can produce a given
unitary, we consider only the most likely k (given the current set of gates G and 6). We obtain the
lower bound in Eq. 5

P@)POIG) [ 3 1lU(c) = u]P(c|G,0) (14)

u€eU ceBy,

just because we are neglecting smaller positive terms. The maximization of this lower bound also
implies the indirect maximization of the posterior.

The specific details of the enumeration algorithms are in the original DreamCoder paper [26] and
in the GitHub repository. After we enumerated programs within a certain timeout, we start checking
whether some of those programs can produce a circuit that is associated to one of the unitary matrices
we want to decompose. At each iteration, we consider a minibatch of 25 unitaries from the whole
training set and update the sets 3, for those unitaries.

C Implementation details

The algorithm workflow is described in pseudocode in Algorithm 1. It takes as input the set of target
unitary matrices to decompose, the initial set of elementary gates to use in the assembled circuits, the
batch size of each iteration, the enumeration timeout in seconds, and the number of iterations. The
output is the final list of extracted gates. To run the algorithm again and test the performance, it is
enough to enumerate programs again for a given timeout and check against the test set.

We ran the search in parallel on 32 Xeon Gold 6130 CPUs. Each of them explores disjoint subsets of
the program space. The enumeration runs for a fixed amount of time (150s). The library building step
can take a longer amount of time, according to the number of found solutions and the number of tasks
in the considered batch of tasks (in our case, 25). This phase can last up to about 15 minutes and is
not parallelized. The effect of checking only against a few tasks at each iteration allows speeding up the
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Algorithm 1: Unitary matrix decomposition algorithm

Data: target _unitaries, gate_ library, batch__size, timeout, N__iterations
Result: gate library
1 for n <N _iterations do

2 target__unitaries_batch < get_ batch(target_unitaries, batch__size);

3 enumerated__programs <— enumerate(timeout, gate_library);

4 solutions < check_solutions(enumerated__programs, target _unitary_batch);
5 gate__library < update_ library(elementary__set, solutions);

6 end

a Fraction of solved tasks

0.8

0.6 -

0.4
—— Seen train

02r —— Train

0.0

. . i 0 i
0 20 40 60 80 100
# Iteration

Figure 7: Estimated performance on the target set of matrices during algorithm iterations, calculated on the effectively
seen matrices (in green), and on the complete set (in blue). Using batches of tasks adds some stochasticity to the
algorithm (which helps to make it more robust) and speeds up the library building routine, but increases the number
of required iterations.

library building phase since we limit the number of unitary matrices each enumerated circuit should
be tested against. Of course, an additional consequence is that more iterations are overall needed,
since it takes N/Npaten iterations on average just to check against all the tasks. The algorithm learns
to decompose new matrices, but it accounts for that only when those are selected as target tasks. As
shown in Fig. 7, the performance that would be inferred at train time is, therefore, lower than the
effective one on the train set, just because we don’t check all the tasks at each iteration. The "seen
train" curve (calculated by considering only the decomposed matrices in the iteration batch) takes
more time to take advantage of the discovered gates since at each iteration it is only evaluated on a
subset of the total elements. The same set, but completely evaluated at each iteration of the algorithm,
is shown as "train" set (this is the same curve as in Fig. 3). We see that, even if the algorithm can
decompose all the matrices (for example after iteration 30), it can still invent new gates to make the
decomposition easier in terms of the number of used gates.

To produce plots of the circuits we use the qiskit library [17]. The complete code to run the algorithm
and reproduce the experiments is available on GitHub”.

D Experiments
In this Appendix, we show more details about the experiments we presented in the main text. In

Table 3, we show the list of all the gates that the algorithm extracted to solve the proposed tasks, in
the case where no connectivity constraints were enforced (i.e. Figure 3 in the main text).

“https://github.com/ellisk42/ec/tree/quantum_algorithms-simplified
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Table 1: List of extracted gates after 100 iterations, with no connectivity constraints between qubits.

#  Gate representation Expanded circuit Program

0 q _._._ q JE-I- (lambda (lambda (t (t
$0 $1) $1)))

1 q _._._ q - (lambda (lambda (tdg

(tdg $0 $1) $1)))

Q
S

!

(lambda (lambda
(lambda (£f0 $0 (cnot
$1 $2 $0)))))

Q
=

(lambda (lambda (£O
$0 (h $1 $0))))

:

(lambda (lambda
(lambda (f2 $0 (f1
$1 3$2) $1))))

g
S

(lambda (lambda
(lambda (cnot (cnot
$0 $1 $2) $2 $1))))

Q
b

°
S
B

(lambda (lambda
(lambda (f5 $0 $1
(f2 $0 $2 $1)))))

=uﬂﬁw
I

Q
s
2

(lambda (lambda (£f3
(f0 $0 $1) $0)))

|
Q
Q

oo
Q

(lambda (lambda (fO
$0 (£0 $0 $1))))

Q

(lambda (lambda (h
(£0 $0 (£3 $1 $0))
$0)))

10 (lambda (lambda (h

(£3 $0 $1) $1)))

Q
Q

:é::
i

Continued on next page




Table 1: List of extracted gates after 100 iterations, with no connectivity constraints between qubits.

(Continued)
#  Gate representation  Expanded circuit Program
q0 —o——o— e .
11 - By (lambda (lambda
hToEv (lambda (cnot (t
(tdg (cnot $0 $1 $2)
$2) $1) $1 $2))))
qo -0 —&— O
12 5 wl e L (lambda (lambda
- (lambda (cnot (£5
$0 $1 $2) $1 $0))))
Qo= T —0 - qo = T —Q— T —O—
13 1 N r—as (lambda (lambda
o 3 (lambda (£11 $0 $1
(t $2 $0)))))
o — f8 — a0 ST
14 == (lambda (lambda (£8
q1 — 9 —
(£9 $0 $1))))
Qo -1 —fl0— G0 —o—IT—o— -
15 1 s (lambda (lambda
" (lambda (£10 $0 (£11
$1 $0 $2)))))
16 q —fl4 - G-H—T—T—T—T—H—T—T—T—T- (lambda (lambda (f14
$0 $1 $0)))
qo —9—0 - a0 —— il
17 15 D 0 e —— (lambda (lambda
nTo- (lambda (£f15 (cnot
$0 $1 $2) $1 $2))))
Go - f1 —0 - »JaEE-aa-o—B N Eam
18 7 N )\ (lambda (lambda
1 i -
? (lambda (£17 $0 $1
(£7 $2 $0)))))
g -0 —0 - w© - i
19 13 3 - - (lambda (lambda
“ - (lambda (£13 (£13
$0 $1 $2) $1 $2))))
20 @ —— T (lambda (lambda

(lambda (h (cnot
$0 $1 $2)))))

Continued on next page
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Table 1: List of extracted gates after 100 iterations, with no connectivity constraints between qubits.

(Continued)
#  Gate representation Expanded circuit Program
» o -
21 ml D S— (lambda (lambda
* (lambda (£8 (cnot
$0 $1 $2)))))
« HE- .

S | e Qlanbds, (lanbde

(lambda (lambda (£f7
(£f10 $0 (f18 (f16 $1
$2) $2 $3)) $0)))))

Table 2 shows some examples of unitary matrices in our set (expressed in terms of the circuit that
we used to generate the matrix) and the decompositions proposed by our algorithm. We see that the
algorithm also finds unexpected ways to decompose the associated unitary matrix, which does not
necessarily involve the use of exactly the same blocks we used to build it.

Table 2: Examples of decomposed matrices.

Target Decomposition Expanded decomposition

q2

o

a1

=
Amw -
PA=A

9

5
‘

9

a

92

g

)

L IERE T

1] 8l

5

Continued on next page




Table 2: Examples of decomposed matrices. (Continued)

Target Decomposition Expanded decomposition

o

-EHHHH—o B HHHE
P (P U S

9

9

q0 —s %
a1 — a
a2 a2
qz qz

E
-

Qo
o

qz
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