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Chapter 1





1 | General introduction

“All he asked for was a bit of silence, a bit of shush so he could con-

centrate. He wanted it to be perfectly quiet and still, like the inside

of an empty confessional box or the moment in the brain between

thought and speech.”

White Teeth, Zadie Smith (2001)

When I first read this sentence, I was struck by the fact that it was immediately

obvious to me what the writer meant here, while knowing it could only be true

by oxymoron – knowing “the moment in the brain between thought and speech”

to be a moment where so much happens at the same time that it becomes far-

fetched to compare it to the silence of a confessional box. This quote highlights

that when we speak we do not notice the computations that are taking place

between the intention to speak and the moment of articulation, because they

are not accessible to conscious experience (Bock & Levelt, 1994). Perhaps it

is precisely because there is so much to compute between thought and speech

that this moment is perceived as still: any disruption to the stillness would most

likely lead to speech errors. What this thesis sets out to explore is precisely

the moment in the brain between thinking and speaking, where a thought is

encoded via several processes as a sequence of words that can be articulated. In

the following pages, I explore how the brain reflects the computational havoc

that must be going on when we communicate.

Speaking is one of the defining acts of the human being, with which we ex-

press our ideas, thoughts, emotions, feelings. Speaking is hard: an idea has to

be translated into a linear sequence of sounds that has to be understandable for

a listener. This requires selecting the correct words, so that it is clear what we

refer to, and organizing them in a correct grammatical structure. The other side

of the coin is listening, where sounds are translated into messages. In this thesis,

I attempt to bridge the gap between our understanding of the “moment in the

brain between listening and thinking”, and the “moment in the brain between

thinking and speaking”. Levelt wrote in 1989 that “Language production is the

stepchild of psycholinguistics” (Levelt, 1989, p.xiii), because of the relatively

fewer studies on production than comprehension in the field of psycholinguistics
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at the time. While this statement does not reflect the state of psycholinguistics

in the 2020s, it is still true if applied to neurobiology of language, which is al-

most entirely concerned with the study of language comprehension. There are

two main reasons for the limited neuroimaging literature on production. First,

it is hard to control what a speaker will say (Bock, 1996). What a speaker says

and how is one of the defining characteristics of speaking. For the purpose of

careful experimentation, however, the speech output needs to be similar enough

across participants and trials to reduce confounds. Nevertheless, more recently

a few paradigms have been developed that can solve this issue in neuroimaging

studies. The second issue in the study of production is the movement elicited

by speaking. When articulating, we need to control many muscles in the face

and the larynx, eliciting motor artefacts in electrophysiological studies. Speak-

ing also induces movement of the head, causing motion artefacts with functional

magnetic resonance imaging (fMRI). The problem of head movement, however,

is not impossible to overcome with appropriate preprocessing methods. There-

fore, the goal of this thesis is to bring state-of-the-art neuroimaging methods

into the realm of language production and thus broaden our understanding of

the neural architecture for language. This approach has the potential to identify

brain processes that are common to both production and comprehension, as well

as to highlight where production and comprehension may diverge.

1.1 The moment in the brain. . .

The study of the brain infrastructure for language started in the nineteenth cen-

tury with the association of linguistic impairments with brain lesions following a

stroke. Paul Broca first associated a lesion in the left posterior frontal lobe with

production deficits. Later, Carl Wernicke found that a lesion in the superior tem-

poral lobe led to an impairment in the comprehension of speech. These findings

eventually led to the development of the Wernicke-Lichtheim-Geschwind model,

with Broca’s area (or left inferior frontal gyrus, LIFG) involved in speaking, and

Wernicke’s area in listening (Levelt, 2013). Further studies into the linguistic

consequences of stroke, tumour and neurodegenerative disorders throughout

the twentieth century, together with the extensive study of the healthy brain in

the last three decades with the emergence and expansion of neuroimaging meth-

ods (Box 1.1), painted a more dynamic and complex picture of the brain struc-

ture and function for language (for reviews on current perspectives on Broca’s

and Wernicke’s areas, see Binder, 2017; Hagoort, 2005; Tremblay & Dick, 2016).
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Neuroimaging methods like functional magnetic resonance imaging (fMRI) and

magneto- and electroencephalography (M/EEG) allowed authors to ground spe-

cific components of language in a set of brain areas and the dynamics between

them (e.g. Hagoort & Indefrey, 2014; Walenski, Europa, Caplan, & Thompson,

2019; Zaccarella, Schell, & Friederici, 2017).

Current models on the neurobiology of language all agree on the importance

of temporal and inferior frontal areas for language processing. There are differ-

ences in the specific processes assumed to take place in the different areas and

in the dynamics of processing and connectivity. Hagoort (2005, 2013) proposed

the temporal lobe to be crucial for the retrieval of phonological, lexico-syntactic

and semantic information, which is then unified in the inferior frontal gyrus

(LIFG, including BA44, BA45 and BA47) in an interactive network. BA46 in the

frontal lobe and the anterior cingulate cortex are proposed to be relevant for

control processes needed during language. Friederici (2009; 2012; Friederici &

Gierhan, 2013) proposed phonological processing to take place in the superior

temporal gyrus, while lexical information and simple phrase-structure building

are retrieved and processed in the anterior superior temporal gyrus. The poste-

rior LIFG (BA44), instead, is engaged for complex structure building, such as the

computation of long-distance dependency. The anterior LIFG (BA47) is proposed

to be involved in semantic processing together with the middle temporal gyrus

(MTG) and the anterior temporal lobe (ATL). More recently, the pars opercularis

of the LIFG was suggested to be involved in syntactic processing in interaction

with the posterior temporal lobe (PTL) via the arcuate fasciculus (Zaccarella,

Meyer, Makuuchi, & Friederici, 2017; Zaccarella, Schell, & Friederici, 2017).

Similarly, Tyler and Marslen-Wilson (2008) stress the importance of connectiv-

ity between fronto-temporal regions for combinatorial morphological, syntactic

and semantic processing. They additionally highlight the importance of pos-

terior temporal areas for syntactic processing, including inferior parietal areas

such as angular gyrus and supramarginal gyrus. Bornkessel-Schlesewsky and

Schlesewsky (2013) proposed two processing streams with different functions.

A ventral stream along the temporal lobe projecting to the anterior LIFG is in-

volved in the combination of linguistic input in a time-independent way to com-

pose a conceptual meaning. A dorsal stream instead processes the input in an

ordered way to compute structured sequences. The LIFG is proposed to inte-

grate ventral and dorsal stream information and provide top-down feedback,

thus coordinating linguistic processing with executive control functions. Pylkkä-

nen (2020) recently proposed temporal windows of processing to reach com-
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binatorial meaning, that rely on the ATL for semantic combinatory effects, the

PTL for syntactic combinatory effects, the LIFG for processing long-distance de-

pendencies, and the ventromedial prefrontal cortex for a later stage of semantic

composition.

Most of these models of language processing in the brain focus on language

comprehension, since they are almost exclusively based on evidence from neu-

roimaging studies of language comprehension. Studies of sentence production

have identified a similar fronto-temporal network for syntactic and semantic pro-

cessing (Blanco-Elorrieta, Kastner, Emmorey, & Pylkkänen, 2018; Collina, Seur-

inck, & Hartsuiker, 2014; den Ouden, Hoogduin, Stowe, & Bastiaanse, 2008;

Golestani et al., 2006; Grande et al., 2012; Hu et al., 2022; Humphreys & Gen-

nari, 2014; Indefrey et al., 2001; Indefrey, Hellwig, Herzog, Seitz, & Hagoort,

2004; Matchin & Wood, 2020; Menenti, Gierhan, Segaert, & Hagoort, 2011;

Menenti, Segaert, & Hagoort, 2012; Pylkkänen, Bemis, & Blanco Elorrieta, 2014;

Segaert, Kempen, Petersson, & Hagoort, 2013; Segaert, Menenti, Weber, Peters-

son, & Hagoort, 2012; Takashima, Konopka, Meyer, Hagoort, & Weber, 2020;

Thothathiri, 2018). Matchin and Hickok (2020) proposed an integrated archi-

tecture for sentence comprehension as well as production, informed mostly by

linguistic processing after lesions in aphasia. They argue that the left posterior

middle temporal gyrus (LpMTG) is the seat of hierarchical structure building in

both production and comprehension, while the LIFG is involved in the lineariza-

tion of hierarchical structure in production specifically. In comprehension, the

LIFG is proposed to be involved in syntactic working memory and top-down pre-

diction of syntactic structure building.

Therefore, while most theories of the neurobiology of language agree on the

importance of the temporal lobe and the inferior frontal gyrus for language pro-

cessing, there is no final agreement on their specific roles. Overall, there is agree-

ment that auditory input is processed in the superior temporal cortex, and orga-

nized in a conceptual representation along the temporal lobe (e.g. Bornkessel-

Schlesewsky & Schlesewsky, 2013; Hickok & Poeppel, 2007; Lambon Ralph, Jef-

feries, Patterson, & Rogers, 2017). Lexical-syntactic information is processed

in the posterior temporal lobe (in retrieval or structure building, e.g. Hagoort,

2013; Matchin & Hickok, 2020; Pallier, Devauchelle, & Dehaene, 2011; Snijders

et al., 2009; Zaccarella, Schell, & Friederici, 2017). The role of the inferior

frontal gyrus is more debated, but it is considered to be involved in higher-order

processing of sequences according to most accounts, whether it be in unification,

integration or control processes (e.g. Bornkessel-Schlesewsky & Schlesewsky,
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2013; Hagoort, 2013; Zaccarella, Schell, & Friederici, 2017). In this thesis, I re-

peatedly probed this network to learn more about the function of these regions

in sentence production and comprehension.

Box 1: Functional Magnetic Resonance Imaging (fMRI)

In this thesis, I gathered evidence on brain activity during speaking us-
ing fMRI, a neuroimaging method that estimates brain activity based on
regional blood flow in the brain. The working assumption is that, when
a brain region is involved in a process, it consumes metabolic resources
and as a consequence needs more blood inflow. Blood flow fluctuations
affect the magnetic signal based on oxygen presence, since oxygen is
bound to haemoglobin, which leads to a measure called blood-oxygen-
level-dependent (BOLD) signal. The BOLD signal measured with fMRI thus
approximates the activity of brain regions during a task. The blood inflow
is called the haemodynamic response and usually lags 6 seconds after an
event. Therefore, the signal measured with fMRI is unable to distinguish
events close in time, lacking temporal resolution, but has relatively good
spatial resolution with voxel dimensions of 2-3 mm.
Univariate analysis (Chapters 2 and 4)
Most fMRI evidence is based on univariate contrasts. These are used in
studies that measure the change in BOLD signal during a task, defining the
effect of a task on a brain region. For example, the BOLD signal is com-
pared during processing of sentences vs. word lists. Voxels that reliably
show increased activity during sentences vs. word lists are thought to be
involved in sentence processing. Univariate methods focus on activity fluc-
tuations in each voxel separately, but make inferences across regions (or
clusters) of voxels that behave in a similar way to account for the multiple
comparisons problem (due to over one hundred thousand voxels usually
sampled in whole-brain studies). Univariate analyses are thus suitable for
studies with task comparisons, where conditions are thought to differ in
effort. As a consequence, they rely on assumptions about the processes
involved in each task.
Functional Connectivity (Chapter 3)
Functional connectivity analyses can be used to learn about the way a task
modulates the connectivity between regions. A common way to estimate
the connectivity between two regions is to determine to what extent the
correlation between the BOLD activity in a seed region and a target region
is modulated by different levels of the task. It should be noted that the
functional connectivity analysis used here does not allow for inferences on
the directionality of the connectivity.
box continues on next page...
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Multi-voxel pattern analysis (MVPA) (Chapter 5)
MVPA methods have been used more recently to characterize brain activity
in terms of its patterns of activity across voxels. The activity across vox-
els is thus expected to differ based on conditions, but not necessarily in a
uniform way (increase vs. decrease). This allows for contrasting condi-
tions that are not expected to differ in effort. For example, the response to
the visual presentation of objects vs. faces can be compared by analysing
the pattern of responses in relevant areas (Haxby et al., 2001). This type
of analysis is suitable for ROI analyses, but also whole-brain analyses that
take advantage of “searchlights” that focus on a few voxels at a time iter-
atively (Kriegeskorte, Goebel, & Bandettini, 2006).
Voxel-wise encoding models (Chapter 5)
Encoding models enlarge the hypothesis space in a different way. While
MVPA focuses on multiple voxels at a time, but compares conditions or
items along a single dimension, encoding models focus on each voxel sep-
arately, but characterize brain activity simultaneously for different dimen-
sions. For example, a sentence can be characterized by several predictors
on different aspects of its structure and meaning: length, word meaning,
syntactic structure, predictability, etc. All these predictors are used to op-
timally estimate each voxel’s activity. These models differ from univariate
analyses in aiming to generalize to new data. Learnt parameters for each
predictor are used to predict activity for held out materials, and predicted
and observed activity are then compared. Similarly to univariate analy-
ses, inferences can be drawn over regions or clusters of voxels with similar
predictive behavior.

1.2 ...Between thinking and speaking

Many processes are involved in translating an intention to speak into a motor

plan, which results in speech sounds that can be comprehended by a listener. The

most complete account of the processes taking place during speaking goes back

to Levelt’s seminal book “Speaking: from intention to articulation” (1989). Since

then, the extensive psycholinguistic research into these processes has been able

to confirm and extend some of the original hypotheses. There is general agree-

ment that speaking starts with an intention to convey a message to an addressee.

Therefore, the first step is to ground the intention to communicate about an ex-

perience (event, situation) into a preverbal message that can be later converted

into a linguistic signal. In Slobin’s words, “’Thinking for speaking’ involves pick-

ing those characteristics that (a) fit some conceptualization of the event, and

(b) are readily encodable in the language” (1987, p.435). The message can be

thought to fit within the boundaries of a conceptual structure that identifies the
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entities and their relations within an event (Jackendoff, 1992). A debate dating

back to the nineteenth century highlights general disagreement on whether the

speaker first identifies a whole idea for a sentence (“the sentence as a simulta-

neous cognition into a sequential structure”, Wundt, 1900/1970) or a linking

of individual concepts (“the sentence as the expression of the combination of

several ideas”, Paul, 1886/1970). In more recent terms, a hierarchical form of

message generation (where the relations between concepts need to be encoded)

is opposed to linear message generation (where concepts can be identified se-

quentially) (Bock & Ferreira, 2014).

The evidence on message generation is relatively limited, due to the diffi-

culty to experimentally access prelinguistic conceptual representations. This is

because conceptual representations are eventually encoded in a linguistic se-

quence, leaving open whether task manipulations affect the conceptual or the

linguistic level (Konopka & Brown-Schmidt, 2014; Papafragou & Grigoroglou,

2019). Eye-tracking studies have been able to show that during picture descrip-

tion experiments there is an event apprehension phase lasting 300-400 ms, be-

fore the attention is moved to the first item that is mentioned in the sentence

(Z. M. Griffin & Bock, 2000). Similarly, attention is moved to the entity in the

scene that is most informative for action encoding before sequential sentence

planning starts (Konopka, 2019). Therefore, the gist of the sentence is encoded

before sentence production, providing evidence for a hierarchical model of sen-

tence planning. In addition, entities in an event are bound to their role in the

event (i.e. a thematic role) very quickly during scene processing (Hafri, Pa-

pafragou, & Trueswell, 2013). This rapid binding suggests that, even if concepts

are selected before the event is specified, their role in the proposition can already

be determined (e.g. agent, patient).

Once the message (or part of a message) is generated, grammatical encoding

takes place. Theories of sentence production identify two steps to grammati-

cal encoding based on patterns of speech errors (Bock & Levelt, 1994; Garrett,

1980; Levelt, 1989). First, during functional processing, the lexical items corre-

sponding to the concepts identified in message generation are selected together

with their syntactic information (part-of-speech). Lexical items are then assigned

syntactic roles (e.g. subject, object). Until now, the elements are not ordered

in linear structure. During positional processing, the elements are bound in the

syntactic structure and fixed to a specific order (constituent assembly), to be then

inflected (e.g. -ed addition for past tense). Next, the inflected linear sequences



20 1 General introduction

are phonologically encoded to derive a motor plan for a speech sequence that

obeys stress and prosodic constraints (Levelt, 1989).

Each of the processes just described, i.e. message generation, functional and

positional processing, are thought to happen sequentially. However, each pro-

cess does not need to be completed for the whole sentence before the next pro-

cess can start, due to the incrementality of sentence production. Therefore, once

a chunk of the message is generated, it can already be grammatically encoded

while the rest of the message is being generated (Guhe, 2007; Levelt, 1989). The

extent of the incrementality during production is not fixed. Sentence production

can proceed with different unfolding dynamics based on context and time pres-

sure (for a review see Bock & Ferreira, 2014). During grammatical encoding,

word-driven incrementality (also called linear incrementality) builds the struc-

ture of the sentence from individual words. It is opposed to structure-driven

incrementality (or hierarchical incrementality) that instead focuses on the re-

lations between items and builds a structural scaffold first. Both strategies are

thought to be used during production depending on different constraints (e.g.

codability of the event, word accessibility, Kuchinsky, Bock, & Irwin, 2011; van de

Velde, Meyer, & Konopka, 2014). A larger planning scope, in line with hierar-

chically incremental planning, takes place when the internal argument of a verb

(e.g. a patient) is mentioned before the verb (as in passive sentences) (Momma

& Ferreira, 2019; Momma, Slevc, & Phillips, 2016). Therefore, sentence produc-

tion appears to be a highly dynamic and flexible process that proceeds highly

incrementally.

Novel neuroimaging evidence on the dynamics of sentence production will

be presented in Chapters 2 and 4, while the generation of higher-level message

representations will be considered in Chapter 5.

1.3 Linking production and comprehension

1.3.1 The nature of the debate

One fundamental issue that has not been resolved in the psychology of language

refers to the extent to which the linguistic representations and processes in each

modality1 are shared. Language production and comprehension have been tradi-

tionally studied in isolation, and as a consequence, their processes are often dealt

1In this thesis, I refer to production and comprehension as language “modality”. The term
“modality” should not be confused with other contexts in which it has been used before, such as
in reference to input modality (auditory, visual) or to output modality (speech, sign).
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with separately (Gambi & Pickering, 2017; Meyer, Huettig, & Levelt, 2016). Pro-

duction and comprehension representations and processes used to be considered

separate based on evidence for separate neural infrastructures and different de-

velopmental trajectories (e.g. Clark & Hecht, 1983; Grodzinsky, 2000; Tremblay

& Dick, 2016). However, most models and discussions now converge on consid-

ering their representations (i.e. the linguistic material, the what of language)

to be shared (Gambi & Pickering, 2017; Momma & Phillips, 2018; Pickering &

Garrod, 2004, for a review). Models that actively attempted to link production

and comprehension stress that production and comprehension processes are in-

terwoven but still separate. For example, Pickering and Garrod (2013) call pro-

duction processes the ones that map from higher to lower levels (e.g. semantics

to syntax to phonology), and comprehension processes the ones mapping from

lower to higher levels. They then propose that ‘production’ and ‘comprehension’

processes take place during both speaking and listening. During production,

‘comprehension processes’ are a form of self-monitoring at multiple linguistic

levels. During comprehension, ‘production processes’ allow for active predic-

tion. As a result, production and comprehension processes are used during both

production and comprehension, but serve different purposes. Dell and Chang

(2014) similarly propose that production abilities arise from learning to predict,

meaning that prediction is production, but still separate from comprehension.

Zooming in on structure building, which is the focus on Chapters 2-4, there

are arguments why there might be a single system for syntactic processing across

modalities. Kempen (2000) argued that a sentence formulator and a syntactic

parser have similar processing demands. The same processor can construct syn-

tactic structures from semantic structure (in production) or from word strings

recognized in the speech input (in comprehension). Behavioural evidence sup-

ported this claim by showing that syntactic structure building in production in-

terferes with parsing in comprehension, which is argued to be possible only if

they rely on a common processor (Kempen, Olsthoorn, & Sprenger, 2012). More

recently, Momma and Phillips (2018) additionally argued that a single mecha-

nism may be sufficient and suggest that the superficial differences that are noted

between production and comprehension may reflect input differences. For ex-

ample, one difference between parsing and generation relates to their different

requirements. In parsing, the listener has to resolve structural ambiguity in the

input (hypothesis management, Guhe, 2007). Instead, the speaker has to make

structural decisions to encode the message. Therefore, although the context is
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different, in both parsing and generation the computational goal is to select a

structural representation consistent with the input (Momma & Phillips, 2018).

1.3.2 The production-comprehension dichotomy within the

brain infrastructure for language

Turning now to how neuroimaging evidence can inform this debate, some of the

initial reasons for the separation of production and comprehension processes

originated from studies of aphasia where lesions led to distinct linguistic impair-

ments in production and comprehension. In particular, Grodzinsky (2000) ar-

gued for a functional separation of production and comprehension mechanisms

by noting that a lesion in Broca’s area led to distinct syntactic deficits in each

modality. An influential series of fMRI studies was then undertaken to precisely

address whether there were neural preconditions to posit shared representations

for production and comprehension. These studies elegantly took advantage of

repetition suppression to ask whether brain responses would adapt to the reuse

of linguistic material across modalities (Grill-Spector, Henson, & Martin, 2006).

Menenti et al. (2011) found that the repetition of lexical, syntactic and seman-

tic information in each modality led to the adaptation of fronto-temporal brain

areas in both production and comprehension (with a conjunction analysis). In-

stead, the auditory and motor cortex were engaged separately for comprehen-

sion and production. Further studies additionally showed that the repetition of

syntactic structure led to similar repetition suppression effects within modality

and across modalities, providing convincing evidence that the same brain areas

are involved in processing syntactic structure in production and comprehension

(Schoot, Menenti, Hagoort, & Segaert, 2014; Segaert et al., 2013, 2012). This

series of studies showed that neuronal populations adapt to the reuse of struc-

ture across production and comprehension. Based on this evidence, sentence

production and comprehension engage a similar network peaking in the inferior

frontal gyrus and the posterior temporal lobe.

The network for production and comprehension was later questioned in two

meta-analyses of both modalities (Indefrey, 2018; Walenski et al., 2019). Both

meta-analyses were underpowered in production specifically (17 vs. 133 stud-

ies of production and comprehension respectively in Indefrey, 2018; 15 vs. 45

contrasts for production and comprehension in Walenski et al., 2019). Indefrey

(2018) found that the pars opercularis of the LIFG was the only reliable area ac-

tive in production, while both pars opercularis and pars triangularis and the PTL
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were active in sentence comprehension. Instead, Walenski et al. (2019) found a

similar network in comprehension, but identified the PTL and the middle frontal

gyrus in production (thus not the LIFG). These meta-analyses therefore indicate

inconsistencies in the production findings, and differences in the production and

comprehension networks for sentence processing.

In this doctoral work, I repeatedly probed this fronto-temporal functional net-

work for sentence production and comprehension with different tasks and anal-

ysis techniques to further elucidate how it is regulated by production and com-

prehension. While I was not able to directly address whether the same neuronal

populations were engaged during production and comprehension, as previously

done with repetition suppression, I could uncover similarities and differences

between modalities and discuss them in light of their different goals and re-

quirements (Momma & Phillips, 2018). The aims of this work are two-fold.

On the one hand, I aimed to better characterize the neural infrastructure for

language by using both comprehension and production, with the goal to eluci-

date the network for language processing independent of modality. On the other

hand, I addressed the question of the separability of production and comprehen-

sion resources, representations and processes by discussing the consequences of

potential differences or similarities in their neural implementation. It should

be noted that this approach only works by exclusion. Finding no evidence for

modality differences does not prove their shared neural implementation, but it

allows for an interpretation of shared representations. On the contrary, finding

differences between production and comprehension elicits a discussion of how

their respective requirements affect neural activity.

1.4 Outline of the thesis

In this thesis, I ran four neuroimaging studies of language processing in pro-

duction and comprehension. I aimed to (i) further characterize the response of

left fronto-temporal areas to language processing2; (ii) learn more about differ-

ences and similarities of the brain response to production and comprehension;

(iii) characterize the dynamics of structure building; (iv) focus on both syntactic

and conceptual representations.

In Chapter 2, I addressed the inconsistencies in the response to sentence pro-

duction and comprehension highlighted by the meta-analyses (Indefrey, 2018;

2With the four empirical chapters I aimed to characterize the engagement of fronto-temporal
areas (the ‘language-network’) in production and comprehension, but I did not mean to imply
that these are the only brain regions involved in language processing.
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Walenski et al., 2019), relative to the adaptation studies (Segaert et al., 2012).

Visual probes were used to elicit the production of word sequences organized in

different constituents. I then focused on the response of the whole-brain to the

production and comprehension of these stimuli of increasing constituent size. I

found a robust network that responds to sentence processing in both production

and comprehension. Additionally, I characterized differences in the response of

this network to production and comprehension, which were further explored in

Chapters 3 and 4. In Chapter 3, I investigated how the connectivity between the

LIFG and the temporal lobe was affected by constituent size and modality in the

same experiment. I found increased fronto-temporal connectivity in relation to

constituent size that was not modulated by modality.

To reduce task effects present when studying production experimentally, in

Chapter 4 I investigated the brain response during spontaneous production and

naturalistic comprehension. Syntactic processing was measured with incremen-

tal parsers that make different predictions about the timing of syntactic struc-

ture building. I additionally explored whether production-specific parsers are

informative for the incrementality of structure building in production, and com-

plemented these findings with an analysis of speech fluency during production.

In Chapter 5, I moved away from syntactic processing and focused on the

representation of semantic structures in the brain. I investigated whether and

how sentence features encoded during message generation are represented in

the brain. The neural infrastructure that supports compositional processing in

production was characterized using encoding models that predict brain activity

during the production of individual sentences based on their thematic role struc-

ture. The results were then discussed in comparison to a corresponding study of

relational structure in comprehension (Frankland & Greene, 2020b).

In Chapter 6, I summarised and integrated the results of Chapters 2-5 to review

what we learnt about the separability of production and comprehension from

studies on the brain infrastructure for language. I additionally summarised what

these findings mean for the interpretability of the function of fronto-temporal

brain regions for language processing. Finally, avenues for further research and

outstanding questions are discussed.



Chapter 2





2 | Commonalities and Asymmetries in the

Neurobiological Infrastructure for Language

Production and Comprehension1

Abstract

The neurobiology of sentence production has been largely understudied com-
pared to the neurobiology of sentence comprehension, due to difficulties with
experimental control and motion-related artifacts in neuroimaging. We studied
the neural response to constituents of increasing size and specifically focused
on the similarities and differences in the production and comprehension of the
same stimuli. Participants had to either produce or listen to stimuli in a gradient
of constituent size based on a visual prompt. Larger constituent sizes engaged
the left inferior frontal gyrus (LIFG) and middle temporal gyrus (LMTG) extend-
ing to inferior parietal areas in both production and comprehension, confirming
that the neural resources for syntactic encoding and decoding are largely over-
lapping. An ROI analysis in LIFG and LMTG also showed that production elicited
larger responses to constituent size than comprehension and that the LMTG was
more engaged in comprehension than production, while the LIFG was more en-
gaged in production than comprehension. Finally, increasing constituent size
was characterized by later BOLD peaks in comprehension but earlier peaks in
production. These results show that syntactic encoding and parsing engage over-
lapping areas, but there are asymmetries in the engagement of the language
network due to the specific requirements of production and comprehension.

1Adapted from Giglio, L., Ostarek, M., Weber, K., & Hagoort, P. (2022). Commonalities and
Asymmetries in the Neurobiological Infrastructure for Language Production and Comprehension.
Cerebral Cortex, 32(7), 1405–1418. https://doi.org/10.1093/cercor/bhab287

https://doi.org/10.1093/cercor/bhab287
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2.1 Introduction

Since the association of lesions in the left inferior frontal gyrus (LIFG) and

aphasia in the nineteenth century, scientists have tried to understand the re-

lationship between the language faculty and the brain. Early reports called the

LIFG or Broca’s area a “speech movement centre” and the left superior tem-

poral gyrus (LSTG) or Wernicke’s area a “sensory speech centre” (from Wer-

nicke, 1892, as described in Levelt (2013)). Since then, the field moved forward

from a production-comprehension dissociation to the understanding that both

areas are critical for language more generally, and that they do not subserve

strictly segregated receptive or productive linguistic functions (Tremblay & Dick,

2016). A wealth of neuroimaging studies and lesion-symptom mapping studies

advanced the characterization of brain function greatly, which resulted in a gen-

eral understanding of the contributions of core regions in the language network

(e.g. Friederici & Gierhan, 2013; Hagoort & Indefrey, 2014; Price, 2012; Wilson,

2017).

The LIFG (i.e., Broca’s area and adjacent cortex) has been implicated in

sentence-level processes in several neuroimaging studies. These include sen-

tence vs. word list comprehension (Fedorenko, Nieto-Castañon, & Kanwisher,

2012; Matchin, Hammerly, & Lau, 2017; Snijders et al., 2009; Zaccarella, Schell,

& Friederici, 2017), phrase structure building (Chang, Dehaene, Wu, Kuo, & Pal-

lier, 2020; Pallier et al., 2011; Schell, Zaccarella, & Friederici, 2017; Zaccarella,

Meyer, et al., 2017), compositional processes in naturalistic language compre-

hension (Bhattasali et al., 2019; Henderson, Choi, Lowder, & Ferreira, 2016),

and processing of noncanonical sentence structure (Bornkessel-Schlesewsky,

Schlesewsky, & Cramon, 2009; Europa, Gitelman, Kiran, & Thompson, 2019; Hi-

rotani, Makuuchi, Rüschemeyer, & Friederici, 2011; Mack, Meltzer-Asscher, Bar-

bieri, & Thompson, 2013; Santi & Grodzinsky, 2010). In different neurobiologi-

cal models of language processing the LIFG was thus proposed to have a role in

combinatorial (Unification) processes in multiple domains of language and cog-

nition (Hagoort, 2005, 2013, 2019); in processing complex syntax (Friederici,

2012); or in sentence processing due to its role in working memory (Matchin,

2018; Rogalsky, Matchin, & Hickok, 2008).

Within the temporal lobe, posterior regions have been implicated in several as-

pects of comprehension, from auditory to phonological and morphological pro-

cessing along the superior temporal gyrus and sulcus (Friederici, 2012; Hickok

& Poeppel, 2007; Lee et al., 2018). In addition, the posterior middle temporal

gyrus (LpMTG) has been associated with the retrieval of lexical-syntactic frames
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(‘Memory’ processes, Hagoort, 2005, 2013) and syntactic processes (Flick et al.,

2018; Matchin & Hickok, 2020). The anterior temporal lobe (ATL) has been

associated with conceptual operations (e.g. Bemis & Pylkkänen, 2013; Boylan,

Trueswell, & Thompson-Schill, 2017), also based on findings of ATL atrophy

leading to semantic dementia (Lambon Ralph et al., 2017; Mesulam et al., 2014;

Wilson et al., 2013).

All studies mentioned above, however, are based on linguistic processes in

comprehension. The involvement of the main nodes of the language network in

sentence production is less clear. This is mainly for two reasons: (i) the challenge

of achieving good experimental control in sentence production studies, which

also limited psycholinguistic studies of production processes (Bock, 1996), and

(ii) the obstacle of motion artefacts in neuroimaging as a consequence of move-

ment during speech, which is however not impossible to overcome with state-of-

the-art neuroimaging techniques (Willems & Gerven, 2018). These methodolog-

ical difficulties have led to far fewer studies on the characterization of brain in-

volvement in production than comprehension. As a consequence, the few meta-

analyses that attempted to characterize the language network in the two modal-

ities were severely underpowered in production (Indefrey, 2018; Walenski et al.,

2019).

The network obtained by meta-analyses of sentence production studies does

not fully or consistently overlap with the sentence comprehension network dis-

cussed above. Sentence production studies found activity within a left-lateralised

fronto-temporal network but not consistently across studies (Collina et al., 2014;

den Ouden et al., 2008; Golestani et al., 2006; Grande et al., 2012; Haller, Radue,

Erb, Grodd, & Kircher, 2005; Humphreys & Gennari, 2014; Indefrey et al., 2001,

2004; Kircher, Oh, Brammer, & McGuire, 2005; Matchin & Hickok, 2016; Pylkkä-

nen et al., 2014; Takashima et al., 2020; Thothathiri, 2018; Thothathiri & Rat-

tinger, 2015). A recent meta-analysis on some of these studies found left middle

frontal gyrus, LpMTG and lateral occipital cortex to be reliably involved in sen-

tence production, but did not find evidence for LIFG involvement (Walenski et

al., 2019). Another meta-analysis, instead, found the LIFG to be the only area

reliably active in sentence production and for syntactic contrasts across some of

those studies, thus lacking temporal lobe involvement (Indefrey, 2018). There

is thus disagreement on whether inferior frontal areas or temporal areas are re-

liably engaged during sentence production, while they are both reliably found in

sentence comprehension. The contradictory results of these meta-analyses show

that more work is needed to robustly determine the neural correlates of sentence



30 2 Commonalities and asymmetries in production and comprehension

production. Interestingly, these results suggest there are some discrepancies in

the networks engaged by linguistic processes in production and comprehension

that raise the question whether the same neural resources are used in production

and comprehension.

An important line of work addressed the question of a shared or distinct neural

infrastructure between sentence production and comprehension. This question

is relevant in the context of a long-standing debate in psycholinguistics. There

are different views on if, and to what degree, production and comprehension

share phonological, lexical, syntactic and semantic representations (Gambi &

Pickering, 2017; Meyer et al., 2016; Momma & Phillips, 2018; Phillips, 2013).

Support for distinct representations comes from the production/comprehension

asymmetries in language acquisition. Comprehension is seen to precede produc-

tion in many linguistic domains, with some exceptions (Clark & Hecht, 1983;

Hendriks & Koster, 2010). This dissociation in acquisition is more easily ac-

counted for by models that keep production and comprehension representations

separate. Accounts of syntactic deficits in agrammatic patients also suggest that

different processes are compromised in comprehension and production (i.e. tree

pruning in production vs. trace deletion in comprehension) (Grodzinsky, 2000).

However, there are also views supporting a single processing mechanism that ar-

gue that the differences between modalities may be superficial and may instead

reflect input differences (Momma & Phillips, 2018). Behavioural evidence has

shown that syntactic representations are shared between production and com-

prehension (Kempen et al., 2012). Also, repetition suppression (Grill-Spector et

al., 2006) was used in fMRI to understand which areas adapt to the repetition of

linguistic material and whether the adaptation occurs only within one language

modality or also across modalities (i.e. from comprehension to production and

vice versa). The LIFG, precentral gyrus, LMTG and inferior parietal lobule were

found to adapt to syntactic and lexical repetition across sentence production and

comprehension (Menenti et al., 2011, 2012; Segaert et al., 2013, 2012), suggest-

ing that production and comprehension share neural resources. This evidence

for shared resources in production and comprehension is, however, challenged

by the inconsistent and partly contradictory neuroimaging results in production.

In the current study, therefore, we examined the sentence production network

in a high-powered study with the aim to further clarify the brain organization of

sentence production. To address this issue, our study investigated language pro-

duction in analogy to a seminal study on constituent structure building in com-

prehension (Pallier et al., 2011). Constituents are the syntactic building blocks
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of sentences. By using a constituent size manipulation, we could focus on the

processes that allow for encoding of increasingly larger structures, while keep-

ing lexico-semantic, phonological and articulatory processes constant between

conditions. Following Pallier et al. (2011), we expected neural activity to grad-

ually increase with the addition of each new node to the constituent structure of

the stimuli. We used visual prompts to elicit the production of utterances that

had three levels of constituent structure which differed in complexity. The sim-

plest one consisted of one- and two-word sequences; the intermediate condition

consisted of intransitive sentences; the version with the most complex structure

had participants produce a sentence with a complementizer phrase embedded

in the main clause. In their comprehension study, Pallier et al. (2011) showed

that LIFG and the left anterior and posterior temporal lobe were responsive to

constituent size. Based on previous comprehension evidence we therefore ex-

pected to find a gradual involvement of at least LIFG and LMTG with increasing

constituent size.

Additionally, we directly compared the sentence production and comprehen-

sion networks with the aim to further clarify to what extent they overlap. Few

studies so far used both production and comprehension in the same experiment,

including a direct comparison between modalities. In particular, it is still un-

clear whether sentence production and comprehension rely on core regions of

the language network to the same or to a different extent. Humphreys and Gen-

nari (2014) found that frontal and subcortical regions were more engaged in

production, while the LpMTG was more engaged in comprehension. Indefrey

et al. (2004) found the LIFG to be responsive to syntactic processing in produc-

tion but not in comprehension. Matchin and Wood (2020) instead found similar

activity in LIFG for syntactic production and comprehension, and larger activity

in LMTG for syntactic comprehension than production. We therefore selected

LIFG and LMTG as regions of interest to better characterize their involvement

in sentence processing across modalities. In short, there is no clear answer to

the question whether production and comprehension recruit frontal and tem-

poral regions similarly or differently. In this study we attempted to answer this

question.
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2.2 Materials and Methods

Participants

Forty-six right-handed native Dutch participants (28 females, mean= 23.8 years,

range 19-35 years) participated in the experiment in return for monetary com-

pensation after giving written informed consent. The study was approved by

the ethical committee for Region Arnhem-Nijmegen. Participants had no history

of neurological or language-related disorders, and reported having normal or

corrected-to-normal vision and hearing. Six participants were excluded for the

following reasons: technical problems during preprocessing of the MRI data (n

= 1); failing to complete the experiment (n= 2); too many motion artefacts (n=
3). Forty participants were included in the analyses. This number was based on

an a priori power calculation for the detection of an effect for the production of

passive vs. active sentences in the LIFG and LMTG in a previous study (Segaert

et al., 2012), using fMRIpower (Mumford & Nichols, 2008). Even though the

specific manipulation was different, it allowed us to estimate the number of par-

ticipants needed for the detection of a syntactic effect in production in the two

regions of interest.

Materials

In our study, we had three levels of constituent structure (see Table 1). The

condition with the smallest constituent size (C1) consisted of two verbs and

two noun phrases leading to four constituents with one (content) word (C1:

“klappen, slapen, de jongen, het meisje”, “to clap, to sleep, the boy, the girl”).

The intermediate condition (C2) involved the combination of a verb and a noun

phrase leading to two constituents with two content words forming intransitive

sentences (C2: “de jongen slaapt, het meisje praat”, “the boy sleeps, the girl

talks2”). The most complex sentence condition (C4) consisted of the combina-

tion of the four content words into a complementizer phrase embedded in the

main clause (C4: “de jongen hoort dat het meisje klapt”, “the boy hears that the

girl claps”). Critically, the conditions were almost identical in the total number of

words to be produced, but they differed in constituent structure. The embedded

sentence condition included the additional word “dat” (that), which in Dutch

2The one provided is a literal translation of the Dutch sentence. A more natural translation
would be “the boy is sleeping, the girl is talking”, since the present tense in Dutch is also used
for continuous events.
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is obligatory in complementizer sentences3. We did not expect function words

to affect sentence planning but they might involve articulation-related processes

(Ferreira, 1991). An additional filler condition was added to avoid too many verb

repetitions. Filler sentences consisted of a sentence with one transitive verb (“de

man helpt de vrouw”, “the man helps the woman”).

Table 2.1: Example sentences used for each condition.

Condition Stimuli (in Dutch) English translation

C1 klappen, slapen, de jongen, het meisje clap, sleep, the boy, the girl
C2 de jongen slaapt, het meisje praat the boy sleeps, the girl talks
C4 de jongen hoort dat het meisje klapt the boy hears that the girl claps
Filler de man helpt de vrouw the man helps the woman

To induce the production of the sentences in the different conditions, partici-

pants were shown pictures with written verbs (see Fig. 2.1). Crucially, the con-

ditions differed in the configuration of boxes around the verbs and the pictures

of human figures. The boxes instructed the participants about the production

output that was expected. In condition C1, there were four boxes, one around

each item, signalling that the production of four separate items was expected.

In this condition the actors and verbs should not be combined to form a sen-

tence. In condition C2, there were two boxes, each around a verb and an actor,

indicating that two separate sentences had to be produced. In condition C4,

there was one box around all items on the screen, indicating that one single sen-

tence was expected with the first verb heading an embedded clause formed by

the second noun and verb. For filler sentences, there was only one box around

all items on the screen. In this case there was only one verb, indicating that a

transitive sentence was expected. Participants had no problems understanding

the task and producing the correct output. By eliciting sentence production in

this way, we could minimize the visual differences between conditions: pictures

or videos would lead to very large differences in the visualization of word se-

quences vs. complementizer phrases. This type of speech paradigm elicitation

is not unusual in the neuroimaging sentence production literature (e.g. Matchin

& Hickok, 2016; Takashima et al., 2020).

The verbs were always presented in their root form, so that the production of

the syntactically correct inflections was required in all conditions. In the C1 con-

dition, the verb had to be produced in its infinitival form (generally, by addition

3The example sentence provided “the boy hears that the girl claps” would also work with
a bare infinitival complement construction (“the boy hears the girl clap”, “de jongen hoort het
meisje klappen”), but many other verbs used in condition C4 do not support this construction
(e.g. “klagen”, to complain, “dromen”, to dream). The word “dat” was thus required for all
sentences in condition C4.
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of “en”: denk to denken); in the other conditions, the verb had to be inflected in

the third person singular of the present tense (generally, by addition of “t”: denk

to denkt).

Since verbs allowing for a complementizer phrase (CP-verbs) and intransitive

verbs (INT-verbs) are inherently different in their use and meaning, we selected

a few verbs of each type that were repeated 8 times across the experiment. The

verbs were matched in frequency (mean ± std: INT-verbs = 1.38 ± 0.88, CP-

verbs= 1.46± 0.77, t= 0.59, p= 0.56) based on SUBTLEX-NL values (Keuleers,

Brysbaert, & New, 2010), and concreteness (mean ± std: INT-verbs = 3.26 ±

0.67, CP-verbs= 3.21± 0.47, t= 0.27, p= 0.79) (Brysbaert, Stevens, De Deyne,

Voorspoels, & Storms, 2014). Each condition consisted of 80 trials. In C4, we

used 20 CP-verbs, repeated 4 times. The CP-verbs were always in first position to

allow for the embedded sentence production; each of the 40 INT-verbs in C4 was

repeated twice. In C2, we used the same 40 INT-verbs, each presented twice in

first position and twice in second position. In C1, there was always one CP-verb

and one INT-verb, with alternating first and second positions. Each CP-verb was

repeated 4 times in this condition, and each INT-verb was repeated twice. The

filler verbs consisted of 80 transitive verbs, each shown only once. We created 4

lists of stimuli that consisted of the same verb combinations for each condition,

but for each list the verb was paired with a different picture. Across lists each

verb combination was paired with each actor. The actors could be “the boy”,

“the girl”, “the man”, “the woman”, with each presented 160 times in total.

In addition to the production condition, we included a comprehension condi-

tion that included half of the materials used for production but from a different

list (hence with different actor-verb pairings). In the comprehension condition,

each verb was repeated only 4 times in total, with 40 trials per condition. In-

stead of producing the sentences, participants had to listen to recorded stimuli,

which started 1 sec after picture onset and lasted a maximum of 4 seconds (mean

duration (in seconds): C1 = 3.14, C2 = 2.46, C4 = 2.46, Fillers = 1.79). The

absence of an explicit task during the comprehension runs kept the production

and comprehension runs as similar as possible without the introduction of effects

unrelated to constituent size.

Experimental Procedure

The experiment started with a behavioural practice session to familiarise par-

ticipants with the task. They read instructions for each condition and had to

practise producing the sentences. The experimenter gave feedback to make sure
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Figure 2.1: Stimulus presentation. A: Example of the screen that participants
would see for each condition (identical in production and compre-
hension) with the corresponding expected output. The boxes clar-
ified the type of output that was required. B: Screen sequence for
each trial. The length of the fixation cross presentation was based
on jittering optimized for contrast detection. In comprehension, dur-
ing picture and verb presentation, a sound recording of the sentence
started after 1000 ms.

that the participant understood the task correctly. After the practice session was

concluded, the fMRI experiment started. The production lists were divided into

8 runs of 40 trials, each including 10 trials per condition, with as few verb repeti-

tions as possible (per block 5-6 verbs were repeated once out of the 60 verbs pre-

sented (excluding fillers)). The comprehension lists were divided into 4 runs of

40 trials each. Production and comprehension runs alternated with two produc-

tion runs always followed by a comprehension run. There were 12 acquisition

runs in total. Each run lasted about 5 minutes. A fixation cross was presented

for at least 800 ms before the picture screen was presented (see Fig. 2.1). Par-

ticipants had 5 seconds to produce the answer. This was followed by a blank

screen for 200 ms. We jittered the onset of trials by 0 – 7500 ms (mean 1500

ms), by varying the length of presentation of the fixation cross. The order of

conditions and length of jitter was based on design optimization for contrast

detection, made with optseq2 (Dale, 1999).
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fMRI acquisition

MR data were acquired in a 3T MAGNETOM PrismaFit MR scanner (Siemens

AG, Healthcare Sector, Erlangen, Germany) using a 32-channel head coil. The

MRI protocol included a T1-weighted MRI scan for anatomical reference and

several fMRI scans. The T1-weighted scan was acquired in the sagittal orien-

tation using a 3D MPRAGE sequence with the following parameters: repetition

time (TR)/inversion time (TI) 2300/1100 ms, echo time (TE) 3 ms, 8° flip angle,

field of view (FOV) 256 mm × 216 mm × 176 mm and a 1 mm isotropic resolu-

tion. Parallel imaging (iPAT= 2) was used to accelerate the acquisition resulting

in an acquisition time of 5 min and 21 sec. Whole-brain functional images were

acquired using a multi-band (accelerator factor of 3) multi-echo T2*-weighted

sequence with the following parameters: TR 1500 ms, TEs 13.4/34.8/56.2, flip

angle 75°, FOV 84 mm x 84 mm x 64 mm, voxel size 2.5 mm isotropic. Fieldmap

images were also acquired to correct for distortions. We acquired 12 fMRI runs

per participant.

Data Analysis

Behavioural

Speech output in the production fMRI runs was analysed for accuracy and re-

sponse times. A Dutch native speaker rated the speech for accuracy. Speech

was considered correct when the correct actors and determiners were used, the

verb was inflected in the correct way, and the correct sentence structure was

used. Self-corrections and word repetitions during hesitations were considered

errors. Speech onset and offset times were coded using Praat, after scanner

noise removal. We analysed onset and durations with linear mixed-effects mod-

els (Bates, Mächler, Bolker, & Walker, 2015; Pinheiro & Bates, 2000) and accu-

racy data using mixed-effects logit models (Jaeger, 2008) with the lme4 package

(version 1.1-21, R version 3.6.2). We used the maximal effect structure that al-

lowed for convergence (Barr, Levy, Scheepers, & Tily, 2013). For accuracy, the

model contained the factor Condition (C1, C2, C4) and by-participant and by-

item (specifically, verbs) random intercepts. For onset and duration analysis, the

model contained the factor Condition and by-participant random slopes for Con-

dition and by-item random intercepts, with log-transformed onset and duration

times.
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fMRI preprocessing

Preprocessing was performed using fMRIPprep 1.2.6-1 (Esteban, Blair, et al.,

2018; Esteban, Markiewicz, et al., 2018). The T1-weighted (T1w) image was

corrected for intensity non-uniformity and skull-stripped. Brain surfaces were

reconstructed using recon-all (FreeSurfer 6.0.1 Dale, Fischl, & Sereno, 1999).

Spatial normalization to the ICBM 152 Nonlinear Asymmetrical template version

2009c (Fonov, Evans, McKinstry, Almli, & Collins, 2009) was performed through

nonlinear registration using brain-extracted versions of both T1w volume and

template. Brain tissue segmentation of cerebrospinal fluid, white-matter and

gray-matter was performed on the brain-extracted T1w using fast (FSL 5.0.9,

Zhang, Brady, & Smith, 2001).

For each of the BOLD runs per subject, the following preprocessing was per-

formed. First, a reference volume and its skull-stripped version were generated

using a custom methodology of fMRIPrep. A deformation field to correct for sus-

ceptibility distortions was estimated based on a field map that was co-registered

to the BOLD reference, using a custom workflow of fMRIPrep. Based on the esti-

mated susceptibility distortion, an unwarped BOLD reference was calculated for

a more accurate co-registration with the anatomical reference. The BOLD refer-

ence was then co-registered to the T1w reference using bbregister (FreeSurfer).

Co-registration was configured with nine degrees of freedom to account for dis-

tortions remaining in the BOLD reference. Head-motion parameters with respect

to the BOLD reference (transformation matrices, and six corresponding rotation

and translation parameters) were estimated before any spatiotemporal filtering

using mcflirt (FSL 5.0.9, Jenkinson, Bannister, Brady, & Smith, 2002). BOLD

runs were slice-time corrected and resampled onto their original, native space

by applying a single, composite transform to correct for head-motion and sus-

ceptibility distortions. Multi-echo combination was performed by estimating a

T2* map from the preprocessed BOLD by fitting to a monoexponential signal

decay model with log-linear regression. For each voxel, the maximal number of

echoes with reliable signal in that voxel were used to fit the model. The calcu-

lated T2* map was then used to optimally combine preprocessed BOLD across

echoes following the method described in (Posse et al., 1999). Estimation of mo-

tion artifacts using independent component analysis (ICA-AROMA, Pruim et al.,

2015) was performed on the preprocessed BOLD on MNI space time-series after

removal of non-steady state volumes and spatial smoothing with an isotropic,

Gaussian kernel of 6mm FWHM (full-width half-maximum). The AROMA noise-

regressors were later used as confound regressors. The BOLD time-series were
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resampled to MNI152NLin2009cAsym standard space. Confounding time-series

were calculated based on the preprocessed BOLD for framewise displacement

(FD) and DVARS (following the definitions by Power et al., 2014). We excluded

subjects that had FD values above 2.5 (these were also the subjects that showed

highest mean FD and the largest number of volumes with FD values above 1).

Additionally, a set of physiological regressors were extracted to allow for anatom-

ical component-based noise correction (aCompCor, Behzadi, Restom, Liau, &

Liu, 2007).

Motion-related correction

To prevent excessive motion artefacts due to speaking out loud, participants’

heads were secured in a pillow and a tape was attached across their foreheads to

provide them with feedback in case of movement, which was shown to reduce

motion (Krause et al., 2019). In addition, subjects with FD values above the

voxel size were excluded. ICA-AROMA was used to estimate components related

to motion that were later added as nuisance regressors together with motion

parameters, FD, DVARS and aCompCor in the first-level design matrix.

fMRI analysis

Whole-brain analysis

We used the non-denoised preprocessed BOLD images in

MNI152NLin2009cAsym standard space for first-level single-subject analy-

sis. We applied spatial smoothing with an isotropic Gaussian kernel of 4 mm

FWHM in SPM12 in Matlab2019a. For the production runs, we computed a

general linear model (GLM) in SPM12 with the following condition regressors:

correct trials for each of the four conditions, all incorrect trials, temporal deriva-

tive, and parametric modulations of speech onset times. For the comprehension

runs, the GLM was identical except for the absence of an incorrect trial regressor

and parametric modulations. The onset of each trial was set as the picture onset

time, and trial duration was set as time until speech offset, hence accounting for

differences in duration between individual stimuli and conditions. In addition,

we added confound regressors that were computed in fMRIPrep. We included

regressors for DVARS, Framewise Displacement, 6 aCompCor parameters and 6

motion parameters. Finally, we added the AROMA noise components computed

in fMRIPrep as additional nuisance regressors, to perform non-aggressive

denoising. Contrast images for the main effect of constituent size (with weights
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[-4 -1 5] based on constituent size of C1, C2 and C4, respectively), main effect of

modality (production vs. comprehension) and interaction between constituent

size and modality were computed for each participant. For the main effect of

constituent size we selected a numerical linear contrast based on Pallier et al.

(2011) that reflects activation with a linear increase according to the number of

words integrated in a constituent: C1 = one content word per constituent, C2

= 2 content words, C4 = 4 content words. This led to a contrast with weights

[-4 -1 5] after mean-centering. By contrasting the three conditions together,

the results were less sensitive to other types of differences between individual

conditions (e.g., the contrast C4 vs. C2 might be sensitive to verb argument

structure differences). The contrast images were tested with a one-sample T-test

at the group level following Henson (2015). We thresholded brain responses at

the voxel-level at p = 0.001 uncorrected, and then used p = 0.05 Family-Wise

Error corrected as the cluster threshold. We also ran a conjunction analysis

to specifically look at the overlap between production and comprehension in

the response to constituent size. To run the conjunction analysis, we created

contrast images for the constituent size effect separately in production and

comprehension, and then we entered them into a one-way ANOVA in SPM, with

each as a separate cell. By defining separate contrasts for each, we could then

run the conjunction analysis for the group-level contrast image of constituent

structure in production and comprehension.

ROI analysis

We took functional regions of interest (ROIs) based on the keyword “syntactic”

in Neurosynth (https://www.neurosynth.org/, 08/01/2020, Yarkoni, Poldrack,

Nichols, Van Essen, & Wager, 2011). This allowed us to select voxels that are

reported to be active in multiple studies related to a key search word, here “syn-

tactic”. We downloaded the active voxels with a z-score threshold of 9. This re-

vealed two clusters, one in left IFG and one in left anterior and posterior middle

temporal lobe. We extracted mean beta values per participant in each of these

ROIs per condition (C1, C2, C4, in production and comprehension) relative to

baseline using MarsBar (Brett, Anton, Valabregue, & Poline, 2002) in SPM12.

We then compared the beta weights in a mixed-effects model in R (version 3.6)

using lme4 (Bates et al., 2015), with constituent size (C1, C2, C4), modality

(Production vs. Comprehension) and ROI (LIFG vs. LMTG) as factors. Devia-

tion coding was used for factors modality and ROI, while a linear contrast with

weights [-4 -1 5], as in the whole-brain analysis, was used for constituent size.

We added by-participant random slopes for the interaction of ROI and modal-



40 2 Commonalities and asymmetries in production and comprehension

ity and for the main effect of constituent size. We computed the contribution

of factors using Type-III Wald tests in car (version 3.0-7, Fox et al., 2020) and

pairwise comparisons for significant effects with the package emmeans (version

1.4.6, Lenth, Singmann, Love, Buerkner, & Herve, 2020).

Exploratory analysis: BOLD peak latency

As an additional exploratory analysis, we extracted BOLD time courses to de-

termine whether the time to peak was influenced by region, modality and con-

stituent size. To capture a delay in peak times, we used a finite impulse response

(FIR) basis set as implemented in Marsbar in SPM12. This allowed us to get es-

timates of BOLD activity at each TR in the two ROIs for each participant. We

then extracted BOLD peak times as the timepoint with highest amplitude be-

tween 1.5 and 9 s post stimulus onset for each participant. We ran a linear

mixed-effect model with constituent size, modality and ROI as fixed effects, and

by-participant random slopes for ROI. We used a linear contrast with weights [-4
-1 5] for constituent size, and deviation coding for modality and ROI. We com-

puted the contribution of factors using car (version 3.0-7, Fox et al., 2020) and

pairwise comparisons for significant effects with the package emmeans (version

1.4.6, Lenth et al., 2020).

2.3 Results

Behavioural results

Accuracy was generally high across participants and conditions (mean percent-

age correct: C1: 95.4, C2: 96.2, C4: 92.9, Fillers: 95.9; Fig. 2.2). There were

slightly more errors in the C4 condition than in the C1 (β = 0.55, SE = 0.12,

Z = 4.7, p < 0.001) and in the C2 conditions (β = 0.71, SE = 0.14, Z = 5.2,

p < 0.001). Types of errors included using the wrong determiner (in Dutch,

het is used with meisje-girl, and de with boy, man and woman; across all sen-

tences for all participants, n = 117), the wrong actor (n = 170), a wrong verb

or the correct verb in the wrong inflection/pronunciation (n = 105), the wrong

condition (n = 119), not finishing within 5 seconds (n = 77), or other types of

errors (n = 62). Unsurprisingly, onset times varied between conditions due to

the characteristics of the conditions (mean onset times (in seconds): C1: 1.25,

C2: 1.33, C4: 1.39, Fillers: 1.38, Fig. 2.3A). In particular, C1 elicited shorter

reaction times than C2 (β = 0.06, SE = 0.01, t = 5.7, p < 0.001) and C4 (β =
0.11, SE = 0.01, t = 8.2, p < 0.001), as only the first verb had to be planned
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to initiate speech output. The other conditions, instead, required sentence plan-

ning, including subject (determiner and noun) as well as verb planning. The C4

condition elicited longer onset times than C2, too (β = 0.05, SE = 0.01, t = 5.1,

p < 0.001). Similarly, duration times varied by condition (mean durations (in

seconds): C1: 2.46, C2: 1.86, C4: 1.90, Fillers: 1.46; Fig. 2.3B). C1 production

was characterized by the separate production of each lexical item, introducing

pauses between words, and was thus characterized by the longest durations (vs.

C2: β = 0.28, SE = 0.02, t = 16.6, p < 0.001; vs. C4: β = 0.27, SE = 0.02, t =
15.4, p < 0.001), while C2 and C4 did not differ in duration.

Figure 2.2: Individual and mean accuracy per condition. Black dots indicate mean
with standard error of the mean. Grey dots represent individual par-
ticipants’ mean.

Figure 2.3: Onset (A) and duration (B) times per condition (of correct trials only).
Black dots indicate mean with standard error of the mean. Grey dots
represent individual participants’ mean.
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Whole-brain analysis

We focused on the main effects of constituent size in production and compre-

hension, and on the interaction between modalities (production vs. compre-

hension) and constituent size. For the main effect of constituent size, a large

bilateral network centered around areas of the language network and the cor-

responding right hemisphere areas, with cerebellar and occipital activity, was

found (Fig. 2.4A; Supplementary table S2.1). We found a large left lateralized

cluster including peaks in the left IFG, STG, MTG, temporal pole, precentral

gyrus, postcentral gyrus, fusiform gyrus and superior parietal lobule. Similar

right lateralized activity was found in a cluster in the temporal pole and IFG

(pars orbitalis), a cluster in postcentral and precentral gyrus and a cluster in

superior and middle temporal gyri, a cluster in superior parietal lobule and a

cluster in the more posterior parts of the IFG (pars triangularis and pars opercu-

laris). Additionally, we found clusters in the left and right supplementary motor

area, in the left thalamus, left putamen, and right cerebellum.

To evaluate to what extent the activated network was overlapping between

comprehension and production, we performed a conjunction analysis of the sep-

arate constituent size contrast for production and comprehension. This analysis

revealed that in part the constituent size effect was reliably active in both modal-

ities, with clusters in anterior and posterior MTG, LIFG, left precentral gyrus, left

fusiform gyrus and right cerebellum (see Fig. 2.4A, Supplementary table S2.1).

We also looked at the main effect of modality to understand if any areas were

overall more active in production or comprehension (see Fig. 2.4B, Supplemen-

tary table S2.2). We found bilateral frontal areas and parietal areas, as well

as subcortical and cerebellar regions, to have larger activity in production than

comprehension, partly reflecting articulatory requirements in production. Bi-

lateral superior temporal areas were more engaged in comprehension, which

was likely due to auditory processing. Bilateral angular gyrus, precuneus and

superior frontal regions were also more engaged in comprehension.

A few areas responded differently to constituent size in production and com-

prehension (Fig. 2.4C, Supplementary table S2.3). Areas that were more active

with larger constituents in production were mainly left lateralized and included

the LIFG (pars triangularis, pars orbitalis and pars opercularis), middle frontal

gyrus, precentral gyrus, supplementary motor area, inferior and superior pari-

etal lobule, supramarginal gyrus, angular gyrus, and posterior sections of the

LMTG. Regions in the right hemisphere included precentral gyrus, postcentral

gyrus, superior parietal lobule, supplementary motor area and cerebellum. A
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complementary network was more active in the comprehension of larger con-

stituents, with peaks in bilateral Heschl’s gyrus, STG and temporal pole, and

right hemisphere areas, including angular gyrus, precuneus, frontal pole and

superior and middle frontal gyri.

Figure 2.4: Whole-brain and ROI results. A: orange: main effect of constituent
size with a linear contrast for the three constituent sizes. Blue: con-
junction analysis of production and comprehension constituent size
effects representing areas active in both production and comprehen-
sion following the conjunction of null hypotheses (Friston, Penny, &
Glaser, 2005). The blue area is superimposed on the corresponding
cluster found as main effect of constituent size. B: whole-brain re-
sults for the main effect of modality. Orange: areas more active in
production than comprehension. Blue: areas more active in compre-
hension than production. C: whole-brain results for the interaction
between constituent size and modality. Orange: areas with larger re-
sponse to constituent size in production than comprehension. Blue:
areas with larger response to constituent size in comprehension than
production. D: mean beta weights extracted from the predefined
ROIs (depicted in figure), error bars represent standard error of the
mean.
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ROI analysis: LIFG and LMTG

We extracted beta weights for the average activity in regions previously associ-

ated with syntactic effects to inspect patterns of activation for each condition in

production and comprehension (Fig. 2.4D). We ran a linear mixed-effects model

on the beta estimates that we extracted per condition per region. We found a

main effect of constituent size (β = 0.027, SE = 0.001, t = 20.03, χ2 = 401.04,

p< 0.0001), indicating that beta weights increased with larger constituent sizes.

Pairwise comparisons indicated that beta weights for C4 were significantly larger

than C2 and C1 in all modalities and ROIs (estimates > 0.10, ts > 8.2, ps <
0.0001). We also found a main effect of ROI (β = 0.18, SE = 0.02, t = 8.62, χ2

= 74.4, p < 0.0001), with larger beta estimates in LMTG than LIFG (estimate

= 0.35, SE = 0.04, t = 8.52, p < 0.0001). The effect of ROI interacted with

modality (β = 0.11, SE = 0.009, t = 11.45, χ2 = 131.03, p < 0.0001), since

there was a larger difference in activity between ROIs in comprehension than in

production (MTG – IFG, Production: estimate = 0.14, SE = 0.04, t = 2.97, p <
0.025; Comprehension: estimate= 0.56, SE= 0.04, t= 13.16, p< 0.0001). Im-

portantly, there was a three-way interaction between constituent size, modality

and ROI (β = 0.004, SE = 0.0009, t = 4.24, χ2 = 18.0, p < 0.0001). Inspec-

tion of the slopes for constituent size in each modality and ROI indicated that

production elicited the steepest slope in the response to constituent size in the

IFG: there was a larger slope difference between modalities in the IFG (Produc-

tion – Comprehension: estimate = 0.023, SE = 0.003, t = 9.34, p < 0.0001)

than in the MTG (Production – Comprehension: estimate = 0.009, SE = 0.003,

t = 3.37, p = 0.005), and there was a slope difference between ROIs in produc-

tion (IFG – MTG: estimate = 0.012, SE = 0.003, t = 4.5, p = 0.0001), but not

in comprehension (MTG – IFG: estimate = 0.003, SE = 0.003, t = 1.47, p =
0.46). These results, therefore, show that: (i) larger constituent structures elicit

higher activity in both regions and modalities, (ii) there is a stronger effect of

constituent size in production than in comprehension, especially in LIFG, (iii)

there is a higher response in LMTG than LIFG overall, and (iv) production elicits

stronger activity than comprehension in the LIFG, while the opposite is the case

in LMTG: more activity for comprehension than production.

Exploratory analysis: BOLD peak latency

We extracted BOLD times-to-peak for each condition to understand whether the

regional and modality-specific effects highlighted by the ROI analysis were also
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characterized by BOLD time course differences. Pallier et al. (2011) had found

that larger constituent sizes were associated with later peak times in the supe-

rior temporal sulcus and IFG, in line with the idea that activation is stronger

towards the end of a constituent. A model with ROI, modality and constituent

size as predictors for time-to-peak showed a main effect of modality (β = 0.33,

SE = 0.06, t = 5.39, χ2 = 29.01, p < 0.0001), with comprehension peaking

earlier than production (estimate = 0.66, SE = 0.12, t = 5.34, p < 0.0001).

In addition, we found an interaction between modality and constituent size (β

= 0.049, SE = 0.016, t = 3.002, χ2 = 9.01, p = 0.0027)4. Inspection of the

slopes in the response to constituent size showed that comprehension elicited

a positive slope, with larger constituent structures peaking later, while produc-

tion elicited a negative slope, with larger constituent structures peaking earlier

(Comprehension – Production: estimate = 0.098, SE = 0.033, t = 2.98, p =
0.0031) (Fig. 2.5). Therefore, the constituent size effect on peak latency that

was found before (Pallier et al., 2011) seems to be dependent on modality, since

in production an opposite pattern was found relative to comprehension.

Figure 2.5: BOLD peak latency. BOLD peak times averaged across participants
and ROIs for each constituent size in production and comprehension.
Error bars represent standard error of the mean.

4Since peak time extraction provided values in 1.5 sec resolution, we also ran a model with
time (as well as constituent size, modality and ROI) as a predictor for percent signal change to
ensure that extracted peak times were consistent with the time courses. The model returned a
significant interaction between modality and time, and a three-way interaction between modal-
ity, constituent size and time, confirming the results of the peak time analysis.
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2.4 Discussion

We examined neural responses to the production and comprehension of utter-

ances with increasing constituent size to clarify the neural correlates of sen-

tence production and comprehension. We found that larger constituent sizes en-

gaged areas traditionally part of the language network. These included inferior

frontal regions, temporal and inferior parietal regions, mainly in the left hemi-

sphere. Through a conjunction analysis, we confirmed that the LIFG and LMTG

responded to constituent size in both comprehension and production. Increased

syntactic complexity resulted in stronger activation in these areas. Moreover, we

found a modality-specific dissociation, with production recruiting the LIFG more

strongly than comprehension, and comprehension recruiting the LMTG more

strongly than production. At the same time, the network was found to be differ-

entially responsive to constituent size across modalities. While comprehension

elicited similar responses to constituent size in LIFG and LMTG, in production

the LIFG was more sensitive to constituent size than the LMTG. Finally, con-

stituent size had opposite effects on BOLD peak latencies in comprehension and

production: increasing constituent size elicited later peaks in comprehension but

earlier peaks in production.

By demonstrating that the response to constituent size is largely shared be-

tween comprehension and production, we extend Pallier et al.’s constituent size

effect (2011) to sentence production. Our results are in line with evidence asso-

ciating sentence-level processes with left inferior frontal and temporal activation

(Blank, Balewski, Mahowald, & Fedorenko, 2016; Bornkessel-Schlesewsky et al.,

2009; Hagoort & Indefrey, 2014; Henderson et al., 2016; Indefrey, 2018; Segaert

et al., 2012; Shetreet, Friedmann, & Hadar, 2009; Walenski et al., 2019). Pal-

lier et al. (2011) found that the LIFG and the posterior superior temporal sulcus

were responsive to constituent size also with jabberwocky stimuli, while the ATL

and the temporo-parietal junction only responded to stimuli with real words.

All of these areas were responsive to constituent size also in the present study.

Whether the IFG and the posterior temporal sulcus are sensitive to constituent

size also with jabberwocky stimuli in production will have to be determined in

future studies specifically designed to address the distinction between syntactic

and semantic compositional processes. Finally, the activation delay for larger

constituent structures was replicated here, but critically only in comprehension.

Our results, therefore, implicating both LIFG and LpMTG, as well as other ar-

eas of the language network, suggest that the inconsistent evidence for sentence

production was due to low power in the single studies and in the meta-analyses



2 Commonalities and asymmetries in production and comprehension 47

(Indefrey, 2018; Walenski et al., 2019). With 40 participants and a large number

of trials per condition, we had enough power to detect effects in areas previously

linked with sentence processing in comprehension. It is unlikely that the effects

we found are reducible to the type of paradigm used to elicit sentence produc-

tion, since other studies using picture descriptions or sentence reorganization

paradigms also found activations in LIFG and/or LpMTG, but, critically, in an

inconsistent way (e.g. pictures descriptions, Grande et al., 2012; Indefrey et

al., 2001; Menenti et al., 2012; Segaert et al., 2012; sentence generation from

words, Collina et al., 2014; Golestani et al., 2006; Haller et al., 2005). Moreover,

although our paradigm was partly artificial in eliciting sentence production, it

allowed us to cleanly manipulate constituent structure, ensuring consistent be-

havioural responses across participants. Previous studies used similar types of

constrained elicitation paradigms or more constraining ones when more control

over the production was required (cf. Matchin & Hickok, 2016; Matchin & Wood,

2020; Takashima et al., 2020).

Crucially, the conjunction analysis showed that production and comprehen-

sion engage largely overlapping areas in constituent structure building. An ex-

tensive network is engaged in sentence production that does not diverge from

the one observed for comprehension in previous studies. The activation pattern,

including left anterior and posterior MTG and LIFG is similar to the syntactic

adaptation effects found across modalities in fMRI studies with repetition sup-

pression (Menenti et al., 2011; Segaert et al., 2012). Our results do not provide

information on whether verb-specific processing is also shared between produc-

tion and comprehension, since the linear-contrast analysis avoided sensitivity to

verb argument structure differences between sentences. Thus, these results con-

firm shared resources in sentence-level processes across modalities and provide

no support for spatial segregation as a basis for distinct processes or represen-

tations. These findings, therefore, reconcile the previous inconsistent findings

between sentence production and comprehension networks, as shown by meta-

analyses (Indefrey, 2018; Walenski et al., 2019), with the adaptation effects

across modalities (Menenti et al., 2011; Segaert et al., 2012). Common neural

resources provide a neural basis for views of shared linguistic representations

and processes, such as retrieval and unification, between production and com-

prehension (Dell & Chang, 2014; Kempen, 2000; Kempen et al., 2012; Momma

& Phillips, 2018).

While the networks overlapped, there were differences in the degree to which

each modality recruited core areas. In particular, we found that comprehension
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engaged the LMTG more than production, and production engaged the LIFG

more than comprehension. This finding was consistent with the modality dif-

ferences in the whole-brain results. Larger activity in the LMTG in comprehen-

sion was also found by Humphreys and Gennari (2014), and is likely due to the

fact that the auditory input is processed in superior temporal areas with activity

spreading in the temporal lobe, whereby the LpMTG might be involved in re-

trieval and integration of lexical, syntactic and semantic information, given its

extensive connectivity patterns (Baggio & Hagoort, 2011; Binder, 2017; Turken

& Dronkers, 2011). The clusters showing more activity in production included

not only the LIFG, but also more dorsal areas, extending to the precentral gyrus

and the supplementary motor area. Together with the cerebellar activation,

these latter areas are involved in articulation and motor planning (Basilakos,

Smith, Fillmore, Fridriksson, & Fedorenko, 2018; Price, 2012).

The greater involvement of inferior frontal regions in production than compre-

hension is likely attributable to stronger sentence planning requirements, also

reflected in the stronger effect of constituent size in the LIFG and to a smaller

extent in the LpMTG in production than comprehension. In production, the syn-

tactic structure of sentences needs to be fully and correctly computed in order to

produce a well-formed utterance (Garrett, 1980, 1982; Indefrey, 2018). In com-

prehension, instead, inferring sentence meaning can often be done by retrieving

word meanings and world knowledge, bypassing the need for a full syntactic

analysis of the input (cf. good-enough processing, Ferreira, Bailey, & Ferraro,

2002). For instance, it has been shown that passive or object-relative sentences

are sometimes interpreted in line with world knowledge but not necessarily in

agreement with the syntactic structure (Ferreira, 2003; Flinker et al., 2015).

Therefore, reduced sensitivity to constituent structure in comprehension may

signal reduced syntactic processing in reaching the conceptual interpretation for

these sentences. This fundamental difference between production and compre-

hension on the importance of ‘getting it right’ may also explain the larger engage-

ment of the default mode network in comprehension (in particular, right angular

gyrus, right precuneus, right superior frontal gyrus and right frontal pole). We

speculate that production disengaged the default mode network more than com-

prehension in responding to constituent size, due to the stronger requirements

for accurate sentence planning (Raichle et al., 2001; Raichle & Snyder, 2007).

The interaction effects between constituent size and modality cannot be re-

duced to task differences between modalities and in particular to the absence of

an explicit task in comprehension. On the one hand, the constituent size effect
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in comprehension and the finding of larger comprehension activity in the LMTG

confirm that participants processed the input even in the absence of a task (see

Figure 2.4D). On the other hand, the task requirements in production were very

similar across levels of constituent size: what varied was the linguistic complex-

ity of the output. Differences between modalities may instead show task effects,

including cognitive control differences. However, as mentioned above, produc-

tion is inherently a ‘task’ as opposed to comprehension being more passive also

in naturalistic situations. Task effects thus need not reflect spurious task dif-

ferences due to the current design, but could be related to inherent differences

in cognitive control between production and comprehension. Studies of spon-

taneous production may be able to address to what extent cognitive control is

needed during naturalistic production as opposed to comprehension.

An additional dissociation in the response pattern for production and compre-

hension was found in the BOLD time courses. Production and comprehension

elicited opposite profiles of response latencies in relation with constituent size.

Larger structures were characterized by later peaks in comprehension, confirm-

ing previous evidence suggesting that larger structures take longer to be com-

puted (Pallier et al., 2011). In contrast, larger structures elicited earlier peaks

than smaller structures in production. This was likely due to planning differ-

ences between conditions. Reaction time analyses showed that onset times in-

creased with constituent size, with C2 taking longer than C1, and C4 taking

longer than C2. Since high-level processing can be initiated for the whole clause

before speaking (M. Smith & Wheeldon, 1999), it is likely that more extensive

planning at the message or structural level took place in early stages for the

more complex structures, inducing early peaks in BOLD activity. In contrast, in

the conditions with smaller constituent size the structures to be computed were

smaller and planning may have been in a word-by-word fashion interleaved with

articulation, hence inducing sustained activity with later peaks. Since this was

an exploratory analysis for which the stimuli and the design were not optimized

a priori, future studies will need to clarify whether BOLD peak latencies in pro-

duction are indeed influenced by planning scope and if the inverse relationship

between onset times and production peak latencies holds with different stimuli

and paradigms.

Overall, the current results are striking in showing how production and com-

prehension share resources but modulate them differently. Spatially, frontal and

temporal regions are engaged in both modalities, but to different extents. Tem-

porally, constituent size affects BOLD peak latencies in both modalities but in
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opposite directions. Rather than providing support for a distinction of core pro-

cesses and representations between modalities (Meyer et al., 2016), this un-

balanced sharing of resources reveals a ‘computational asymmetry’ (Matchin &

Hickok, 2020) or ‘directional’ differences (Gambi & Pickering, 2017; Pickering

& Garrod, 2013). In production, linguistic processes map from higher to lower

linguistic levels, i.e. meaning to phonology, and in comprehension from lower to

higher linguistic levels, i.e. phonology to meaning (Pickering & Garrod, 2013).

This directional difference implies that the inputs and outputs of each modal-

ity are opposite in production and comprehension, which results in differences

in recruitment patterns within the shared language network (Indefrey, 2018;

Momma & Phillips, 2018), reflected not only in different regional levels of activ-

ity, but also in timing patterns.

In conclusion, the current results extend the constituent structure effect found

in comprehension (Pallier et al., 2011) to production, and robustly show the in-

volvement of both LpMTG and LIFG in constituent structure building in produc-

tion, helping to clarify the inconsistencies in the previous studies on the neuro-

biology of language production. Additionally, the results confirm that the neural

resources for sentence production and comprehension are largely overlapping,

supporting accounts of shared representations between modalities. Finally, our

results also highlight modality-specific differences in regional and time course

patterns that underline inevitable differences in the requirements of speaking

and listening.
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S2 Supplementary Information

Table S2.1: fMRI whole-brain summary of cluster peak coordinates and statistics
for the main effect of constituent size and conjunction analysis for pro-
duction and comprehension constituent size effects. P values are FWE-
corrected.

Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location

p Size Z x y z

Constituent 0 7656 Inf -48 18 24 LIFG (pars triangularis)

size 7.66 -58 -2 -13 Superior Temporal Gyrus

7.42 -28 28 0 Left Anterior Insula

7.28 -51 20 -6 LIFG (pars orbitalis)

7.28 -51 -14 -8 LMTG

6.79 -51 16 -23 Temporal Pole

6.52 -46 8 37 Left Precentral Gyrus

6.46 -46 -40 -20 Left Inferior Temporal Gyrus

6.41 -26 -77 32 Left Middle Occipital Gyrus

6.32 -44 -57 -16 Left Fusiform Gyrus

6.27 -54 -10 40 Left Postcentral Gyrus

6.21 -61 -57 14 LSTG

6.15 -38 -50 50 Left Inferior Parietal Lobule

6.11 -54 33 14 LIFG (pars triangularis)

5.07 -11 -77 57 Left Superior Parietal Lobule

4.79 -28 0 67 Left Middle Frontal Gyrus

0 1953 Inf 14 -70 -28 Right Cerebellum

6.59 -16 -67 -18 Left Cerebellum

0 642 6.81 -4 8 62 Left Supplementary Motor Area

0 440 6.69 32 30 0 RIFG (pars orbitalis)

5.52 49 18 -13 Right Temporal Pole

0 204 6.12 49 -74 2 Right MTG

0 194 5.72 64 -4 -3 Right STG

4.89 49 -14 -13 Right MTG

0 388 5.69 54 -10 40 Right Precentral Gyrus

5.39 66 -7 14 Right Postcentral Gyrus

0 422 5.64 -8 -82 10 Left Calcarine Sulcus

5.31 9 -72 12 Right Calcarine Sulcus

0 61 5.55 -34 -27 10 Left Heschl’s Gyrus

0 455 5.3 -11 -30 -13 Brainstem

5.08 -14 -2 20 Left Caudate

4.99 -11 -17 10 Thalamus

4.94 6 6 0 Right Caudate

0 707 5.22 29 -80 40 Right Superior Occipital Gyrus

5.07 34 -57 47 Right Angular Gyrus

5.02 19 -60 60 Right Superior Parietal Lobule

0.032 28 5.18 -46 -57 -26 Left Cerebellum

0 98 5.03 36 -22 10 Right Insula

0.001 52 4.69 32 -10 67 Right Superior Frontal Gyrus

0 76 4.68 -31 -12 -6 Left Putamen

0 264 4.53 56 18 32 Right IFG (pars opercularis)

4.41 42 23 22 Right IFG (pars triangularis)

0 67 4.53 -8 58 37 Left Superior Frontal Gyrus

continued . . .
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. . . continued

Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location

p Size Z x y z

Conjunction 0 2757 7.73 -54 -12 -8 LMTG

6.74 -58 16 17 LIFG (pars opercularis)

6.27 -48 18 -18 Left Temporal Pole

6.07 -46 28 -6 LIFG (pars orbitalis)

5.91 -46 -57 20 Left Angular Gyrus

5.58 -56 33 7 LIFG (pars triangularis)

5.38 -41 -42 -23 Left Fusiform Gyrus

4.66 -44 8 30 Left Precentral Gyrus

4.54 -46 -84 4 Left Middle Occipital Gyrus

0 344 7.01 19 -80 -40 Right Cerebellum

0 117 5.47 49 -74 0 Right MTG

0 69 4.7 -6 -80 12 Left Calcarine Sulcus

0 59 4.22 -28 -74 32 Left Middle Occipital Gyrus

3.6 -24 -82 44 Left Superior Parietal Lobule

0.01 37 4.11 -4 8 70 Left Supplementary Motor Area

0.001 58 4.11 12 -74 10 Right Calcarine Sulcus

0.001 57 4.07 36 23 -3 Right Insula

0.001 56 4.05 54 -4 -13 Right STG

Table S2.2: fMRI whole-brain summary of cluster peak coordinates and statistics
for the main effect of modality. P values are FWE-corrected.

Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location

p Size Z x y z

Production > 0 14691 Inf -51 -12 40 Left Postcentral Gyrus

Comprehension Inf 49 -7 30 Right Postcentral Gyrus

Inf 22 -64 -23 Right Cerebellum

Inf -14 -17 4 Left Thalamus

Inf -16 -67 -18 Left Cerebellum

Inf -31 -17 0 Left Putamen

Inf 32 -14 -3 Right Putamen

Inf 14 -17 7 Right Thalamus

7.57 39 6 4 Right Insula

7.41 -34 -12 20 Left Insula

6.54 22 0 17 Right Caudate

6.45 -54 6 44 Left Precentral Gyrus

5.83 14 -62 7 Right Calcarine Sulcus

5.83 -11 -70 7 Left Calcarine Sulcus

5.59 -41 23 0 LIFG (pars triangularis)

4.87 32 -92 -10 Right Inferior Occipital Gyrus

4.79 -54 -54 -16 Left Inferior Temporal Gyrus

4.73 46 -10 57 Right Precentral Gyrus

4.7 34 -57 -16 Right Fusiform Gyrus

4.3 39 8 27 Right IFG (pars opercularis)

4.22 -41 -64 -6 Left Inferior Occipital Gyrus

4.03 -38 40 24 Left Middle Frontal Gyrus

3.91 -14 18 -13 Left Medial Orbital Gyrus

3.8 -31 8 27 LIFG (pars opercularis)

3.78 19 -44 -6 Right Parahippocampal gyrus

3.78 -28 -72 -10 Left Fusiform Gyrus

3.19 -64 -30 34 Left Supramarginal Gyrus

continued . . .
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. . . continued

Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location

p Size Z x y z

0 2087 Inf 4 16 37 Right Middle Cingulate Cortex

Inf 4 0 67 Right Supplementary Motor Area

7.06 -4 10 57 Left Supplementary Motor Area

5.27 -4 -4 40 Left Middle Cingulate Cortex

0 128 7.39 19 -30 64 Right Precentral Gyrus

0 128 6.95 -21 -32 62 Left Postcentral Gyrus

0 109 5.39 -21 -97 -10 Left Inferior Occipital Gyrus

0 517 4.91 -26 -72 44 Left Inferior Parietal Lobule

0.002 53 4.76 62 -34 22 Right Supramarginal Gyrus

0 63 4.02 -58 -44 27 Left Supramarginal Gyrus

0.01 39 3.94 22 -67 50 Right Superior Parietal Lobule

0.029 32 3.87 -41 -87 2 Left Middle Occipital Gyrus

Comprehension 0 1907 Inf 46 -14 2 Right Transverse Temporal Gyrus

>Production 6.43 64 -10 -3 Right STG

6.09 49 -10 -16 Right MTG

5.87 39 -22 14 Right Heschl’s Gyrus

5.8 39 18 -26 Right Superior Temporal Pole

5.38 26 -20 -16 Right Hippocampus

3.8 16 -32 -13 Right Parahippocampal gyrus

0 2110 Inf -46 -14 2 Left Transverse Temporal Gyrus

6.83 -58 -27 12 Left STG

6.39 -54 -62 42 Left Angular Gyrus

6.25 -61 -34 -10 Left MTG

5.07 -41 16 -26 Left Superior Temporal Pole

4.58 -48 -24 -18 Left Inferior Temporal Gyrus

0 615 6.98 -18 -84 -30 Left Cerebellum

0 198 6.83 -18 -17 30 Left Postcentral Gyrus

0 1849 6.68 -1 -44 40 Left Precuneus

5.87 -4 -24 50 Left Paracentral Lobule

5.76 14 -52 37 Right Precuneus

0 525 6.31 42 -32 60 Right Postcentral Gyrus

0 627 6.25 -1 53 -6 Left Medial Frontal Cortex

0 911 6.2 56 -54 40 Right Angular Gyrus

0 119 6.18 9 -47 -46 Right Cerebellum

0 408 6.16 14 -82 -28 Right Cerebellum

0 351 6.02 -36 63 2 Left Lateral Orbital Cortex

0 131 5.55 -26 36 50 Left Middle Frontal Gyrus

0 264 5.44 29 66 10 Right Superior Frontal Cortex

0 250 5.36 42 23 50 Right Middle Frontal Gyrus

0 311 5.31 -36 -40 64 Left Postcentral Gyrus

0 76 5.3 2 38 2 Right Anterior Cingulate Cortex

4.87 -1 28 14 Left Anterior Cingulate Cortex

0 86 4.98 -21 -27 -18 Left Parahippocampal Gyrus

0.029 32 4.1 36 38 -10 Right Lateral Orbital Gyrus
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Table S2.3: fMRI whole-brain summary of cluster peak coordinates and statistics
for the main effect of modality. P values are FWE-corrected.

Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location

p Size Z x y z

Interaction 0 2307 6.41 -51 20 -6 LIFG (pars orbitalis)

Production > 6.35 -51 10 32 Left Precentral Gyrus

Comprehension 5.83 -44 43 2 LIFG (pars triangularis)

5.67 -28 -7 50 Left Middle Frontal Gyrus

5.29 -58 13 12 LIFG (pars opercularis)

0 1108 5.53 -26 -54 42 Left Inferior Parietal Lobule

5.51 -34 -64 57 Left Superior Parietal Lobule

5.49 -26 -74 37 Left Angular Gyrus

4.97 -51 -50 54 Left Supramarginal Gyrus

0 1032 7.74 12 -82 -40 Right Cerebellum

0 388 7.29 -4 16 57 Left Supplementary Motor area

3.98 12 10 50 Right Supplementary Motor Area

0 271 5.52 52 -4 32 Right Postcentral Gyrus

0 783 5.47 -61 -52 10 LMTG

5.37 -56 -67 20 Left Angular Gyrus

4.14 -51 -74 -10 Left Inferior Occipital Gyrus

0 277 5.28 29 -54 42 Right Inferior Parietal Sulcus

4.62 32 -62 62 Right Superior Parietal Lobule

4.16 42 -34 44 Right Supramarginal Gyrus

0 93 4.77 44 8 30 Right Precentral Gyrus

3.72 56 18 32 Right IFG (pars opercularis)

0.001 50 4.74 36 26 2 Right Anterior Insula

0.003 44 4.72 2 -62 -38 Right Cerebellum

0.002 46 4.5 -54 -50 -16 Left Inferior Temporal

0 67 4.36 -11 56 34 Left Superior Frontal Gyrus

3.62 -8 46 47 Left Superior Medial Frontal Gyrus

0 94 4.33 34 -70 34 Right Middle Occipital Gyrus

3.47 26 -72 54 Right Superior Parietal Lobule

0.02 31 4.04 -16 -67 -20 Left Cerebellum

Interaction 0 534 5.57 -38 -24 7 Left Heschl’s Gyrus

Comprehension 4.42 -36 -32 22 Left Posterior Insula

>Production 4.35 -58 -17 7 Left Superior Temporal Gyrus

4.23 -48 8 -10 Left Superior Temporal Pole

0 350 5.57 44 -14 0 Right STG

4.61 36 -24 14 Right Heschl’s Gyrus

0 374 5.51 24 36 42 Right Superior Frontal Gyrus

4.12 42 30 42 Right Middle Frontal Gyrus

0 371 5.27 59 -54 40 Right Inferior Parietal Lobule

4.9 44 -64 32 Right Angular Gyrus

0 168 5.14 66 -17 -6 Right MTG

0.039 27 4.6 14 -27 64 Right Precentral Gyrus

0.001 53 4.59 -31 38 40 Left Middle Frontal Gyrus

0 179 4.56 26 66 4 Right Frontal Pole

3.64 2 63 4 Right Superior Medial Frontal Gyrus

0 100 4.52 9 -44 37 Right Precuneus

0.001 51 4.5 6 -57 24 Right Precuneus

0 70 4.48 9 -24 42 Right Middle Cingulate Gyrus

3.66 9 -37 52 Right Precuneus

0 95 4.06 14 53 0 Right Superior Medial Frontal Gyrus
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3 | Connectivity of the Fronto-temporal Network

in Syntactic Structure Building during

Speaking and Listening

Abstract

The neural infrastructure for sentence production and comprehension has been
found to be mostly shared. The same regions are engaged during speaking and
listening, with some differences in their loading depending on modality. In this
study, we investigated whether modality affects the connectivity between regions
previously found to be involved in syntactic processing across modalities. We
asked how constituent size and modality affected the connectivity of the pars
triangularis of the left inferior frontal gyrus (LIFG) and of the posterior tem-
poral lobe (LPTL) with the pars opercularis of the LIFG, the anterior temporal
lobe (LATL) and the rest of the brain. We found that constituent size reliably
increased the connectivity among and within these frontal and temporal ROIs.
The connectivity between the two LIFG regions and the LPTL was enhanced for
all constituent sizes in both modalities, and it was upregulated in production
possibly because of linearization and motor planning coordination in the frontal
cortex. The connectivity of both seed ROIs with the LATL was lower and only
enhanced for larger constituent sizes, suggesting a contributing role of the LATL
in sentence processing in both modalities. These results thus show that the con-
nectivity among fronto-temporal regions is upregulated for syntactic structure
building in both sentence production and comprehension, providing further evi-
dence to accounts of shared neural resources for sentence-level processing across
modalities.
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3.1 Introduction

In moving away from the classical Broca’s-Wernicke understanding of the neu-

robiology of language, it has become clear that the division of labour between

fronto-temporal regions in processing language fundamentally rests on the con-

nectivity between these and other brain regions (Dick, Bernal, & Tremblay, 2014;

Hagoort & Beckmann, 2019; Hagoort & Indefrey, 2014). Much of the brain’s

volume is constituted by white matter tracts that connect more and less dis-

tant regions to one another. The advance of diffusion tensor imaging (DTI) has

enlarged the understanding of the orientation of white matter fibers and their

terminations, adding to tracing and dissection studies in macaques and post-

mortem brains (Rilling et al., 2008). In parallel, resting-state fMRI has advanced

the understanding of large-scale networks independently of monosynaptic con-

nections (Buckner, Krienen, & Yeo, 2013). However, the effective modulation

of networks by specific linguistic processing has only been studied sporadically,

especially in language production, even though it has the potential to enable a

deeper and broader understanding of how the coupling between brain regions is

related to task-specific language production and comprehension (Friston, 2011;

Hagoort & Beckmann, 2019).

The current understanding of the core white matter pathways that connect

fronto-temporal regions centers on a dorsal and a ventral stream with separate

functions (Dick et al., 2014; Friederici, 2012; Saur et al., 2008; Shekari & Nozari,

2022). The dorsal stream consists of the superior longitudinal fasciculus and the

arcuate fasciculus, which have terminations in the posterior temporal lobe, in-

ferior parietal cortex and posterior frontal cortex. These connections, especially

the temporal projections, have been found to be enlarged in the human brain

compared to the chimpanzee and macaque brains (Rilling et al., 2008; Sier-

powska et al., 2022). These tracts have been suggested to have a role in phono-

logical (Hickok & Poeppel, 2007) and syntactic processing (Friederici, 2012; Pa-

poutsi, Stamatakis, Griffiths, Marslen-Wilson, & Tyler, 2011; Zaccarella, Schell,

& Friederici, 2017). The ventral stream consists of multiple fasciculi (uncinate

fasciculus, extreme capsule, middle longitudinal fasciculus, inferior longitudi-

nal fasciculus and inferior fronto-occipital fasciculus), whose terminations and

functions are still a matter of debate, but there is tentative consensus that they

are involved in semantic processing (Dick et al., 2014; Friederici, 2012; Shekari

& Nozari, 2022).

The functional connectivity between core language regions, which has been

claimed to rely on the white-matter pathways introduced above (e.g. Friederici,
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2011; Glasser & Rilling, 2008; Hagoort, 2014, 2017), has been investigated

with functional neuroimaging studies that identify patterns of correlations be-

tween regions of interest (ROIs) and the rest of the brain (Biswal, Zerrin Yetkin,

Haughton, & Hyde, 1995; Friston, Frith, Frackowiak, & Turner, 1995). Resting-

state fMRI provides an overview of large-scale functional networks that are co-

activated at rest, leading to a measure that is in-between anatomical connectiv-

ity and dynamic (transient) coupling (Buckner et al., 2013). At rest, the inferior

frontal gyrus is functionally connected to parietal and temporal regions in a to-

pographical organization that was suggested to indicate phonological, syntactic

and semantic sub-networks across hemispheres, with the pars opercularis and

the pars triangularis of the left inferior frontal gyrus (LIFGoper and LIFGtri) en-

gaging the largest functional networks (Bulut, 2022; Przeździk, Haak, Beckman,

& Bartsch, 2019; Xiang, Fonteijn, Norris, & Hagoort, 2010). Several regions in

the temporal lobe also have wide co-activation patterns in resting-state fMRI,

with the posterior MTG having the broadest connections to frontal and inferior

parietal regions (Turken & Dronkers, 2011), resulting in a network that is highly

similar to the regions usually found to be activated during language processing

(e.g. Fedorenko, Hsieh, Nieto-Castañón, Whitfield-Gabrieli, & Kanwisher, 2010;

Giglio, Ostarek, Weber, & Hagoort, 2022; Hagoort & Indefrey, 2014; Pallier et

al., 2011; Segaert et al., 2012). The functional coupling of networks in response

to a task is instead studied with task-dependent or effective connectivity in task

fMRI using, for example, psychophysiological interactions (PPI, Friston et al.,

1997). A PPI investigation of language processes could model how the con-

nectivity between frontal and temporal regions is modulated by the effect of a

linguistic stimulus. For example, the connectivity between LIFGoper and the left

posterior temporal lobe (LPTL) was found to increase when resolving ambiguity

in sentence comprehension (Snijders, Petersson, & Hagoort, 2010). Semantic

composition has also been shown to drive increased coupling of LIFGtri, presup-

plementary motor area and posterior angular gyrus in comprehension (Graess-

ner, Zaccarella, & Hartwigsen, 2021).

Connectivity between language critical brain regions thus can be enhanced

by specific linguistic processing during comprehension, but there is a lack of

understanding of how the connectivity between fronto-temporal regions that is

found in resting-state studies and comprehension task connectivity studies is reg-

ulated by language modality (i.e. production and comprehension). One study

found that the LIFGoper was connected to a larger brain network in produc-

tion than comprehension in a competition task involving object-relative clauses
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(Humphreys & Gennari, 2014), suggesting that functionally different networks

may be engaged during production and comprehension. Here, we asked whether

speaking and listening affect the connectivity between fronto-temporal areas in a

task that loaded on syntactic structure building (Chapter 2, Giglio et al., 2022).

In a previous study we found that the production and comprehension of the

same stimuli engaged a similar network, but production elicited a stronger re-

sponse to syntactic complexity, and frontal and temporal areas were engaged

to a different extent in each modality. In particular, in production frontal areas

had a stronger response than in comprehension, while comprehension elicited

stronger responses in the temporal lobe (Giglio et al., 2022).

These regional differences across modalities could be due to production and

comprehension relying on different functional sub-networks of the language sys-

tem. Binder (2017) proposed a coherent temporal network engaged in sentence

comprehension, centered in the posterior MTG for integration, that is supported

by the extensive connectivity of the pMTG to other language-relevant regions

relative to other temporal regions (Turken & Dronkers, 2011). This network

could be functionally less engaged in production, as the final goal is to pro-

duce a motor output, after linearizing and articulating, which rely on frontal re-

gions (Hickok & Poeppel, 2007; Kearney & Guenther, 2019; Matchin & Hickok,

2020). While the involvement of inferior frontal regions in production is gener-

ally agreed upon, with some debate on their specific function (Matchin & Hickok,

2020), their role in comprehension is not settled. Proposals on the function of

the LIFG in linguistic processing range from unification (independent of lan-

guage modality, Hagoort, 2005, 2013) and phrase-structure building (unspeci-

fied for modality, Zaccarella, Meyer, et al., 2017; Zaccarella, Schell, & Friederici,

2017), to linearization (only in production, Matchin & Hickok, 2020) and work-

ing memory or top-down prediction in comprehension (Matchin et al., 2017;

Matchin & Hickok, 2020). Coordination with inferior frontal regions for ar-

ticulation and motor planning is nevertheless needed in production (Kearney

& Guenther, 2019; Price, 2010), indicating a potentially stronger coupling be-

tween temporal and frontal regions during speaking than listening. It is unclear

whether fronto-temporal coupling would be modulated differently by syntactic

processing in each modality.

In the current study, we directly addressed the question whether the connec-

tivity of temporal and frontal regions previously found to be involved in linguistic

processing (Chapter 2) differs between production and comprehension. To this

end, we conducted a task-dependent connectivity analysis using generalized PPI
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(gPPI, McLaren, Ries, Xu, & Johnson, 2012) on a dataset that was previously

collected to identify the linguistic network responsive to syntactic complexity in

production and comprehension (Giglio et al., 2022). We focused on the con-

nectivity of two seed regions of interest, LIFGtri and LPTL, that were previously

found to be involved in syntactic processing in both modalities (Chapter 4, Giglio

et al., 2022; Matchin & Hickok, 2020). We chose LIFGtri due to its greater in-

volvement relative to LIFGoper in phrase-structure building in a recent study

of spontaneous production (Chapter 4). In addition, LIFGoper was found to

connect to other areas of the brain more broadly, which could suggest a lack of

specificity for linguistic processing in its connectivity pattern and involvement in

more general control and executive processes (Bornkessel-Schlesewsky & Schle-

sewsky, 2013; Fedorenko, Duncan, & Kanwisher, 2012; Humphreys & Gennari,

2014). We investigated the connectivity of seed regions LIFGtri and LPTL with

two target ROIs, LIFGoper and LATL. To reduce individual variability, we fo-

cused on voxels that were responsive to constituent size in the previous study,

and investigated how connectivity patterns from LIFGtri and LPTL to LATL and

LIFGoper were affected by modality and syntactic complexity. We additionally

tested for connectivity changes at the whole-brain level as a function of modality

and complexity.

3.2 Methods

Participants

The analysis run in the current study was based on the data collected for a

previous study (Chapter 2, Giglio et al., 2022). Forty-six right-handed native

Dutch speakers participated in the study after giving written informed con-

sent (28 females, mean = 23.8 years, range 19-35 years). The study was ap-

proved by the ethical committee for human research Region Arnhem-Nijmegen

(CMO2014/288). Participants reported having no language-related disorders

and normal or corrected-to-normal vision and hearing. Six participants were

excluded due to technical problems during preprocessing (n = 1); failing to

complete the experiment leading to too little data (n = 2); and motion artefacts

(n = 3). Forty participants remained for the analysis.
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Materials

The materials consisted of word sequences organized in three levels of con-

stituent structure (C1, C2, C4), with 80 trials per conditions. In C1, two verbs

had to be produced in infinitival form, followed by two content words preceded

by their determiner, leading to four constituents of one content word (C1: “klap-

pen, slapen, de jongen, het meisje”, meaning “to clap, to sleep, the boy, the

girl”). C2 consisted of two intransitive sentences composed of a subject and its

verb, forming two constituents with two content words (C2: “de jongen slaapt,

het meisje praat”, “the boy sleeps, the girl talks”). In C4, the second clause was

embedded in the main clause with a complementizer phrase, leading to one sen-

tence formed by four content words (C4: “de jongen hoort dat het meisje klapt”,

“the boy hears that the girl claps”). The three conditions thus consisted of the

same number of content words but differed in their constituent structure. The

verbs were presented in root form (e.g. “klap”, “slaap”) and had to be inflected

in all conditions. The verbs partly differed between conditions, since verbs al-

lowing for a complementizer phrase (CP-verbs) are often not used in intransitive

form. We selected 20 CP-verbs for the C4 condition, and repeated each 4 times

in the C4 condition and 4 times in the C1 condition. We also selected 40 in-

transitive verbs, that were repeated 4 times in the C2 condition, twice in C2 and

twice in C1. The CP-verbs and the intransitive verbs were matched in frequency

(mean ± std: INT-verbs = 1.38 ± 0.88, CP-verbs = 1.46 ± 0.77, t = 0.59, p =
0.56) (Keuleers et al., 2010) with SUBTLEX-NL, and concreteness (mean ± std:

INT-verbs= 3.26 ± 0.67, CP-verbs= 3.21 ± 0.47, t = 0.27, p= 0.79) (Brysbaert

et al., 2014). There was also a filler condition to avoid too many verb repeti-

tions, that used 80 transitive verbs used only once (“de man helpt de vrouw”,

“the man helps the woman”). The nouns used in the sentences were always “the

boy”, “the girl”, “the man”, “the woman” (“de jongen”, “het meisje”, “de man”,

“de vrouw”).

The sentences were elicited by showing pictures for the nouns and written

verbs (Fig. 2.1 in Chapter 2). The configuration of boxes around the verbs and

pictures indicated the structure that had to be used by showing which elements

should be combined in a sentence. In C1, four boxes indicated the production

of four separate items (i.e. word sequences). In C2, two boxes surrounded one

verb and one noun each, to form two sentences including two items. In C4 and

for fillers, one box surrounded all items to form one sentence that included all

the items. Participants had no problems producing the correct output (mean ac-
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curacy was above 90% for all conditions, see Chapter 2 for behavioural analysis

and results, Giglio et al., 2022).

Experimental Procedure

First, there was a short behavioural practice session where participants read in-

structions for the task and practiced producing the sentences. The experimenter

gave feedback to ensure correct understanding of the task. After the practice

session, the fMRI experiment started. The experiment consisted of 8 production

runs interleaved by 4 comprehension runs, with a comprehension run always

following two production runs. Each run included 40 trials and lasted approxi-

mately 5 minutes. Each trial began with a fixation cross for 800 ms, followed by

a 5 second presentation of the picture screen, during which participants were in-

structed to produce or listen to the same materials. The trial ended with a blank

screen for 200 ms. Trial onset was jittered by 0-7500 ms (mean 1500 ms) based

on design optimization for contrast effect detection (optseq2, Dale, 1999). In the

comprehension runs, participants listened to recorded stimuli, which were pre-

sented 1 second after picture onset and lasted a maximum of 4 seconds (mean

duration (in seconds): C1 = 3.14, C2 = 2.46, C4 = 2.46, Fillers = 1.79).

fMRI acquisition and preprocessing

MR data were acquired in a 3T MAGNETOM PrismaFit MR scanner (Siemens

AG, Healthcare Sector, Erlangen, Germany) using a 32-channel head coil.

We collected a T1-weighted MRI scan for anatomical reference and several

fMRI runs. The T1-weighted scan was acquired in the sagittal orientation us-

ing a 3D MPRAGE sequence with the following parameters: repetition time

(TR)/inversion time (TI) 2300/1100 ms, echo time (TE) 3 ms, 8° flip angle,

field of view (FOV) 256 mm × 216 mm × 176 mm and a 1 mm isotropic res-

olution. Parallel imaging (iPAT = 2) was used to accelerate the acquisition re-

sulting in an acquisition time of 5 minutes and 21 seconds. Whole-brain func-

tional images were acquired using a multi-band (accelerator factor of 3) multi-

echo T2*-weighted sequence with the following parameters: TR 1500 ms, TEs

13.4/34.8/56.2, flip angle 75°, FOV 84 mm x 84 mm x 64 mm, voxel size 2.5 mm

isotropic. Fieldmap images were also acquired to correct for distortions along

the phase-encoding axis. We acquired 12 fMRI runs per participant.

Preprocessing was performed using fMRIPrep 1.2.6-1 (for explicit details

on fMRIPrep pipelines, see Chapter 2; Esteban, Blair, et al., 2018; Esteban,
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Markiewicz, et al., 2018; Giglio et al., 2022). Each brain was spatially nor-

malised to the ICBM 152 Nonlinear Asymmetrical template version 2009c. Sus-

ceptibility distortion correction was performed on all BOLD runs, which were

slice-time corrected. Motion artifacts were estimated with ICA-AROMA (Pruim

et al., 2015), whose noise regressors were later added to the first-level design

matrix, together with head-motion parameters, framewise displacement, DVARS

(Power et al., 2014), and anatomical component-based noise correction (aCom-

pCor, Behzadi et al., 2007).

fMRI connectivity analysis

Seed ROI selection

Two seed regions were selected for the connectivity analysis. These were the

pars triangularis of the LIFG and a region within the left posterior temporal lobe

(Fig. 3.1). For the LIFGtri ROI, we used an anatomical mask of the LIFGtri based

on the Harvard Oxford cortical atlas (Desikan et al., 2006). For the LPTL ROI,

we used a mask based of the posterior temporal part of the group conjunction

effect of constituent size in production and comprehension in Chapter 2, since

that region overlapped with the posterior MTG, the posterior STS and the pos-

terior STG. We selected posterior voxels by selecting those that were posterior

to Heschl’s gyrus, according to the Harvard Oxford cortical atlas. For both ROI

masks, we then extracted voxels with t values > 2 at the subject level for the

main effect of constituent size based on Giglio et al. (2022), thus focusing on

voxels that were found to respond to constituent size independent of modality

in each subject.

Whole-brain gPPI analysis

A generalized psycholophysiological interaction analysis (McLaren et al., 2012)

was conducted in AFNI (version 22.1.09; Cox, 1996) to assess connectivity be-

tween regions as a function of constituent size and modality. The procedure

was as follows. First, we extracted the detrended timeseries for each seed ROI

with AFNI programs 3dmaskave and 3dDetrend. The seed time series was then

upsampled by a factor of 6 (0.25 TR) and deconvolved with 3dTfitter to calcu-

late the neuronal response. The interaction timeseries were then obtained by

masking the neuronal response time-course with a condition mask from each

experimental condition. Condition masks had the value of 1 when a condition

was present and 0 when a condition was absent. Interaction terms thus calcu-
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lated for each condition were then convolved with the haemodynamic response

function originally used in the first-level model, and then downsampled back to

the original TR.

The interaction timeseries for each run, condition and modality and the seed

timeseries were then included as additional regressors in the first-level design

matrix (which was otherwise identical to the design matrix in Chapter 2). Two

parallel analyses were run for the interaction timeseries extracted from each

seed ROI (LIFGtri and LPTL). The preprocessed BOLD images in MNI standard

space were smoothed with 4 mm FWHM Gaussian kernel in SPM12 (version

7771, Penny, Friston, Ashburner, Kiebel, & Nichols, 2011) in Matlab2021a. The

first-level design matrix included for each run as condition regressors the inter-

action timeseries of each condition and the seed timeseries of one ROI, correct

trials for each of the four conditions, incorrect trials, the temporal derivative of

each condition and parametric modulations of speech onset times (incorrect tri-

als and parametric modulations were absent in the comprehension runs). Trial

onset was picture onset time, and trial duration was the time from picture on-

set until speech offset. As nuisance regressors we included DVARS, framewise

displacement, 6 aCompCor parameters, 6 motion parameters and the AROMA

noise components. Following parameter estimation, we extracted contrast im-

ages for each participant for the functional connectivity from each seed ROI

independent of conditions, as well as for the main effect of constituent size of

the interaction regressors (with weights [-4 -1 5] based on the constituent size

of the conditions), main effect of modality (production vs. comprehension) and

the interaction between constituent size and modality. The contrast images were

then tested at the group level with one-sample T-tests following Henson (2015),

with voxel-level threshold at p = 0.001 uncorrected, and a p = 0.05 family-wise

error correction as a cluster threshold.

ROI gPPI analysis

In the ROI gPPI analysis, we assessed connectivity seeding from the LIFGtri and

the LPTL and targeting the pars opercularis of the LIFG and the anterior temporal

lobe (ATL), which were found to respond to constituent size in Chapter 2 (Giglio

et al., 2022). We also tested the connectivity between the seed ROIs. A similar

procedure was used to identify the target ROIs as was used for the identification

of the seed ROIs. First, we selected masks for the LIFGoper and the LATL. For

LIFGoper, we used a mask of the pars opercularis based on the Harvard Oxford

cortical atlas. For the LATL, we used the voxels anterior to Heschl’s gyrus in the
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conjunction effect of constituent size cluster in the temporal lobe at the group

level based on Chapter 2 (Giglio et al., 2022). The ROIs were then restricted to

include only those voxels that had a t value> 2 for the main effect of constituent

size in each participant in each of these masks.

We then extracted mean beta values per participant for the interaction re-

gressors for each condition and modality using MarsBar (Brett et al., 2002) in

SPM12. We extracted the mean beta values in LIFGoper, LATL and LPTL for the

LIFGtri interaction regressors; and the mean beta values in LIFGoper, LIFGtri and

LATL for the LPTL interaction regressors. The beta weights were then compared

with two separate mixed-effects models in R (version 4.0.3) for each seed ROI

using lme4 (version 1.1-26, Bates et al., 2015). We used a linear contrast with

weights [-4 -1 5] for constituent size. For modality, we used deviation coding.

We used Helmert coding for the ROI factor, contrasting the ROIs by lobes and

within lobes (i.e. for the LIFGtri model, we contrasted LIFGoper to the LATL

and LPTL, and the two temporal regions to each other; for the LPTL model, we

contrasted the LATL to the LIFG ROIs, and LIFGoper and LIFGtri to each other).

We added by-participant random slopes for the interaction for ROI and modal-

ity and for the main effect of constituent size. We computed the contribution

of factors using car (version 3.1-0, Fox et al., 2021), and pairwise comparisons

with emmeans (version 1.7.5, Lenth et al., 2022).

3.3 Results

ROI results

First, we focused on the connectivity between the two seed ROIs, LIFGtri and

LPTL, and two target ROIs, LIFGoper and LATL (Fig. 3.1). Note that because

the analysis included two seed ROIs, p values below 0.025 are significant (Bon-

ferroni corrected), but we report uncorrected p values for completeness. The

model of the seed LIFGtri region connectivity with LATL, LIFGoper and LPTL in-

dicated a significant main effect of ROI (β = 0.0018, SE = 0.0002, t = 7.37, χ2

= 56.4, p < 0.0001), of constituent size (β = 0.0002, SE = 0.00005, t = 3.69,

χ2 = 13.6, p < 0.0003) and a trend for an interaction between modality, ROI

and constituent size (β = 0.00006, SE = 0.00003, t = 1.8, p = 0.072, p cor-

rected = 0.146). Pairwise comparisons for the main effect of ROI indicated that

the connectivity between LIFGtri and LATL was significantly lower than the con-

nectivity of the LIFGtri with LIFGoper and LPTL (LIFGoper - LATL, LPTL - LATL:
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estimates > 0.0037, SE < 0.0007, t > 5.6, p < 0.0001). The constituent size ef-

fect was present overall, but it was reduced with LIFGoper in comprehension, as

indicated by the interaction. The slope for constituent size was marginally more

positive in production than comprehension in LIFGoper (production – compre-

hension: estimate = 0.00034, SE = 0.00016, t = 2.08, p = 0.038, p corrected

= 0.076), but did not differ in the other ROIs. Therefore, constituent size was

related to an increase in the connectivity of the LIFGtri with all ROIs in both

modalities. The connectivity between LIFGtri, LIFGoper and LPTL was higher

than between LIFGtri and LATL.

The model for the seed LPTL region connectivity with LATL, LIFGoper and

LIFGtri showed a similar pattern (Fig. 3.1B). There was a significant main effect

of constituent size (β = 0.00014, SE = 0.00005, t = 2.6, χ2 = 6.9, p = 0.008),

of modality (β = 0.0011, SE = 0.0003, t = 3.29, χ2 = 6.8, p = 0.009) and ROI

(β= 0.0023, SE= 0.00025, t= 9.3, χ2 = 86.9, p< 0.0001). Again, the connec-

tivity of the LPTL with the LATL was significantly lower than with LIFGoper and

LIFGtri (LIFGoper – LATL, LIFGtri – LATL: estimates > 0.0063, SE < 0.00083, t

> 8.3, p < 0.0001). The connectivity with LIFGoper was also marginally larger

than with LIFGtri (LIFGoper – LIFGtri: estimate > 0.0012, SE < 0.00048, t >
2.4, p < 0.055, p corrected = 0.11). There was also a marginally significant

interaction between modality and ROI (β = 0.00039, SE = 0.00019, t = 2.02,

p = 0.048, p corrected = 0.096). Pairwise comparisons indicated that connec-

tivity was significantly higher in production than comprehension with LIFGoper

and LIFGtri (production – comprehension: estimates > 0.0028, SE = 0.001,

t > 2.73, p < 0.0095, p corrected < 0.019), but not with the LATL (produc-

tion – comprehension: estimate = 0.0006, SE = 0.0007, t > 0.98, p = 0.33).

Therefore, the connectivity of the LPTL with all ROIs increased with constituent

size, and was higher with the LIFG ROIs than with the LATL. In addition, the

connectivity between LPTL and LIFG ROIs was higher in production relative to

comprehension.

The ROI results thus indicate that the connectivity between and within frontal

and temporal regions increased as a function of sentence processing. However,

especially in the LPTL connectivity, the constituent size effect did not always

seem linear upon inspection. Therefore, we explored whether a quadratic effect

would better model the data. We ran the same models for the connectivity of

the LPTL and the LIFGtri but now the contrast for constituent size included both

a linear and a quadratic term. The connectivity of the LIFGtri in response to

constituent size was significantly linear (β = 0.0014, SE = 0.0003, t = 4.1, p =



68 3 Functional connectivity in production and comprehension

0.0001) but not quadratic (β = 0.0005, SE = 0.0004, t = -1.5, p = 0.13). The

connectivity of the LPTL in response to constituent size instead was significantly

linear (β = 0.0011, SE = 0.0004, t = 2.98, p = 0.0048) as well as quadratic (β

= 0.0013, SE = 0.00005, t = -2.6, p = 0.012), but neither contrast interacted

with modality or ROI. Therefore, although the effect is not as consistently linear

as it was in Chapter 2, it is also not reliably quadratic in the connectivity with

any ROI.

The results additionally showed that the LIFG and the LPTL form a stronger

network that seems to connect with the LATL only for the sentence conditions

(C2 and C4). Finally, the connectivity within the temporal lobe was not affected

by modality, but the connectivity between LPTL and frontal regions, and less

robustly within frontal regions, was increased during production. It should be

noted that the increased connectivity between LPTL and LIFG in production was

only found with LPTL as seed region, but not when LIFGtri was seed region as

noted above. As gPPI does not allow for directed inferences, it is presently un-

clear what significance this result has for the description of this network. For

example, the results might be explained by a network configuration where LIF-

Goper functions as an intermediate region between LPTL and LIFGtri, but po-

tential explanations for this asymmetry cannot be adjudicated by the current

experiment or analysis.

Figure 3.1: ROI gPPI results. Average beta estimates per condition, modality and
ROI from seed ROI LIFGtri in A and LPTL in B. C and D show the
regions used for ROI analysis, with the seed ROIs in outline. Red
is LIFGtri, yellow is LIFGoper, dark blue is LPTL, light blue is LATL.
Error bars represent standard error of the mean. * indicates p< 0.05,
. indicates p < 0.1.
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Whole-brain results

In addition to investigating the connectivity between regions in the frontal and

temporal lobes, we investigated the connectivity of the LIFGtri and the LPTL with

other areas of the brain. First, we inspected the functional connectivity of the

LIFGtri independently of task effects (Fig. 3.2A, Table 3.1). We found the LIFGtri

timeseries to be correlated with activity in the superior left and less strongly right

IFGoper, with the posterior MTG bilaterally and with a cluster in the left inferior

temporal gyrus, with the left inferior and superior parietal lobules and with the

left supplementary motor cortex. These were all regions co-activated with the

LIFG in the main effect of constituent size in Giglio et al. (2022, Chapter 2).

The left PTL was found to be correlated in activity with a large cluster in

LIFGtri, LIFGoper and precentral gyrus, that also extended bilaterally, with the

supplementary motor cortex, with the inferior and superior parietal lobules bi-

laterally (Fig. 3.2B). It also connected with a corresponding right posterior MTG

cluster and with smaller clusters in the left posterior temporal lobe. There were

also a few smaller clusters in left precuneus, mid cingulate cortex, left caudate

and bilateral thalamus. Again, this network was partly overlapping with the

constituent size network.

Figure 3.2: Whole brain task independent functional connectivity. Connectivity
from LIFGtri seed in A in warm colors, and LPTL seed in B in cold
colors. Seed ROIs are in outlined in red (LIFGtri) and blue (LPTL).
Clusters are thresholded at p < 0.05 FWE-corrected.

We then assessed connectivity as a function of modality and constituent size.

We found a main effect of modality for the LIFGtri seed, showing increased con-

nectivity in comprehension over production to the left and right precentral to

postcentral gyri (Fig. 3.3A). The LPTL seed instead was more strongly con-
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nected to the posterior occipital cortex in comprehension than in production

(Fig. 3.3C). These comprehension effects seem to suggest task-related effects,

possibly related to visual processing of the pictures.

The LPTL also had increased connectivity to a small cluster in the LIFGtri

in production compared to comprehension, indicating that the temporal-frontal

connectivity was upregulated during production, as already indicated by the ROI

results (Fig. 3.3B). There was also increased connectivity to a right-lateralised

cluster in the superior temporal cortex, possibly indicating monitoring needs in

production (Kearney & Guenther, 2019). There were no significant clusters for

the main effect of constituent size or for the interaction between constituent size

and modality.

Figure 3.3: Whole brain results for the main effect of modality. From seed LIFGtri
in A (on inflated brain to show extent of clusters) and seed LPTL in
B and C. Seed regions are shown in outline in red and blue, while
significant clusters (thresholded at p < 0.05 FWE-corrected) are col-
ored in warm colors for production > comprehension effects, and in
cold colors for comprehension > production effects.

3.4 Discussion

We analysed task-based functional connectivity among regions of the fronto-

temporal language network to obtain further insight into the coupling of regions

involved in linguistic processing as a function of modality. We investigated the

connectivity of seed region LIFGtri with target regions LIFGoper and two tem-

poral clusters, and to the whole-brain. We also investigated the connectivity of

the left posterior temporal cluster with the anterior temporal cluster and the two
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Table 3.1: fMRI whole-brain summary of cluster peak coordinates and statistics.
P values below 0.025 are significant after correcting for multiple tests
(from two seed ROIs), but all peaks are shown for completeness. P values
are FWE-corrected.

Seed ROI Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location
p Size t x y z

LIFGtri Functional 0 85 6.07 -56 -57 44 L Inferior Parietal Lobule
Connectivity 0 84 5.79 -4 18 54 L Supplementary Motor Area

0 207 5.5 -41 8 22 LIFGoper
0 55 5.37 59 -40 0 RMTG
0 161 5.25 -34 -64 44 L Superior Parietal Lobule
0 150 5.05 -66 -50 -8 LMTG

0.041 25 4.66 32 -67 44 R Angular Gyrus
0 55 4.47 54 20 27 RIFGtri
0 52 4.42 -28 -74 30 L Middle Occipital Gyrus

LPTL Functional 0 953 7.41 -38 6 24 LIFGoper
Connectivity 0 121 6.58 66 -42 -3 RMTG

0 293 6.51 29 -54 44 R Angular Gyrus
0 248 6.23 -4 23 62 L Supplementary Motor Area
0 372 6.19 -31 -47 37 L Inferior Parietal

0.037 26 5.86 2 -12 -8 Thalamus
0 97 5.85 -58 -57 -10 L Inferior Temporal Gyrus
0 456 5.76 44 23 24 RIFGtri

0.003 41 5.61 14 -14 10 R Thalamus
0 61 5.05 2 -32 30 R Mid Cingulate Cortex

0.005 37 4.96 -14 -2 17 L Caudate
0.005 38 4.96 -11 -10 10 L Thalamus
0.001 46 4.85 -66 -47 4 LMTG

0 71 4.67 -51 -44 47 L Inferior Parietal
0.031 27 4.67 32 26 -3 R Insula
0.045 25 4.34 -54 30 20 LIFGtri
0.018 30 4.23 -4 -72 42 L Precuneus
0.045 25 4.19 39 -72 -13 R Inferior Occipital Cortex
0.026 28 3.9 54 -44 10 RMTG

LIFGtri Comprehension 0 83 4.67 54 -7 30 R Postcentral Gyrus
- Production 0 64 4.62 -48 -10 37 L Precentral Gyrus

LPTL Comprehension 0 55 5.07 -6 -100 12 L Occipital Pole
>Production

LPTL Production > 0.006 37 5.49 -44 50 12 L Anterior Middle Frontal Gyrus
Comprehension 0.006 37 4.61 62 -12 7 RSTG

0.035 27 4.58 -28 8 62 L Posterior Middle Frontal Gyrus

LIFG regions. All of these regions were previously found to be modulated by con-

stituent size during production as well as comprehension (Giglio et al., 2022).

We found that the functional connectivity among these regions was enhanced for

larger syntactic constituents. In addition, the connectivity between the posterior

temporal lobe and the inferior frontal gyrus was enhanced in production rela-

tive to comprehension. The anterior temporal cluster, while showing enhanced

connectivity to LPTL and LIFGtri for the sentence conditions, was relatively less

coupled to the LPTL and LIFGtri than they were connected to each other and to

the LIFGoper.
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The connectivity between the LPTL and the LIFG was upregulated with larger

constituent size and in production over comprehension, and it was greater than

the connectivity between either region and the LATL. This result highlights a

dorsal network that is functionally connected in both modalities as a function of

constituent structure building. The connectivity within the dorsal stream thus

increases with larger constituents in both production and comprehension. These

regions are connected via the dorsal stream through the arcuate fasciculus (Dick

et al., 2014; Friederici, 2012), that is found to mature in the developing brain in

relation with syntactic abilities (Skeide, Brauer, & Friederici, 2016). In addition,

the functional coupling between LIFG and LPTL has been found to be critical

for syntactic and compositional processing (den Ouden et al., 2012; Griffiths,

Marslen-Wilson, Stamatakis, & Tyler, 2013; Sharoh, Ruijters, Weber, Norris, &

Hagoort, submitted). When disrupted in patients, it was seen to lead to syntac-

tic impairments (Papoutsi et al., 2011). These results thus show that the func-

tional network for generating and parsing constituents of increasing complexity

is common between production and comprehension.

Our results are agnostic as to the origin and direction of the connectivity be-

tween these areas. One study that used dynamic causal modelling to generate

predictions about the directionality of connections in comprehension found evi-

dence for a model where the LIFG was the driving input in the connectivity with

the LPTL, and syntactic complexity modulated the connectivity in this direction

(den Ouden et al., 2012). Another fMRI study instead found that sentence com-

plexity in comprehension drove an increase in the LPTL earlier than in the LIFG

(Uddén et al., 2022). In MEG the connectivity between fronto-temporal regions

was found to be driven by outflow from middle temporal regions, with frontal re-

gions receiving input and sending output to other frontal regions (Hultén, Schof-

felen, Uddén, Lam, & Hagoort, 2019; Schoffelen et al., 2017). Another MEG

study found that in verb-object compositionality the LMTG affected responses

in LIFG, which in turn connected back to LMTG (Lyu et al., 2019), highlighting

bidirectional connectivity. These findings thus are consistent with the hypothe-

sis that the LPTL and LIFG interact in a dynamically reverberating network that

supports the integration of memory and unification components of language pro-

cessing following the MUC model (Baggio & Hagoort, 2011; Hagoort, 2013).

Our results, therefore, add to the growing literature on the interconnectivity of

frontal and temporal regions by extending the evidence to sentence production.

As the current gPPI analysis does not allow for directionality inferences, it is left

open whether modality would affect the directionality of interactions. Based on



3 Functional connectivity in production and comprehension 73

the different input/outputs and goals and requirements of production and com-

prehension (Gambi & Pickering, 2017; Momma & Phillips, 2018), there could be

differences in the interaction dynamics between modalities, but they may nev-

ertheless be too fast to be detectable in fMRI if the network is as dynamically

reverberating as suggested (Lyu et al., 2019).

The connectivity between the posterior temporal lobe and the inferior frontal

gyrus was increased in production relative to comprehension. This enhanced

coupling in production highlights an effect of modality in the connectivity of

these core language regions. Interestingly, this modality effect complements the

modality asymmetry found in Chapter 2, where the LIFG was more active in pro-

duction than comprehension, while the LPTL was more active in comprehension.

The modality activation imbalance is thus potentially related to the modality-

affected coupling between posterior temporal and inferior frontal regions. In

fact, the increased connectivity in production may upregulate the engagement

of the LIFG. It is important to note that the lack of an interaction between modal-

ity and constituent size indicates that the modality effect in LIFG-LPTL connec-

tivity was not related to the complexity of syntactic processing. Rather, it may

reflect production-specific computations, such as coordination of sequences for

phonetic encoding and articulation (Hickok & Poeppel, 2007). Sentence pro-

duction ends with a motor output that is coordinated by premotor regions in the

frontal cortex and may rely on inferior frontal regions for linearization, while

comprehension, especially in the current design, does not culminate in an ac-

tion (Kearney & Guenther, 2019; Matchin & Hickok, 2020; Ries et al., 2019).

This functional production network seems to further rely on the enhanced con-

nectivity between LIFGtri and LIFGoper in the production of larger constituents,

possibly suggesting the stronger need to coordinate a sentence-level linked ar-

ticulatory plan (Basilakos et al., 2018; Flinker et al., 2015; Hickok & Poeppel,

2007).

It was remarkable that, independently of modality, the LATL was less coupled

to the LPTL-LIFG network, while being similarly sensitive to constituent size as

the other regions. This region is connected to the LIFG via the ventral stream,

thought to be involved in semantic processing, distinct from the dorsal stream

involved in phonological and syntactic processing (Dick et al., 2014; Friederici,

2012; Hickok & Poeppel, 2007). The reduced connectivity with posterior regions

may thus reflect its being part of not only a different anatomical but also func-

tional network. However, its connectivity was enhanced for larger constituents

in this region, which suggests that it was nevertheless involved in the large net-
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work engaged for language processing in this experiment (that also included

parietal and middle frontal regions). The increased response and connectiv-

ity of the LATL cluster for larger constituents could be due to its involvement in

the access of phrase-structure templates (Friederici, 2012), or in larger semantic

composition needs for larger sentences (Bornkessel-Schlesewsky & Schlesewsky,

2013; Hickok & Poeppel, 2007; Matchin & Hickok, 2020; Pylkkänen, 2020).

The constituent size effect, though reliable in the ROI analysis, did not surface

at the whole-brain level. Inspection of the slopes for the response to constituent

size suggests that the lack of change in connectivity at the whole-brain level

could be due to the effect not always being linear. The finding of a quadratic

as well as a linear response to constituent size in the connectivity seeding from

the LPTL supports this interpretation. In fact, in some ROIs the constituent size

effect somewhat decreased after C2, suggesting that rather than being sensitive

to constituent size itself, the connectivity may be enhanced with sentences (C2

and C4) relative to word lists (C1), again indicating that functional connectiv-

ity increases with the interaction of memory and unification (Hagoort, 2014),

but not necessarily as a function of increasing syntactic complexity. Since the

shape of the connectivity in response to constituent size was not reliably differ-

ent between ROIs, it is presently unclear whether the linear and quadratic effects

reflect distinct features of the connectivity between fronto-temporal regions.

The whole-brain results for modality were partly surprising, identifying a net-

work for comprehension that was not expected a priori. In fact, the increased

connectivity in comprehension of the LIFGtri with a bilateral cluster bordering

the central sulcus, and the connectivity of the LPTL with an occipital cluster

seemed to be related to task-specific effects rather than higher-level linguis-

tic processing. The greater connectivity between LIFGtri and precentral gyrus

would rather be expected during production, where motor plans need to be pre-

pared. However, it is possible that the reduced connectivity in production may

be due to motor plans being part of a more complex network, which reduces

the direct correlation between anterior parts of the LIFG and precentral cortex,

where LIFGoper acts as an intermediate region (Flinker et al., 2015; Hickok &

Poeppel, 2007; Kearney & Guenther, 2019). Indeed, articulation is thought to

depend on the interaction between more posterior regions of LIFG, such as LIF-

Goper, and motor cortex (Hickok & Poeppel, 2007). An intracranial EEG study

on object naming found negative correlations between LIFGtri and a region of

the motor cortex prior to articulation (Conner, Kadipasaoglu, Shouval, Hickok,

& Tandon, 2019). It is thus possible that in the current study a positive interac-
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tion between LIFGoper and the motor cortex during production co-occured with

a negative interaction between motor cortex and LIFGtri. This negative corre-

lation in production may have then manifested as a positive interaction during

comprehension.

Similarly, the increased temporo-occipital connectivity in comprehension found

in the whole-brain analysis was not anticipated on the basis of the linguistic ma-

nipulations used in this experiment. It might be due to there being sustained

attention on the visual input during comprehension compared to production, be-

cause of lower-level task demands, such as matching auditory input with visual

input. This direct connectivity may have been reduced in production again due

to a more complex network being involved in producing the sentence. Visual and

linguistic information may have been integrated in the ventro-occipitotemporal

cortex for reading in production (Sharoh et al., 2019), but not in comprehension

where reading was not necessary for the task.

In summary, we found a dynamic posterior temporal – inferior frontal network

to be upregulated for syntactic structure building in both production and com-

prehension, suggesting similar dynamics of sentence processing in both modali-

ties and reiterating the importance of the dorsal stream for syntactic processing.

This posterior temporal – inferior frontal connectivity was upregulated in pro-

duction possibly due to production-specific linearization and articulatory needs.

A mid-anterior temporal cluster was also upregulated for constituent structure

building but it was functionally less co-activated with the posterior temporal lobe

and the inferior frontal gyrus.
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4 | Diverging Neural Dynamics for Syntactic

Structure Building in Naturalistic Speaking

and Listening1

Abstract

The neural correlates of sentence production have been mostly studied with con-
straining task paradigms that introduce artificial task effects. In this study, we
aimed to gain a better understanding of syntactic processing in spontaneous pro-
duction vs. naturalistic comprehension. We extracted word-by-word metrics of
phrase-structure building with top-down and bottom-up parsers that make dif-
ferent hypotheses about the timing of structure building. In comprehension,
structure building proceeded in an integratory fashion and led to an increase in
activity in posterior temporal and inferior frontal areas. In production, structure
building was anticipatory and predicted an increase in activity in the inferior
frontal gyrus. Newly developed production-specific parsers highlighted the an-
ticipatory and incremental nature of structure building in production, which was
confirmed by a converging analysis of the pausing patterns in speech. Overall,
the results showed that the unfolding of syntactic processing diverges between
speaking and listening.

1This chapter also appears in Giglio, L., Ostarek, M., Sharoh, D., & Hagoort, P. (2022). Di-
verging Neural Dynamics for Syntactic Structure Building in Naturalistic Speaking and Listening.
bioRxiv. https://doi.org/10.1101/2022.10.04.509899

https://doi.org/10.1101/2022.10.04.509899
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4.1 Introduction

Studies on the neurobiology of language typically use highly controlled experi-

mental paradigms far removed from typical language experience in everyday life.

However, in the last decade, there has been a shift towards naturalistic studies of

language processing. This shift has happened in multiple directions, from the use

of virtual environments to increase ecological validity (Huizeling, Peeters, & Ha-

goort, 2021; Peeters, 2019), to the auditory presentation of audiobooks or narra-

tive reading with neuroimaging (Alday, Schlesewsky, & Bornkessel-Schlesewsky,

2017; Brennan, 2016; Heilbron, Armeni, Schoffelen, Hagoort, & de Lange, 2022;

Willems & Gerven, 2018). The increased ecological validity in naturalistic stud-

ies opens a window into language processing free of the artificiality of task de-

signs, whose main goal is to isolate specific features of language (Andric & Small,

2015). In traditional settings, experimental control comes at the cost of context,

which is heavily reduced to minimize confounds. This contrasts with the highly

contextual nature of everyday language use, creating a large gap between the

actual object of study and its realization in experiments. Combining naturalis-

tic stimuli and advanced analysis methods, such as audiobooks and probabilistic

parsers, has the potential to bring the two much closer together (Brennan, 2016;

Hale et al., 2022).

The overwhelming majority of studies on the neurobiology of language is on

comprehension, while speaking is largely unexplored. Importantly, while natu-

ralistic studies are becoming more common in the field of language comprehen-

sion, studies of naturalistic production are still lacking. This is problematic be-

cause the gulf between spontaneous production and production in controlled ex-

periments is particularly large. In spontaneous language production, the speaker

is by definition in control of what to say. In contrast, experimental paradigms

attempt to have as much control over participants’ speech as possible. This has

usually been achieved with picture description experiments or with the use of

visual probes together with written linguistic stimuli (e.g. Giglio et al., 2022;

Z. M. Griffin & Bock, 2000; Matchin & Hickok, 2016; Takashima et al., 2020).

While these strategies have allowed for controlled investigations of linguistic

processing, they may be confounded with the heavy task requirements that make

controlled production very removed from everyday speaking.

In this fMRI study, we aimed to study syntactic processing in spontaneous

production and comprehension in order to understand whether and how they

differ. Previous studies found shared neural resources for production and com-

prehension (Menenti et al., 2011; Segaert et al., 2012) and a similar network
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for processing syntactic complexity across modalities (Giglio et al., 2022; Hu et

al., 2022). At the same time, production was found to elicit larger responses to

syntactic complexity than comprehension, especially in the left inferior frontal

gyrus (LIFG) (Giglio et al., 2022; Hu et al., 2022; Indefrey et al., 2004). The dif-

ferential sensitivity to complexity between modalities may be due to two main

factors: 1) Speaking is a form of action, unlike the more passive process of listen-

ing. The message needs to be fully and correctly encoded into a linear sequence

that results in articulation (Bock, 1982; Garrett, 1980, 1982; but see Goldberg

& Ferreira, 2022). In comprehension, instead, one may choose how much at-

tention to pay to the linguistic input, and sometimes may fail to correctly parse

ambiguous input (Ferreira, 2003; Ferreira et al., 2002; for discussion, see Fer-

reira & Lowder, 2016). 2) Alternatively, previous studies may have been affected

by unequal task requirements between modalities. The tasks used to elicit con-

trolled production are usually more artificial than the respective tasks in com-

prehension, where only listening is expected, even if the same stimuli are used.

To reduce task differences, here we focused on the neural response of syntactic

processing in spontaneous production and compared it to the neural response to

comprehension of the same materials. To the best of our knowledge, this is the

first fMRI study of syntactic processing with unconstrained speaking.

To model linguistic processing in spontaneous production, we used word-by-

word indices that were previously used to successfully predict brain activity

in comprehension (e.g. Brennan, Stabler, Van Wagenen, Luh, & Hale, 2016;

Lopopolo, van den Bosch, Petersson, & Willems, 2021; Nelson et al., 2017).

Widely used continuous indexes of linguistic processing include measures of

word surprisal that show the brain’s sensitivity to predictability (Henderson et

al., 2016; Shain, Blank, van Schijndel, Schuler, & Fedorenko, 2020; Willems,

Frank, Nijhof, Hagoort, & van den Bosch, 2016); continuous measures of syn-

tactic tree building (Brennan, Dyer, Kuncoro, & Hale, 2020; Brennan & Hale,

2019; Brennan et al., 2016; Lopopolo et al., 2021; Nelson et al., 2017; Stano-

jević et al., 2021); and word embeddings modelling semantic features (Wehbe

et al., 2014). Focusing on syntactic processing, increasingly sophisticated ap-

proaches that characterize continuous structure building have highlighted that

left fronto-temporal regions are sensitive to measures of syntactic processing

(Bhattasali et al., 2019; Brennan et al., 2020, 2016; Li & Hale, 2019; Nelson

et al., 2017; Stanojević et al., 2021). We asked how syntactic processing, mod-

elled with continuous metrics of syntactic tree building, affects brain activity in

production and comprehension.
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In the current study, we compared two parser models, a top-down and a

bottom-up parser strategy. These strategies account for the same structure but

make different hypotheses about the timing of syntactic operations. Top-down

parsers build nodes at phrase-opening in an anticipatory fashion, whereas bottom-

up parsers build nodes at phrase-closing in an integratory fashion. Here, we hy-

pothesized the timing of operations to be the critical difference between produc-

tion and comprehension, due to the different requirements and inputs of each

modality (Momma & Phillips, 2018). In production, the speaker has some know-

ledge about the upcoming structure, since the structure related to the words that

are uttered must have been computed (Bock & Levelt, 1994; Levelt, 1989). In

comprehension, instead, after accounting for predictable continuations, listeners

need to wait for the input to fully compute the structure. We thus expected the

more anticipatory top-down parser to better predict neural activity in production

and bottom-up parsing to better predict neural activity in comprehension. In a

follow-up exploratory analysis, we explored whether alternative parsing strate-

gies may be more fitting for production, since the parser models discussed so

far were developed for language processing in comprehension specifically. In

particular, we developed two parsers that assume different levels of incremen-

tal processing, by making different predictions about how early phrase-structure

building operations occur.

Finally, we investigated which regions responded to syntactic processing load

in each modality. In particular, we focused on two parts of the LIFG (pars oper-

cularis or BA44, and pars triangularis or BA45) and on the left posterior middle

temporal gyrus (LpMTG). These regions were all found to be responsive to syn-

tactic manipulations in both modalities (Hagoort & Indefrey, 2014; Lopopolo

et al., 2021; Pallier et al., 2011; Snijders et al., 2009; Takashima et al., 2020;

Zaccarella, Meyer, et al., 2017; Zaccarella, Schell, & Friederici, 2017), some-

times with differences in their sensitivity to each modality (Giglio et al., 2022;

Indefrey, 2018; Matchin & Wood, 2020). In particular, the LIFG was found to

be more responsive to syntactic complexity in production than comprehension

(Giglio et al., 2022; Indefrey et al., 2004), while the LpMTG was more respon-

sive during comprehension (Giglio et al., 2022; Matchin & Wood, 2020). We

thus investigated to what extent these regions are sensitive to continuous met-

rics of syntactic processing, and whether the modality differences observed in

earlier studies (Giglio et al., 2022; Indefrey, 2018; Matchin & Wood, 2020) are

replicated in naturalistic settings.
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4.2 Results

Incremental metrics of phrase-structure building

To obtain incremental metrics of syntactic processing, we proceeded in two

steps. First, we extracted the constituent structure of each sentence with a

probabilistic context-free phrase-structure grammar (Stanford parser, D. Klein

& Manning, 2003). From the extracted constituent parse, we then computed

the parser operations carried out at each word according to different parsing

models (Hale, 2014). These parsers incrementally build the syntactic structure

of a sentence following different strategies, leading to a hypothesized number

of phrase-structure building operations that need to be carried out at each word

(Hale, 2014). This results in an incremental complexity metric that corresponds

to the number of nodes that are built with each word. A top-down strategy

builds the phrase structure from the top of the tree to a given word, such that it

predicts increased activity when phrases are opened. In comprehension, it some-

times anticipates nodes before they are unambiguous to the listener, for example

in the presence of adjuncts. Bottom-up parsing instead builds the phrase struc-

ture only after all the evidence has been seen, that is, after all words attached

to each node have been met. It thus predicts increased activity when phrases

are closed. Ultimately, both strategies lead to the same node count, but they

make different predictions about the timing of syntactic operations and thus of

corresponding neural activation (see Methods for more details, Fig. 4.11A-B).

We also quantified the load of processing complexity on working memory with

an open nodes measure. This measure counts the number of nodes that have been

opened (i.e. counted by the top-down strategy) but have not been closed yet (i.e.

counted by the bottom-up strategy), tracking the numbers of words that need to

be kept in working memory until they can be merged in a constituent (Nelson

et al., 2017). In other words, this complexity metric tracks how much of the

hypothesized structure needs to be confirmed by upcoming input. We expected

this index to predict an increase in activity in comprehension, following Nelson

et al. (2017) and Uddén et al. (2022). In production, it would also lead to an

activity increase if speakers kept track of the structure that needs to be closed.

Finally, to make sure that the syntactic predictors did not simply track word

probabilities based on context, we quantified word surprisal from transformer

model GPT-2 (Radford et al., 2019).
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Figure 4.1: Node counting following different parsing strategies. The colored cir-
cles refer to the nodes that are built at the time point the word in
the same color is uttered or heard. A: Colored representation of top-
down phrase structure building, with nodes counted from the top of
the tree to the word. B: Colored representation of bottom-up phrase
structure building, with nodes counted from the bottom of the tree
(i.e. the terminal nodes) to the top. Only nodes where both daugh-
ter nodes have been already met can be counted at each word. C:
Colored representation of early top-down phrase-structure building,
assuming operations to take place before word onset (production-
specific). D: Colored representation of chunked phrase-structure
building, following a less incremental strategy (production-specific).
This node counting strategy is chunked based on the heads of the
dependency parse of the same sentence (shown by the arrows be-
low words, also see Supplementary Fig. S4.1). Heads are words
from which an arrow originates. The nodes of the same constituent
structure used by the other strategies are counted here. The chunked
nature of this parser results in phrase-structure building operations
to be assigned to some but not all words in a sentence. Black words
are words that are not assigned any phrase-structure building oper-
ation (e.g. sentence-final words).
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Distinct dynamics for phrase-structure building in language

production vs. comprehension

To directly compare the word-by-word predictors with BOLD activity with a 1.5

second resolution (thus including several words at each fMRI volume), we con-

volved the linguistic predictors with the haemodynamic response function and

resampled it to the 1.5 repetition time (see Methods for more details, Fig. 4.2).

We then regressed average BOLD activity in BA44, BA45 and LpMTG in subject

space against the predicted timeseries for each linguistic predictor with linear

mixed-effects models.

Figure 4.2: Graphical representation of the analysis paradigm to relate word-by-
word predictors of linguistic complexity to BOLD activity. A: Word-
by-word predictors of syntactic complexity were extracted from the
constituent structure of the sentence spoken by a participant and lis-
tened to by other participants (D). The height of the bars in A rep-
resents the number of phrase-structure building operations expected
to take place at each word following top-down and bottom-up pars-
ing strategies (e.g. at “so” 3 nodes are counted for top-down, 2 for
bottom-up). The weights of the syntactic predictors were convolved
with the haemodynamic response function (B) to get predictor time-
series of BOLD activity at 1.5 sec resolution (C). These predictors
timeseries were then compared to the average BOLD activity (F) in
the brain of the speaker or the listener (D) in the three regions of
interest (BA44, BA45 and LpMTG, E).
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First, we ran a linear model of phrase-structure building operations on neu-

ral activity in BA44, BA45 and LpMTG (Fig. 4.3). The model included word

rate, syllable rate, word frequency, word surprisal, top-down, bottom-up and

open nodes, language modality and ROI (Supplementary Table S4.1). Word

rate, word frequency and word surprisal significantly predicted an increase in

BOLD activity (βs > 0.11, ts > 2.5, ps < 0.015). Syllable rate also marginally

significantly predicted an increase in BOLD activity. More words, longer and less

predictable words thus led to an increase in BOLD, while less frequent words,

which should be harder to process, led to a decrease in activity. The effect of

modality was also marginally significant (β = 0.008, SE = 0.004, t = 1.8, χ2 =
3.3, p < 0.068), with production having more positive activity than comprehen-

sion. The effect of modality did not interact with the effect of ROI.

Larger word surprisal elicited an increase in BOLD in both modalities (Fig.

4.3, β = 0.16, SE = 0.02, t = 6.6, χ2 = 50.7, p < 0.0001). This effect interacted

with ROI (β = 0.08, SE = 0.02, t = 3.6, χ2 = 15.4, p < 0.0005), since BA44

responded significantly less to surprisal than BA45 and LpMTG (estimates >
0.1, p < 0.03) in both modalities. Open nodes also had a significant effect on

BOLD activity (Fig. 4.3, β = 0.031, SE = 0.015, t = 2.1, χ2 = 8.9, p < 0.003).

The effect interacted with modality and ROI (χ2 = 8.9, p < 0.015). It was

significant only in comprehension in BA45 and LpMTG (estimates > 0.84, p <
0.001), while the estimates approached zero in all ROIs in production. Open

nodes track the number of nodes to be kept in working memory until they can

be integrated. It thus seems that the amount of structure that needs to be kept in

working memory to be confirmed with the input leads to a brain activity increase

in comprehension, but not in production.

We next determined whether incremental metrics of phrase-structure building

significantly predicted brain-activity in BA44, BA45 and LpMTG. Both top-down

and bottom-up parsers added significant contributions to the model, in interac-

tion with modality and ROI (two-way interactions: top-down, χ2 = 10.4, p <
0.006, bottom-up, χ2 = 12.7 p < 0.002). Anticipatory top-down node counts

predicted a significant increase in activity in production only in BA45 (estimate

= 0.49, SE= 0.2, p< 0.02), while they predicted a decrease in comprehension in

BA45 and LpMTG (BA45: estimate = 0.28, SE = 0.15, p = 0.063, LpMTG: esti-

mate= 0.8, SE= 0.15, p< 0.0001). The response to top-down node counts was

significantly different among all ROIs in comprehension (difference estimates >
0.58, SE= 0.23, ps < 0.03), but not in production (difference estimates < 0.5,

SE= 0.28, ps > 0.27). Integratory bottom-up node counts predicted an opposite
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Figure 4.3: Beta estimates for the effect of each predictor of phrase-structure build-
ing, open nodes and word surprisal on BOLD activity in the regions of
interest. Error bars represent 95% confidence intervals.

pattern of results. Larger bottom-up counts led to a significant decrease in activ-

ity in production in all ROIs (estimates > 0.44, SE = 0.2, p < 0.03), while they

predicted an increase in comprehension in BA45 and LpMTG (BA45: estimate

= 0.4, SE = 0.16, p = 0.012, LpMTG: estimate = 0.9, SE = 0.15, p < 0.0001).

Again, ROIs responded differently to bottom-up counts across modalities. In

comprehension, the strongest response was in LpMTG (difference estimates >
0.39, SE= 0.16, ps< 0.035), while in production the responses were not signifi-

cantly different among ROIs (estimates< 0.21, SE= 0.18, ps> 0.5). Therefore,

activity in BA45 increased for different dynamics of phrase-structure building in

production and comprehension, while the LpMTG positively responded only to

comprehension. Activity in LpMTG and BA44 instead did not respond to antici-

patory structure building in production, but decreased for integratory structure

building, suggesting that both BA44 and LpMTG were active during sentence
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production, although not at the latencies predicted by the top-down parser, but

their activity decreased at phrase-closing.

The parsers thus revealed marked differences between language production

and comprehension. Anticipatory node counts led to an increase during produc-

tion, but a decrease during comprehension, suggesting that in production syntac-

tic structure building dominates at phrase opening. In comprehension, instead,

neural activity may be reduced at phrase opening and may instead increase af-

ter phrase opening, when the top-down parser predicts a decrease in activity.

This interpretation is confirmed by the activity increase in comprehension with

integratory node counts, that predict increased activity at phrase closing. The

decrease in activity for bottom-up counts in production suggests that at phrase

closing syntactic processing load is reduced. Neural activity thus increases with

syntactic structure building in both modalities, although with different dynam-

ics, in BA45 in both production and comprehension, in LpMTG in comprehension

only.

Phrase-structure building in production proceeds in a highly

incremental fashion

The parsing strategies mentioned so far were developed for comprehension. This

is problematic because these parsers assign linguistic operations at the time a

word is said. This is a reasonable assumption in comprehension, where pro-

cessing follows the input. However, in production, once the word is articulated,

the associated grammatical and lexical encoding has to have taken place already

(e.g. Bock & Levelt, 1994; Indefrey et al., 2004). We thus explored two produc-

tion node building strategies that could better account for the timing of syntactic

encoding in production. In both, the syntactic structure related to a word was

assumed to be built at the latest while the previous word was articulated, but the

two strategies made different predictions about the incrementality of structure

building. An early top-down model predicted structure building to happen as the

previous word is uttered (i.e. at each word we counted the nodes associated

with the following word, see Methods for more details, Fig. 4.1C). This strategy

leads to an equally incremental node building strategy as the original top-down

strategy, but that, critically, happens earlier, more in line with theories of word

production (Indefrey et al., 2001, 2004).

While more fitting for production in terms of timing, this view presupposes

a highly incremental syntactic encoder. However, studies of sentence planning
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in production have long debated whether planning is linearly or hierarchically

incremental, that is, whether the structure is built from each concept separately

or from the relations between concepts (Bock & Ferreira, 2014). Hierarchical

models of sentence production consider the verb to be the central node for the

syntactic structure (Bock & Levelt, 1994; Levelt, 1989), suggesting that planning

proceeds less incrementally. We thus explored whether a less incremental parser

would better account for brain activity than a word-by-word incremental parser.

We developed a node building strategy that counted all the nodes between words

that were identified as heads according to dependency parsing (see Methods for

more details, Fig. 4.1D and Supplementary Fig. S4.1). This chunked strategy

predicts chunks of syntactic processing to happen at focal points, in a less in-

cremental way. We compared the initial top-down parser used in the previous

analyses with the early top down model and the chunked model by fitting three

linear mixed models to the production data, each with of these different predic-

tors of phrase-structure building. The early top-down model led to the best model

fit (as measured with the Akaike information criterion, lower values indicate

better fit: early top-down, 170803.9; top-down, 170821.3; chunked, 170834.5,

Supplementary Tables S4.2, S4.3, S4.4).

Figure 4.4: Beta estimates of the effect of each predictor of phrase-structure build-
ing in production on BOLD activity in the regions of interest. Error
bars represent 95% confidence intervals. The early top-down model
led to the best model fit (Akaike information criterion, lower values
indicate better fit): early top-down, 170803.9; top-down, 170821.3;
chunked, 170834.5.
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Interestingly, top-down and chunked models predicted an overall increase in

BOLD (top-down, χ2 = 7.5, p < 0.007; chunked, χ2 = 3.9, p = 0.049), while the

early top-down main effect was not significant (χ2 = 2.7, p = 0.1), but it inter-

acted with ROI (χ2 = 6.2, p < 0.05) (Fig. 4.4). In particular, early top-down

counts predicted an increase in BA45 (estimate = 0.44, SE = 0.18, p = 0.015),

while the effect was absent in LpMTG (estimate = 0.003, SE = 0.18, p > 0.98).

The estimate for LpMTG thus decreased when phrase-structure building opera-

tions were posited to take place earlier, suggesting that the LpMTG responded

to node counts later than the LIFG (see Supplementary Information for converg-

ing evidence on the latency of the response based on analysis of the temporal

derivative, Supplementary Fig. S4.2). This pattern of results, therefore, indi-

cates that in production phrase-structure building operations preferentially took

place before word onset in an incremental fashion. An analysis on the pausing

patterns throughout the speech additionally revealed that top-down node counts

affected pause length before word articulation, providing converging evidence

for phrase-structure building to happen before word onset in production (see

Supplementary Information and Supplementary Fig. S4.3 for the analysis on

pause length and word duration).

4.3 Discussion

In the first study to investigate the neural correlates of syntactic processing dur-

ing spontaneous production, we modelled incremental phrase-structure build-

ing with probabilistic parsers and used them to predict brain activity in BA44,

BA45 and LpMTG. We found that phrase-structure operations successfully pre-

dicted brain activity during naturalistic speech. A central finding was that the

timing of phrase-structure operations differed strongly between production and

comprehension. The results suggest that phrase-structure building occurs in an

integratory manner in comprehension, mostly in LpMTG and BA45. Phrase-

structure building was instead markedly anticipatory in production (occurring

predominantly before word onset), as evidenced by anticipatory parser opera-

tions predicting pause length before each word during speech, and by a highly

anticipatory incremental production parser that best modelled the production

data in BA45.

Syntactic processing elicited BOLD activity increases in both production and

comprehension, but critically the temporal profiles of brain activity diverged

across modalities. This highlights inherent processing differences between lan-



4 Syntactic structure building in spontaneous production 91

guage production and comprehension. In production, structure building can

proceed by establishing the upcoming structure before words are uttered, which

was confirmed by the longer pauses associated with larger numbers of top-down

parsing operations. In comprehension, instead, phrase-structure building pro-

ceeds in a more integratory manner, waiting for the input to commit to the

structure. These results fit with previously obtained evidence on BOLD tim-

ing sensitivity to structure complexity and modality, where BOLD peaked earlier

with more complex structures in production but later in comprehension, rela-

tive to easier structures (Giglio et al., 2022; Pallier et al., 2011; see Pylkkänen,

2020; Pylkkänen et al., 2014 for converging evidence on production and com-

prehension dynamics of composition in MEG). Thus, the present results con-

verge with previous controlled experiments in showing early syntactic encoding

in production relative to later encoding in comprehension. This is likely due

to different processing dynamics in production and comprehension, which have

opposite inputs, outputs and mappings between linguistic levels (Pickering &

Garrod, 2013).

It should be noted that these results only outline coarse processing dynam-

ics, given the low temporal resolution of the BOLD signal, and that they do not

aim to faithfully model all processes going on during speaking and listening.

For example, these parsers are perfect ‘oracles’, meaning that they always posit

phrase-structure building operations that actually happen, in contrast with po-

tential ambiguities in the input (Hale, 2014). Recent evidence has shown that

modelling syntactic ambiguity improves the fit with brain activity (Brennan et al.,

2020). In addition, there is substantial evidence that comprehension is sensitive

to the predictability of the input, such that some amount of anticipatory syntactic

processing is expected in comprehension as well (Heilbron et al., 2022; Hender-

son et al., 2016; Shain et al., 2020; Willems et al., 2016). Indeed, Brennan et

al. (2016) found a positive relationship between top-down operations, syntac-

tic surprisal and BOLD activity in comprehension. Similarly, Coopmans (2023)

found that a top-down parser best modelled brain activity during comprehension

in MEG. Nelson et al. (2017) instead found bottom-up counts to better model

brain activity (measured with electrocorticography) than top-down counts for

the comprehension of single sentences. It is possible that different characteris-

tics of the speech input led to this difference between studies. In our case, the

input was spontaneous speech that also included disfluencies and corrections,

while Brennan et al.’s and Coopmans at al.’s linguistic input were audiobook

stories. There is evidence that lexical predictions can be influenced by reading
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strategies (Brothers, Swaab, & Traxler, 2017). It might have been easier to an-

ticipate the structure in the ‘cleaner’ audiobook story than in the recall of an

unfamiliar story. The reduced contextual information available in Nelson et al.

(2017) may also have led to a reduction in anticipatory syntactic processing. Fu-

ture studies with naturalistic comprehension will need to clarify to what extent

the nature of the input determines the strength of anticipatory vs. integratory

syntactic structure building.

Previous studies found modality differences in the sensitivity of neural re-

sponses to syntactic processing (Giglio et al., 2022; Indefrey et al., 2004). In

particular, syntactic processing led to stronger responses in production than com-

prehension. This difference could have been observed either due to task-related

effects or due to modality-inherent differences, such as a stronger need in pro-

duction to fully compute the syntactic structure to be able to speak correctly,

in contrast to good-enough processing in comprehension (Bock, 1982; Ferreira

et al., 2002; Garrett, 1980). While we could not directly address this question

with modality as a between-subject variable, the results indicate that the dif-

ferent modality load on syntactic processing found in previous studies may in

effect be task-related. In this study, syntactic structure building elicited a neural

activity increase that was quantitatively similar across ROIs in both modalities,

although with different dynamics. This finding provides evidence that, in con-

texts where production is spontaneous and unconstrained by artificial tasks and

comprehension is meaningful and as a consequence more engaging, syntactic

parsing and encoding have a similar load on brain activity.

Interestingly, there were some regional differences in the sensitivity to syntac-

tic predictors in each modality. In particular, both LpMTG and BA45 responded

to syntactic processing in comprehension. Instead, in production BA45 was the

most responsive, with a less direct involvement of LpMTG activity (excluding a

potential later activation as suggested by analysis of the temporal derivatives, see

Supplementary Information). This finding is somewhat unexpected, in light of

previous results showing shared resources and representations across modalities

(Giglio et al., 2022; Kempen et al., 2012; Segaert et al., 2012). It is not, how-

ever, the first study to show a higher comprehension load in temporal regions

and a higher production load in frontal regions (Giglio et al., 2022; Humphreys &

Gennari, 2014; Indefrey et al., 2004; Matchin & Wood, 2020). A plausible expla-

nation relates to processing differences between modalities (Momma & Phillips,

2018). Both modalities may rely on the LIFG to coordinate syntactic process-

ing (e.g., unification-type processing, Hagoort, 2013), while engaging the poste-
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rior temporal lobe for lexical-syntactic retrieval at different latencies depending

on the amount of information available for structure building. In production,

as suggested by the top-down parser, structure building may have been initi-

ated before lexical-syntactic retrieval, engaging the LpMTG at later timescales,

which is tentatively shown by the later response of the LpMTG in production. In

comprehension, as indicated by the bottom-up parser, lexical-syntactic retrieval

may have preceded or co-occurred with structure building and have appeared

at canonical HRF delays. Interestingly, BA44 responded less strongly than BA45

to most predictors, in many cases with very low activity. This could suggest a

reduced involvement of BA44 in syntactic processing in general, in line with

Hagoort and Indefrey (2014) proposing a reduced function for BA44 in canon-

ical syntactic processing. Alternatively, the anatomical selection may have been

suboptimal for a region that is found to be highly variable between individuals

(Fedorenko & Blank, 2020). Previous studies found also the anterior tempo-

ral lobe to show sensitivity to phrase-structure building operations (Brennan et

al., 2020, 2012, 2016). We chose not to focus on this region due to converg-

ing evidence for a role of the anterior temporal lobe in semantic composition

over syntactic processing (e.g. Lambon Ralph et al., 2017; Mesulam et al., 2014;

Pylkkänen, 2020; Wilson et al., 2013), but we do not exclude that effects of

phrase-structure building may have been present in the anterior temporal lobe

in this study as well.

Returning to parser-specific modelling of syntactic processing, the parsers dis-

cussed so far were developed for syntactic processing specifically in comprehen-

sion (Hale, 2014). Since production is thought to proceed with different dy-

namics, we explored parsers that were more plausible for processing in produc-

tion (Pickering & Garrod, 2013). In production, syntactic processing is thought

to happen before word articulation (Bock & Levelt, 1994; Indefrey & Levelt,

2004; Levelt, 1989). There are different views on whether lexical access guides

the structure, or whether the structure encoding the relations between concepts

guides the order of lexical access (Bock & Ferreira, 2014). While the evidence

provides mixed support for both accounts, suggesting that syntactic encoding is

flexible and variable (e.g. Konopka & Meyer, 2014; Kuchinsky et al., 2011; van de

Velde & Meyer, 2014), several proposals identify the verb as a central node in

sentence planning, suggesting that the syntactic structure until the verb is some-

times computed early on (Levelt, 1989; Momma & Ferreira, 2019; Momma et

al., 2016). Cross-linguistic evidence even suggests that in some languages some

level of planning happens during the previous sentence (Sarvasy, Morgan, Yu,
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Ferreira, & Momma, 2022). By taking advantage of brain activity as an index

of processing dynamics, we compared more and less incremental models of sen-

tence planning with two parser models that made different predictions on the

temporal unfolding of syntactic structure.

An incremental parser that is more anticipatory than the original top-down

parser led to the best model fit, leading to the strongest increase in BA45 but

not affecting LpMTG. Structure building thus proceeds before word articulation.

This was also confirmed by converging results on longer pauses before words

associated with more phrase-structure building operations, in line with previous

behavioural evidence linking pausing patterns in speech with syntactic complex-

ity (Ferreira, 1991). A less incremental parser that always plans the structures

for a few chunks of words at a time provided the worst fit for brain activity. These

results suggest that a highly incremental parser may be the more standard plan-

ning strategy in production, and that the structure up to the verb does not need

to be planned at the start of the sentence. We thus provide the first piece of neu-

roimaging evidence addressing the long-standing debate on the incrementality

of sentence planning. This approach could contribute to the understanding of

the dynamics of sentence planning, with the development of models that take

into account the variability of each sentence, for example by modelling longer

planning scopes only when the verb follows an internal argument (cf. Momma

& Ferreira, 2019), or depending on word accessibility (Kuchinsky et al., 2011;

van de Velde & Meyer, 2014).

Importantly, with this study we demonstrated the feasibility and benefits of

studying production with spontaneous speech. The costs associated with spon-

taneous production, such as increased variability and disfluencies of the linguis-

tic signal, increased motion artifacts in fMRI and the slow temporal resolution,

are balanced by the many advantages. Spontaneous production yields a larger

amount of data than controlled tasks. This is the case especially in behavioural

analysis but also with fMRI, provided the speech samples are of sufficient length.

In addition, with spontaneous speech the artificiality of the task is largely re-

duced. Although speaking in monologue is not as common as dialogue, it is

more ecologically valid than speaking following careful instructions with limited

acceptable speech output. In addition, the probability distributions of linguistic

inputs and outputs are preserved in spontaneous contexts, in contrast with many

experiments (Jaeger, 2010). Finally, neuroimaging studies on spontaneous pro-

duction allow for potentially new insight into production questions that have

been so far mostly addressed with psycholinguistic studies.
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In summary, we showed that spontaneous production can be used to study the

neural correlates of linguistic processing, providing very rich data that can be di-

rectly linked to behavior with the analysis of pause length and word durations.

We found that syntactic structure building engages the inferior frontal gyrus in

both production and comprehension with diverging dynamics. Phrase-structure

building was anticipatory in production but integratory in comprehension. Fi-

nally, we provided neural evidence for incremental models of syntactic encoding

in production using production-specific parsers.

4.4 Materials and Methods

Data acquisition and preprocessing

Production data

The production data used were collected by Chen et al. (2017; Chen et al., 2018)

and made available on OpenNeuro (https://openneuro.org/datasets/
ds001132/versions/1.0.0). In this experiment, participants watched an

episode of the BBC TV series Sherlock and then recalled what happened in the

episode. Data were collected for 22 right-handed native English participants

(10 female, ages 18-26, mean age 20.8). Five participants were excluded due to

excessive head motion (2 participants), because recall was shorter than 10 min

(2 participants) or for falling asleep during the movie (1 participant). Data for

one participant was not shared because of missing data at the end of the movie

scan, which left us with 16 participants for the current analysis. Speaking led

to an average framewise displacement of 0.32 (average per participant, range =
0.13-0.54), which was higher than the average in the comprehension data (0.22,

range = 0.08-0.42) but was corrected for with noise regression (see fMRI data

preprocessing for more details).

Participants watched the first 50 minutes of the first episode of the BBC TV

series Sherlock, after confirming that they had not watched any episode of Sher-

lock before. Participants were told they would be asked to verbally describe what

they had seen. After watching the episode, they were immediately instructed “to

describe what they recalled of the movie in as much detail as they could, to try

to recount events in the original order they were viewed in, and to speak for

at least 10 min if possible but that longer was better. They were told that com-

pleteness and detail were more important than temporal order, and that if at any

point they realized they had missed something, to return to it. Participants were

https://openneuro.org/datasets/ds001132/versions/1.0.0
https://openneuro.org/datasets/ds001132/versions/1.0.0
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then allowed to speak for as long as they wished, and verbally indicated when

they were finished (for example, “I’m done”). During this session they were pre-

sented with a static black screen with a central white dot (but were not asked

to, and did not, fixate).” (Chen et al., 2017). Their speech was recorded in the

scanner with an MR-compatible microphone.

We also used a second production scan for one of these participants, who also

recalled an episode of BBC TV series Merlin, as part of the data collected and

released by Zadbood, Chen, Leong, Norman, and Hasson (2017). This speech

sample was used as audio stimulus for the Comprehension data (see below).

The procedure and acquisition were the same. Therefore, in total, we used 17

speech samples from 16 participants, since one participant recalled both Sherlock

and Merlin. The 17 recalls were 10-45 minutes (mean = 22 minutes, SD = 8.8

minutes), including on average 2874 words (range = 1666-6230, SD = 1299).

Comprehension data

For the comprehension data, we used the data shared by Zadbood et al. (2017;

Zadbood, Chen, Leong, Norman, & Hasson, 2018) on OpenNeuro (https://
openneuro.org/datasets/ds001110/versions/00003). In this experi-

ment, participants watched an episode of either BBC TV series Merlin or Sher-

lock and listened to an audio recording of the story they did not watch. Audio

recordings were obtained from a participant that watched and recounted the

two movies, here analysed as part of the production data. In this dataset, 52

right-handed native English speakers (age 18-45) were scanned. Fifteen partic-

ipants were excluded because of head motion (n=4), for falling asleep (n=4),

due to poor memory (n=5), for having seen the movie before (n=2). This re-

sulted in 36 analysed participants, 18 that listened to the Merlin recall, and 18

that listened to the Sherlock recall. The audio recall for Merlin was 14.7 minutes

long and included 2141 words. The audio recall for Sherlock was 17.5 minutes

long and included 2468 words.

Data Acquisition

The acquisition parameters were identical in the two datasets. MRI data was

collected on a 3T full-body scanner (Siemens Skyra) with a 20-channel head

coil. Functional images were acquired using a T2*-weighted echo planar imag-

ing pulse sequence (TR 1500 ms, TE 28 ms, flip angle 64, whole-brain coverage

27 slices of 4 mm thickness, in-plane resolution 3 × 3 mm2, FOV 192 × 192

https://openneuro.org/datasets/ds001110/versions/00003
https://openneuro.org/datasets/ds001110/versions/00003
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mm2). Anatomical images were acquired using a T1-weighted MPRAGE pulse

sequence (0.89 mm3 resolution).

fMRI data preprocessing

Preprocessing was performed using fMRIPrep 20.2.6 (Esteban, Blair, et al., 2018;

Esteban, Markiewicz, et al., 2018), which is based on Nipype 1.7.0 (Gorgolewski

et al., 2011, 2018).

Anatomical data preprocessing

The T1-weighted (T1w) image was corrected for intensity non-uniformity (INU)

with N4BiasFieldCorrection (Tustison et al., 2010), distributed with ANTs 2.3.3

(Avants, Epstein, Grossman, & Gee, 2008), and used as T1w-reference through-

out the workflow. The T1w-reference was then skull-stripped with a nipype im-

plementation of the antsBrainExtraction.sh workflow (from ANTs), using OA-

SIS30ANTs as target template. Brain tissue segmentation of cerebrospinal fluid

(CSF), white-matter (WM) and gray-matter (GM) was performed on the brain-

extracted T1w using fast (FSL 5.0.9, Zhang et al., 2001). Brain surfaces were

reconstructed using recon-all (FreeSurfer 6.0.1, Dale et al., 1999), and the brain

mask estimated previously was refined with a custom variation of the method

to reconcile ANTs-derived and FreeSurfer-derived segmentations of the cortical

gray-matter of Mindboggle (A. Klein et al., 2017).

Functional data preprocessing

For each BOLD run, the following preprocessing was performed. First, a

reference volume and its skull-stripped version were generated using a cus-

tom methodology of fMRIPrep. Susceptibility distortion correction (SDC) was

omitted, because no fieldmap was acquired. The BOLD reference was then co-

registered to the T1w reference using bbregister (FreeSurfer) which implements

boundary-based registration (Greve & Fischl, 2009). Co-registration was config-

ured with six degrees of freedom. Head-motion parameters with respect to the

BOLD reference (transformation matrices, and six corresponding rotation and

translation parameters) are estimated before any spatiotemporal filtering using

mcflirt (FSL 5.0.9, Jenkinson et al., 2002). The BOLD time-series (including

slice-timing correction when applied) were resampled onto their original, na-

tive space by applying the transforms to correct for head-motion. These resam-

pled BOLD time-series will be referred to as preprocessed BOLD. The BOLD time-

series were resampled into standard space, generating a preprocessed BOLD run

in MNI152NLin2009cAsym space. First, a reference volume and its skull-stripped
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version were generated using a custom methodology of fMRIPrep. Automatic re-

moval of motion artifacts using independent component analysis (ICA-AROMA,

Pruim et al., 2015) was performed on the preprocessed BOLD on MNI space

time-series after removal of non-steady state volumes and spatial smoothing

with an isotropic, Gaussian kernel of 6mm FWHM (full-width half-maximum).

The “aggressive” noise-regressors were collected and placed in the correspond-

ing confounds file. Several confounding time-series were calculated based on

the preprocessed BOLD: framewise displacement (FD), the derivative of the rela-

tive (frame-to-frame) bulk head motion variance (DVARS) and three region-wise

global signals. FD was computed using two formulations following Power (ab-

solute sum of relative motions, Power et al., 2014) and Jenkinson (relative root

mean square displacement between affines, Jenkinson et al., 2002). FD and

DVARS are calculated for each functional run, both using their implementations

in nipype (following the definitions by Power et al., 2014). Additionally, a set

of physiological regressors were extracted to allow for component-based noise

correction (CompCor, Behzadi et al., 2007). Principal components are estimated

after high-pass filtering the preprocessed BOLD time-series (using a discrete co-

sine filter with 128s cut-off) for anatomical CompCor (aCompCor). For aCom-

pCor, three probabilistic masks (cerebrospinal fluid (CSF), white matter (WM)

and combined CSF+WM) are generated in anatomical space.

Incremental complexity metrics

Phrase-structure parsing

First, we extracted the constituent structure of each sentence with a probabilis-

tic context-free phrase-structure grammar. We used the Stanford parser with

CoreNLP in Python 3 via the Natural Language Toolkit (NLTK) package (D. Klein

& Manning, 2003; Manning et al., 2014). The transcript provided in the shared

dataset was divided in what we considered independent sentences. Since the

production was very spontaneous and unconstrained, sentence boundaries were

not objective and self-evident as they are in text. In speech, the boundaries

can depend on the syntactic structure of the sentence, but also on pausing pat-

terns. For example, coordinated clauses may be considered one single sentence

or divided into two separate sentences based on pause lengths. After extensive

exposure to the transcripts, it became clear that shorter boundaries better reflect

the planning chunks followed by speakers. In particular, some sentences extend

over 30 words or more, with many embedded phrases. Participants, however,
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do not appear to fully keep in working memory the original syntactic structure,

which is revealed by their disfluencies and corrections throughout the long sen-

tence. Disfluencies affect how sentence boundaries, which are critical for the

performance of automatized parsers, can be placed in the discourse, since they

are not as obvious as in text. For example, boundaries could fully track the syn-

tactic structure, also including hesitations and corrections within its boundaries,

or they could track speech patterns and ‘reset’ every time there is a disfluency. In

this type of data, with monologues without audience feedback, short disfluency

boundaries seemed more appropriate, but it is to be determined if different ap-

proaches work better in other contexts. It should be noted that an initial analysis

was run on more liberal sentences, which perhaps better tracked the overarching

syntactic structure but did not optimally reflect the planning processes of partic-

ipants. The results were similar with both sentence boundaries approaches, but

the conservative approach to sentence length was less noisy.

Following sentence parsing with the Stanford constituent parser, we took a

measure of syntactic processing with incremental complexity metrics derived

from the number of syntactic nodes that are built with each word. Nodes can

be built with different parsing strategies: top-down, bottom-up and left-corner

(Hale, 2014). In top-down parsing, nodes are built from the top of the syntactic

tree to the terminal node (corresponding to a word). In other words, nodes are

counted when phrases are opened. This strategy can lead to the anticipation

of nodes that may not always be known to a listener. For example, in the sen-

tence “Mary eats apples daily”, a node accounting for the upcoming presence of

“daily” is counted already at the word “eats”. This anticipation is justifiable in

production, where the upcoming structure is presumably known to the speaker

in advance, but it might reflect unjustifiable prediction in comprehension. Nev-

ertheless, this implementation of a top-down strategy may be successful in ac-

counting for predictive processes in comprehension.

At the other end of the incremental parsing spectrum is bottom-up parsing, ac-

cording to which nodes are built from the bottom of the syntactic tree (i.e. from

the terminal nodes, corresponding to each word) up to the highest closed nodes,

i.e. nodes where all daughter nodes have already been met. For example, in

Figure 4.1B, the top node in purple (S) cannot be built until its right-branching

node VP is built as well, which in this case only happens at the end of the sen-

tence. In other words, bottom-up parsing builds nodes when phrases are closed.

This strategy thus predicts increased syntactic processing at the end of clauses

and sentences, after all the evidence for the structure is encountered. We ex-
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pected this parsing strategy to better reflect processing in comprehension than

production, because in the latter the structure is presumably already built before

the last word is uttered. Neither top-down nor bottom-up parsing strategies fully

match human performance (Brennan & Pylkkänen, 2017; Hale, 2014), but they

capture aspects of syntactic processing that are expected to differ across modal-

ities. Finally, left-corner parsing needs less evidence than bottom-up parsing to

count nodes, but is not as predictive as top-down parsing. After convolving with

the haemodynamic response function (HRF), left-corner was highly correlated

with the top-down parser (Supplementary Fig. S4.4). Therefore, we decided

to only focus on opposite parsing strategies that were most expected to differ

between production and comprehension, i.e. top-down and bottom-up.

We also counted the number of nodes that were still open at each word with

an open nodes measure, similarly to Nelson et al. (2017). Open nodes were the

number of nodes that were open at each word: this measure tracked the number

of nodes that had been opened up to the word and that had not been closed yet,

thus providing an index for the number of nodes that need to be kept in working

memory until they can be merged in a constituent (Nelson et al., 2017).

Production-specific parsing operations

To account for the timing that is specific to production, we developed two

production-specific parsers. An early top-down model counts the nodes that are

built for the next word. At the first word of the sentence, nodes are counted

for the first and second word (even though nodes built for the first word would

have been built earlier, we preferred this over making assumptions on when the

nodes would be built before the sentence, which could be varying due to differ-

ent factors). At the second word, nodes are counted for the third word, etc.

For the less-incremental chunked parsing, we selected the heads of each sen-

tence following dependency parsing (see Supplementary Information for more

information on the analysis on dependency parsing). We considered as heads all

words that had a dependent relation attached to them (e.g. the verb is head of

subject and object). We then counted all nodes (of the same constituent structure

used by the other parsers) encountered from the first word up to and including

the next head, then from the head up to and including the next head, and so on.

Chunked parsing, therefore, builds nodes early on for all the upcoming words

that are dependent relations of the next head. For example, at the start of a

sentence all the nodes are built for the structure up to and including the verb,

usually the first head.
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It should be noted that top-down, early top-down, and chunked measures were

highly correlated after convolving with the haemodynamic response function

(Supplementary Fig. S4.4). To avoid collinearity, instead of comparing them

in the same model, we tested models with only one predictor and determined

which model provided the best fit (see Regression analysis for more details).

Word surprisal

We quantified word surprisal from transformer model GPT-2 (Radford et al.,

2019). We used GPT-2 XL via the TensorFlow implementation provided by Hug-

gingFace’s Transformers package (Wolf et al., 2020). Each word’s probability

was based on a context of at least 700 words after the first 700 words of each

participant’s recall. Surprisal was calculated as the negative logarithm of the

conditional probability of the word based on context.

Behavioural analysis

To determine if these indexes of processing complexity had an effect on par-

ticipants’ speech patterns, we inspected how they affected word duration and

pause lengths in all the production recalls. Recordings were not made avail-

able with the Production dataset, but word timestamps for each participant’s

recall were shared by Janice Chen’s lab. Onsets and offsets of each word were

obtained with Gentle (https://lowerquality.com/gentle/, https://
github.com/lowerquality/gentle). We ran a linear mixed-effects model

with lme4 (version 1.1-26, Bates et al., 2015) in R (version 4.0.3). We used

number of syllables, word frequency, word surprisal, top-down, bottom-up and

open nodes as predictors for pause length (before the word characterized by

each predictor) and word duration. This analysis allowed us to compare neural

effects with behavioural patterns of speech.

fMRI analysis

Predictor timeseries

Each word-by-word predictor was mean-centered (except for the word rate pre-

dictor) and convolved with the canonical haemodynamic response function fol-

lowing SPM’s double gamma function as computed in nilearn (nilearn/nilearn,

2022). We thus obtained predictor timeseries temporally resampled to the acqui-

https://lowerquality.com/gentle/
https://github.com/lowerquality/gentle
https://github.com/lowerquality/gentle
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sition TR of 1.5 s, reflecting BOLD increases and decreases following predictor

weights time-locked to word onset (Fig. 4.2C).

ROI selection

We selected three ROIs that have been associated with syntactic processing in

previous studies: two LIFG ROIs, following the distinction between LIFG pars

opercularis (BA44) and LIFG pars triangularis (BA45), and left posterior middle

temporal gyrus (LpMTG). After preprocessing the fMRI data, we selected the

ROIs for each participant in their functional space. BA44 and BA45 were ex-

tracted following Freesurfer’s label creation with the Destrieux Atlas (Destrieux,

Fischl, Dale, & Halgren, 2010) and resampled to functional space with bbregis-

ter. Freesurfer’s MTG ROI is quite long in extension, following the gyrus from

very posterior portions to the temporal pole. We therefore extracted this ROI

and then masked it with a posterior temporal lobe mask (posterior to Heschl’s

gyrus) based on the Harvard-Oxford cortical atlas. Examples of these ROIs in

MNI brain can be seen in Figure 4.2E.

Timeseries extraction

The BOLD timeseries were extracted with NiftiLabelsMasker from nilearn (Abra-

ham et al., 2014; nilearn/nilearn, 2022), after confound regression. Frame-

wise displacement, DVARS, motion parameters, aCompCor paramers and ICA-

AROMA regressors classified as noise were used for noise regression, to reduce

the impact of motion artifacts caused by speaking. The timeseries was extracted

from the functional BOLD volumes in functional space as an average of the vox-

els in each ROI mask.

Regression analysis

To determine to what extent each of these continuous indices of syntactic pro-

cessing significantly affected brain activity (average BOLD activity in the three

ROIs), we used linear mixed-effects models with lme4 (version 1.1-26, Bates et

al., 2015) in R (version 4.0.3). We used a baseline model that included word

rate (i.e. a predictor indicating the onset of each word), syllable rate, as an

index of articulatory rate, log-transformed word frequency, and word surprisal.

All models additionally included modality and ROI as factors. Modality (pro-

duction vs. comprehension) was contrast-coded with deviation coding. We used

Helmert coding for ROI, contrasting LIFG with LpMTG, and the two LIFG partes
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with each other. All other factors were continuous numerical predictors. All

models included word surprisal and its interaction with ROI and modality. All

models also included by-participant random slopes for syllable rate, frequency,

word surprisal and other factors of interest, excluding by-participant random ef-

fects and correlations to allow for convergence and avoid singularity issues. In

some cases, we had to exclude the random slopes for one of these factors, but

never for the factor of interest in that model. We computed the contribution of

factors to the models using car (version 3.0-10, Fox et al., 2021), and pairwise

comparisons with the package emmeans (version 1.6.1, Lenth et al., 2022).

The first model determined the contribution of top-down and bottom-up met-

rics of phrase-structure building to brain activity in the three ROIs and in each

modality to a baseline model that included word surprisal and open nodes. The

interactions of each metric with ROI and modality were included and the signif-

icant contribution of the incremental metric in a region or modality was deter-

mined with pairwise comparisons. With this model we also determined to what

extent word surprisal and open nodes affected brain activity in each modality.

We then used three models to ask whether metrics of syntactic processing fine-

tuned for production would improve model fit. These metrics are not realistic for

syntactic processing in comprehension, so the models only included production

data. The baseline models all included word surprisal and bottom-up parser

operations, and additionally included top-down, or early top-down, or chunked

predictors of phrase structure building and their relative by-participant random

slopes. Since the three parsers were highly correlated after convolving with the

HRF, we separately fitted three linear models. We compared model fit with the

Akaike Information Criterion (AIC), where more negative values indicate better

model fit (Cavanaugh & Neath, 2019).
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S4 Supplementary Information

Dependency parsing

We extracted dependency parsing as an index to perform chunking of each sen-

tence in relational units. We used the dependency parser provided by the Stan-

ford parser via CoreNLP. We identified the heads of the sentence as the words

that have a relation attached to them. For example, in the sentence “He’s exam-

ining one of the bodies”, “examining” is the first head, followed by “one” and

by “bodies” (Supplementary Fig. S4.1). These three words are the only ones

that have a dependency relation attached to them, while the other words are

all dependents of one head. The chunked parsing strategy counted the nodes

intervening between all heads, to model a less incremental strategy to syntactic

structure building, following the idea that speakers plan the structure of a few

words at a time (e.g. always planning the structure of the verb at the start of the

sentence).

Figure S4.1: Dependency parse of the sentence. Left-relations are in orange, right
relations in green, heads are in purple. Heads are words on which a
dependency relation is attached (i.e. from which an arrow starts).

Temporal derivative

Since the results of production-specific parsers indicated that the LpMTG may

have had a later response to top-down operations than BA45, we looked into

how the temporal derivatives of the same predictors modelled the data. The

temporal derivative of the haemodynamic response function (HRF) is usually

used in fMRI analysis to account for small differences in the latency of the BOLD

response. An increase in the temporal derivatives means that the BOLD response

peaks earlier, while a decrease indicates a later peak. We ran the same linear-

mixed effects model used before with the addition of temporal derivatives of all

predictors of interest (Supplementary Table S4.5). We found a significant three-

way interaction between the top-down derivative, modality and ROI (χ2 = 15.7,

p < 0.0004); the surprisal derivative, modality and ROI (χ2 = 18, p < 0.0002);

and two-way interactions between the open nodes derivative and modality (χ2

= 4.4, p < 0.037), and the open nodes derivative and ROI (χ2 = 26.8, p <
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0.0001). The top-down temporal derivative was marginally significantly positive

in BA45 in production (estimate = 0.31, SE = 0.16, p = 0.056), indicating an

earlier BOLD peak than assumed by the canonical HRF, while it was significantly

negative in LpMTG (estimate = 0.32, SE = 0.16, p = 0.046), indicating a later

peak. It was not significantly different from zero in comprehension, nor did it

differ between ROIs. These results suggest that the LpMTG may have been active

after BA45 in response to more top-down node counts.

Figure S4.2: Beta estimates for the effect of the temporal derivative of each predictor
of on BOLD activity in the regions of interest. Error bars represent
confidence intervals. Positive estimates indicate an earlier BOLD
response, negative estimates indicate a later BOLD response.

Word surprisal elicited later BOLD peaks in comprehension and earlier BOLD

peaks in production, relative to the canonical HRF. In comprehension, BA45 and

LpMTG were both significantly related to a delay in activity (BA45: estimate =
0.46, SE = 0.16, p = 0.003; LpMTG: estimate = 0.55, SE = 0.16, p = 0.0005).

In production, both activity in both BA44 and BA45 increased with the temporal
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derivative for surprisal (BA44: estimate = 0.53, SE = 0.2, p = 0.16; BA45: esti-

mate = 0.97, SE = 0.2, p = 0.0001). These results suggest that word surprisal

elicited earlier activity increases in production than comprehension, which likely

relates to the timing of lexical access (before word onset in production, after

word onset in comprehension). The open nodes measure showed earlier BOLD

responses in the LpMTG (estimate = 1.3, SE = 0.3, p = 0.0001), and earlier

responses in comprehension than production (estimate = 0.213, SE = 0.1, p =
0.037). Again, BA45 and the LpMTG had different BOLD peak latencies, sug-

gesting that BA45 responded earlier to top-down nodes but later to open nodes,

while LpMTG responded earlier to open nodes and later to top-down nodes.

Speech fluency: results and discussion

The number of syllables of a word significantly predicted an increase in word du-

ration (unit is seconds, β= 0.08, SE= 0.004, t= 22.6, χ2= 510.02, p= 0.0001),

which was expected, but a decrease in pause length before word articulation (β

= -0.02, SE = 0.004, t = 4.9, χ2 = 23.9, p = 0.0001). The shorter pause before

articulation of long words is possibly due to the longer time available to plan for

later words during uttering of a long word. Higher word frequency instead pre-

dicted shorter word duration (β = -0.017, SE = 0.001, t = 15.1, χ2 = 239.8, p

= 0.0001), but did not affect pause length (β = 0.0008). Larger word surprisal

increased word duration to a small extent (β = 0.004, SE = 0.0004, t = 9.6, χ2

= 91.9, p = 0.0001), and it had a larger positive effect on pause length (β =
0.02, SE = 0.002, t = 10.4, χ2 = 109.1, p = 0.0001). Less predictable words

based on context thus took longer to be initiated and were uttered for a slightly

longer time (4 ms), after accounting for their length.

We also determined how predictors of syntactic complexity related to speech

fluency. Top-down node counts predicted the largest decrease in word duration

(β = -0.045, SE = 0.002, t = 20.1, χ2 = 404.1, p = 0.0001), suggesting that

when phrases are opened, information can be conveyed faster, possibly to of-

fload working memory. It also predicted the largest increase in pause length

before the word in question is uttered (β = 0.09, SE = 0.008, t = 10.9, χ2

= 119.7, p < 0.0001) suggesting that grammatical encoding related to a word

is performed before word articulation, and that nodes are built in an anticipa-

tory way. Bottom-up parser operations predicted an opposite pattern. Larger

bottom-up counts increased word duration (β = 0.012, SE = 0.0009, t = 12.6,

χ2 = 159.5, p < 0.0001), but decreased pause length (β = 0.021, SE = 0.002,

t = 11.6, χ2 = 135.7, p < 0.0001). The shorter pauses suggest that at phrase
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closing the structure is already computed. Finally, open nodes predicted a sig-

nificant but very small decrease in word duration (β = -0.002, SE = 0.0004, t =
5.3, χ2 = 28.5, p < 0.0001), and a larger decrease in pause length (β = -0.024,

SE = 0.002, t = 14.6, χ2 = 213.9, p < 0.0001), suggesting easier processing the

further along in a sentence. In line with the neuroimaging results, this pattern

of results suggests that phrase-structure building happens before word articula-

tion and at phrase-opening, with a decrease in pauses the further along in the

sentence.

Figure S4.3: Estimates in seconds of the effect of each predictor of word charac-
teristics and phrase-structure building on word durations and pause
length before word articulation. Error bars represent standard error
of the mean. Individual points represent each participant’s estimate
as estimated by the random slopes. The model estimated identical
random slopes for number of syllables on pause length for each par-
ticipant.

This was the first study to show an increase in neural activity for words asso-

ciated with higher surprisal, not only in comprehension but also in production.
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Many studies showed sensitivity of brain activity to surprisal in language com-

prehension computed with several models (Shain et al., 2020; Willems et al.,

2016). The neural results are in line with the behavioural results that show

an increase in pause length before less probable words and a small increase in

their duration, as found previously (Aylett & Turk, 2004). The results thus con-

verge in demonstrating the sensitivity of the production system to the statistical

probabilities of the linguistic input and output, both in behavioural and neural

patterns. This finding is in line with accounts of efficient language production

that propose a uniform distribution of information in discourse (Uniform Infor-

mation Density, Jaeger, 2010; Jaeger & Levy, 2007; Karimi, 2022; Piantadosi,

Tily, & Gibson, 2011). More informative units (in information-theoretic terms,

i.e. larger surprisal in the current study) take more time in discourse, while re-

dundant units can be uttered faster or eliminated (e.g. for optional words like

complementizer that, Jaeger, 2010).

Correlation between model predictors

Figure S4.4: Correlation matrix showing Pearson’s r correlation among all predic-
tors. Note that not all predictors were used in the same model.
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Table S4.1: Summary of model output of BOLD activity in production and compre-
hension. ROI1 refers to the contrast BA44 vs. BA45, ROI2 refers to
the contrast BA44 & BA45 vs. pMTG. Mod stands for modality. AIC
stands for Akaike Information Criterion.

BOLD

Predictors Estimates SE CI Statistic p

(Intercept) -0.18 0.01 -0.21 – -0.16 -14.93 0.001

word rate 0.54 0.03 0.48 – 0.61 16.15 0.001

syllable 0.22 0.12 -0.02 – 0.45 1.82 0.069

frequency 0.12 0.05 0.03 – 0.21 2.5 0.012

top-down 0.02 0.16 -0.29 – 0.33 0.13 0.899

ROI1 0 0.01 -0.01 – 0.01 0.26 0.796

ROI2 0 0 -0.01 – 0.01 -0.02 0.98

mod1 -0.01 0 -0.02 – 0.00 -1.81 0.07

bottom-up -0.05 0.08 -0.21 – 0.11 -0.6 0.547

surprisal 0.16 0.02 0.12 – 0.21 6.67 0.001

open nodes 0.03 0.01 0.00 – 0.06 2.06 0.04

top-down * ROI1 -0.09 0.09 -0.27 – 0.08 -1.04 0.299

top-down * ROI2 -0.23 0.05 -0.33 – -0.13 -4.42 0.001

top-down * mod1 -0.49 0.16 -0.79 – -0.18 -3.13 0.002

ROI1 * mod1 0 0.01 -0.01 – 0.01 0.06 0.956

ROI2 * mod1 0 0 -0.01 – 0.01 -0.11 0.909

ROI1 * bottom-up 0.05 0.06 -0.07 – 0.17 0.81 0.42

ROI2 * bottom-up 0.12 0.03 0.05 – 0.19 3.38 0.001

mod1 * bottom-up 0.39 0.08 0.23 – 0.55 4.84 0.001

mod1 * surprisal 0 0.02 -0.04 – 0.05 0.17 0.868

ROI1 * surprisal 0.08 0.02 0.04 – 0.12 3.63 0.001

ROI2 * surprisal 0.01 0.01 -0.01 – 0.04 0.92 0.359

ROI1 * open nodes 0.02 0.01 0.00 – 0.03 2.02 0.044

ROI2 * open nodes 0.01 0 -0.00 – 0.02 1.69 0.091

mod1 * open nodes 0.03 0.01 0.00 – 0.06 2.15 0.032

top-down * ROI1 * mod1 -0.2 0.09 -0.37 – -0.02 -2.21 0.027

top-down * ROI2 * mod1 -0.12 0.05 -0.22 – -0.02 -2.36 0.019

(ROI1 * mod1) * bottom-up 0.15 0.06 0.03 – 0.27 2.47 0.013

(ROI2 * mod1) * bottom-up 0.09 0.03 0.02 – 0.16 2.56 0.01

(ROI1 * mod1) * surprisal 0.01 0.02 -0.03 – 0.05 0.61 0.54

(ROI2 * mod1) * surprisal -0.02 0.01 -0.04 – 0.00 -1.65 0.1

(ROI1 * mod1) * open nodes 0.02 0.01 0.00 – 0.03 2.54 0.011

(ROI2 * mod1) * open nodes 0.01 0 -0.00 – 0.02 1.58 0.114

N subj 52

Observations 115743

AIC 418491.644
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Table S4.2: Summary of model output of BOLD activity in production with top-
down predictor. ROI1 refers to the contrast BA44 vs. BA45, ROI2
refers to the contrast BA44 & BA45 vs. pMTG. Mod stands for modal-
ity. AIC stands for Akaike Information Criterion, used for the produc-
tion only models to determine model fit.

BOLD

Predictors Estimates SE CI Statistic p

(Intercept) -0.15 0.02 -0.18 – -0.11 -7.56 0.001

word rate 0.46 0.05 0.35 – 0.56 8.33 0.001

syllable 0.07 0.14 -0.21 – 0.35 0.5 0.62

frequency 0.08 0.07 -0.06 – 0.22 1.15 0.25

surprisal 0.15 0.03 0.09 – 0.22 4.78 0.001

ROI1 0 0.01 -0.02 – 0.02 0.12 0.905

ROI2 0 0.01 -0.01 – 0.01 0.05 0.958

top-down 0.51 0.19 0.14 – 0.88 2.73 0.006

bottom-up -0.42 0.1 -0.61 – -0.23 -4.41 0.001

surprisal * ROI1 0.06 0.04 -0.01 – 0.14 1.75 0.08

surprisal * ROI2 0.03 0.02 -0.01 – 0.07 1.49 0.136

ROI1 * top-down 0.1 0.15 -0.20 – 0.40 0.67 0.501

ROI2 * top-down -0.11 0.09 -0.28 – 0.07 -1.22 0.224

ROI1 * bottom-up -0.1 0.1 -0.29 – 0.09 -1.03 0.303

ROI2 * bottom-up 0.03 0.06 -0.08 – 0.14 0.5 0.617

N subj 16

Observations 45099

AIC 170821.271
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Table S4.3: Summary of model output of BOLD activity in production with early
top-down predictor. ROI1 refers to the contrast BA44 vs. BA45, ROI2
refers to the contrast BA44 & BA45 vs. pMTG. Mod stands for modal-
ity. AIC stands for Akaike Information Criterion, used for the produc-
tion only models to determine model fit.

BOLD

Predictors Estimates SE CI Statistic p

(Intercept) -0.15 0.02 -0.19 – -0.11 -7.88 0.001

word rate 0.47 0.05 0.37 – 0.58 8.69 0.001

syllable 0.07 0.14 -0.21 – 0.35 0.49 0.622

frequency 0.06 0.07 -0.08 – 0.21 0.9 0.37

surprisal 0.16 0.03 0.09 – 0.22 4.83 0.001

ROI1 0 0.01 -0.02 – 0.02 0.12 0.906

ROI2 0 0.01 -0.01 – 0.01 0.06 0.956

early top-down 0.33 0.2 -0.06 – 0.72 1.64 0.1

bottom-up -0.35 0.1 -0.55 – -0.16 -3.54 0.001

surprisal * ROI1 0.06 0.04 -0.01 – 0.14 1.78 0.076

surprisal * ROI2 0.03 0.02 -0.01 – 0.07 1.42 0.155

ROI1 * early top-down 0.1 0.12 -0.14 – 0.35 0.85 0.397

ROI2 * early top-down -0.17 0.07 -0.31 – -0.03 -2.34 0.02

ROI1 * bottom-up -0.09 0.09 -0.27 – 0.08 -1.04 0.296

ROI2 * bottom-up 0.04 0.05 -0.07 – 0.14 0.68 0.494

N subj 16

Observations 45099

AIC 170803.949
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Table S4.4: Summary of model output of BOLD activity in production with chun-
ked top-down predictor. ROI1 refers to the contrast BA44 vs. BA45,
ROI2 refers to the contrast BA44 & BA45 vs. pMTG. Mod stands for
modality. AIC stands for Akaike Information Criterion, used for the
production only models to determine model fit.

BOLD

Predictors Estimates SE CI Statistic p

(Intercept) -0.16 0.02 -0.19 – -0.12 -8.13 0.001

word rate 0.49 0.05 0.38 – 0.59 8.97 0.001

syllable 0.07 0.14 -0.21 – 0.35 0.52 0.603

frequency 0.05 0.07 -0.09 – 0.19 0.69 0.491

surprisal 0.15 0.03 0.09 – 0.21 4.62 0.001

ROI1 0 0.01 -0.02 – 0.02 0.12 0.906

ROI2 0 0.01 -0.01 – 0.01 0.05 0.957

chunked top-down 0.32 0.16 0.00 – 0.63 1.97 0.049

bottom-up -0.31 0.08 -0.47 – -0.14 -3.65 0.001

surprisal * ROI1 0.06 0.04 -0.01 – 0.14 1.75 0.08

surprisal * ROI2 0.03 0.02 -0.01 – 0.07 1.49 0.135

ROI1 * chunked top-down 0.02 0.13 -0.23 – 0.27 0.17 0.866

ROI2 * chunked top-down -0.04 0.07 -0.19 – 0.10 -0.56 0.574

ROI1 * bottom-up -0.07 0.09 -0.25 – 0.10 -0.82 0.413

ROI2 * bottom-up 0 0.05 -0.10 – 0.10 0.02 0.984

N subj 16

Observations 45099

AIC 170834.489
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Table S4.5: Summary of model output of BOLD activity in production and com-
prehension, including the temporal derivative (der) of all predictors of
interest. ROI1 refers to the contrast BA44 vs. BA45, ROI2 refers to
the contrast BA44 & BA45 vs. pMTG. Mod stands for modality. AIC
stands for Akaike Information Criterion, used for the production only
models to determine model fit.

BOLD

Predictors Estimates SE CI Statistic p

(Intercept) -0.17 0.01 -0.20 – -0.15 -13.99 0.001

word rate 0.52 0.03 0.45 – 0.58 15.12 0.001

syll 0.22 0.12 -0.00 – 0.45 1.93 0.054

frequency 0.12 0.05 0.03 – 0.21 2.52 0.012

top-down der 0.02 0.35 -0.66 – 0.71 0.06 0.953

ROI1 0 0.01 -0.01 – 0.01 0.26 0.795

ROI2 0 0 -0.01 – 0.01 0 0.999

mod1 -0.01 0 -0.02 – 0.00 -1.72 0.085

bottom-up der 0.09 0.16 -0.23 – 0.41 0.56 0.576

surprisal der 0.09 0.12 -0.14 – 0.33 0.76 0.448

open nodes der 0.04 0.05 -0.06 – 0.15 0.84 0.399

top-down -0.1 0.16 -0.42 – 0.21 -0.62 0.533

bottom-up 0.07 0.1 -0.13 – 0.27 0.65 0.515

surprisal 0.16 0.02 0.11 – 0.21 6.54 0.001

open nodes 0.03 0.02 -0.00 – 0.06 1.81 0.071

top-down der * ROI1 0.33 0.24 -0.14 – 0.79 1.38 0.166

top-down der * ROI2 -0.22 0.14 -0.49 – 0.05 -1.62 0.105

top-down der * mod1 -0.02 0.35 -0.70 – 0.67 -0.05 0.962

ROI1 * mod1 0 0.01 -0.01 – 0.01 0.06 0.952

ROI2 * mod1 0 0 -0.01 – 0.01 -0.12 0.906

ROI1 * bottom-up der 0.19 0.14 -0.08 – 0.45 1.37 0.171

ROI2 * bottom-up der -0.12 0.08 -0.27 – 0.04 -1.5 0.134

mod1 * bottom-up der -0.02 0.16 -0.33 – 0.30 -0.12 0.904

mod1 * surprisal der -0.43 0.12 -0.66 – -0.19 -3.56 0.001

ROI1 * surprisal der -0.02 0.06 -0.15 – 0.11 -0.29 0.775

ROI2 * surprisal der -0.19 0.04 -0.26 – -0.12 -5.08 0.001

ROI1 * open nodes der 0.02 0.05 -0.07 – 0.11 0.39 0.7

ROI2 * open nodes der 0.14 0.03 0.09 – 0.19 5.22 0.001

mod1 * open nodes der 0.11 0.05 0.01 – 0.21 2.09 0.037

ROI1 * top-down -0.13 0.13 -0.38 – 0.12 -1.05 0.295

ROI2 * top-down -0.49 0.07 -0.63 – -0.34 -6.63 0.001

mod1 * top-down -0.67 0.16 -0.98 – -0.35 -4.16 0.001

ROI1 * bottom-up 0.09 0.11 -0.13 – 0.30 0.8 0.427

ROI2 * bottom-up 0.38 0.06 0.26 – 0.50 6.08 0.001

mod1 * bottom-up 0.57 0.1 0.37 – 0.77 5.54 0.001

mod1 * surprisal 0.01 0.02 -0.04 – 0.05 0.25 0.803

ROI1 * surprisal 0.08 0.02 0.04 – 0.12 3.68 0.001

ROI2 * surprisal 0.01 0.01 -0.01 – 0.03 0.81 0.417

ROI1 * open nodes 0.01 0.01 -0.00 – 0.03 1.38 0.166

ROI2 * open nodes 0.01 0 0.00 – 0.02 1.98 0.048

mod1 * open nodes 0.03 0.02 0.00 – 0.06 2.04 0.041

top-down der * ROI1 * mod1 -0.27 0.24 -0.74 – 0.19 -1.16 0.248

top-down der * ROI2 * mod1 0.52 0.14 0.25 – 0.78 3.79 0.001

(ROI1 * mod1) * bottom-up der -0.05 0.14 -0.32 – 0.22 -0.37 0.711

(ROI2 * mod1) * bottom-up der -0.13 0.08 -0.28 – 0.03 -1.6 0.109

(ROI1 * mod1) * surprisal der -0.24 0.06 -0.37 – -0.12 -3.79 0.001

continued . . .
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. . . continued

BOLD

Predictors Estimates SE CI Statistic p

(ROI2 * mod1) * surprisal der 0.07 0.04 -0.00 – 0.14 1.9 0.057

(ROI1 * mod1) * open 0.04 0.05 -0.05 – 0.14 0.94 0.345

nodes der

(ROI2 * mod1) * open -0.04 0.03 -0.09 – 0.01 -1.48 0.14

nodes der

(ROI1 * mod1) * top-down -0.27 0.13 -0.52 – -0.02 -2.13 0.033

(ROI2 * mod1) * top-down -0.07 0.07 -0.22 – 0.07 -1 0.318

(ROI1 * mod1) * bottom-up 0.22 0.11 0.01 – 0.43 2.07 0.039

(ROI2 * mod1) * bottom-up 0.02 0.06 -0.10 – 0.15 0.39 0.696

(ROI1 * mod1) * surprisal 0.01 0.02 -0.03 – 0.05 0.58 0.565

(ROI2 * mod1) * surprisal -0.02 0.01 -0.04 – 0.01 -1.5 0.133

(ROI1 * mod1) * open 0.02 0.01 0.00 – 0.04 2.3 0.021

nodes

(ROI2 * mod1) * open 0.01 0 0.00 – 0.02 2.69 0.007

nodes

N subj 52

Observations 115743

AIC 418263.25
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Table S4.6: Summary of model output of the pause length preceding each word’s
production. AIC stands for Akaike Information Criterion, used for
the production only models to determine model fit.

pause length
Predictors Estimates SE CI Statistic p

(Intercept) 0.15 0.02 0.11 – 0.19 7.11 <0.001
frequency 0.00 0.00 -0.00 – 0.00 0.36 0.722
surprisal 0.02 0.00 0.02 – 0.03 11.22 <0.001
syllables -0.03 0.01 -0.04 – -0.02 -5.36 <0.001
bottom-up -0.02 0.00 -0.03 – -0.02 -10.36 <0.001
open nodes -0.03 0.00 -0.03 – -0.02 -13.66 <0.001
top-down 0.10 0.01 0.08 – 0.11 10.66 <0.001

N subj 16
Observations 45079
AIC 82830.780

Table S4.7: Summary of model output of word duration. AIC stands for Akaike
Information Criterion, used for the production only models to deter-
mine model fit.

word duration
Predictors Estimates SE CI Statistic p

(Intercept) 0.27 0.01 0.25 – 0.29 28.22 <0.001
frequency -0.02 0.00 -0.02 – -0.01 -15.44 <0.001
surprisal 0.00 0.00 0.00 – 0.01 9.38 <0.001
syllables 0.08 0.00 0.08 – 0.09 22.50 <0.001
bottom-up 0.01 0.00 0.01 – 0.01 12.61 <0.001
open nodes -0.00 0.00 -0.00 – -0.00 -5.35 <0.001
top-down -0.05 0.00 -0.05 – -0.04 -20.05 <0.001

N subj 16
Observations 45079
AIC -42830.283
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5 | Distributed Neural Representations for

Semantic Structures During Sentence

Production

Abstract

The neural representations for compositional processing have so far mostly been
studied during sentence comprehension. In an fMRI study of sentence pro-
duction, we investigated the brain representations for compositional process-
ing during speaking. We used a rapid serial visual presentation sentence re-
call paradigm to elicit sentence production from the conceptual memory of an
event. With voxel-wise encoding models, we probed the specificity of the com-
positional structure built during the production of each sentence, comparing an
unstructured model of word meaning without relational information (’bag-of-
nouns’) with a model that encodes abstract thematic relations (’man-as-agent’)
and a model encoding event-specific relational structure (’man-as-attacker’). We
found that relational structure was encoded in a gradient of specificity in the
superior temporal cortex (STC). The mid-anterior STC encoded sentences with
specific event (verb) representations, while the posterior STC encoded sentences
abstracting over events. This posterior cluster also encoded the ordinal and syn-
tactic structure of the sentence, indicating that during production the posterior
STC is involved in binding lexical items to semantic roles, as well as to subject
and object roles. Whole-brain analyses revealed that the encoding of sentence
meaning at different levels of specificity was by no means limited to the STC
and instead highlighted a large left fronto-parieto-temporal network. Overall,
we found evidence for the encoding of specific and abstract semantic structures
during sentence production in distributed brain representations.
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5.1 Introduction

One of the most characteristic features of human language is its infinite com-

binatorial potential. The same words can be used in different structures and

combinations to compose different meaning. For example, the sentences “the

surfer sees the violinist” and “the violinist sees the surfer” are formed by the

same words, but have different meanings that depend on the relational struc-

ture of the event. Similarly, in “the surfer sees the violinist” and “the surfer is

seen by the violinist”, the content words are the same and in the same order,

but the voice of the sentence (active vs. passive structure) indicates a different

relational structure and meaning. The sentence-level meaning is thus composed

by a combination of word meanings based on syntactic rules that help form a

semantic structure characterizing a conceptual event representation (Jackend-

off, 1992). Investigations on how sentence-level compositional meaning is sup-

ported by brain structure and function have only just started.

At the phrasal level, extensive MEG evidence has found the left anterior tempo-

ral lobe (LATL) and the ventro-medial prefrontal cortex (mPFC) to sequentially

activate for semantic composition (e.g. composing “red boat” vs. “red blue”)

(e.g. Bemis & Pylkkänen, 2011; Blanco-Elorrieta et al., 2018; Flick et al., 2018;

Pylkkänen, 2020; Pylkkänen et al., 2014; but see Kochari, Lewis, Schoffelen,

& Schriefers, 2021). At the sentence-level, the verb argument structure indi-

cates the thematic roles of entities participating in an event (e.g. who did what

to whom). The angular gyrus, extending to posterior superior temporal gyrus

(STG) and middle temporal gyrus (MTG), shows increased activation for verbs

with more complex verb argument structures (Meltzer-Asscher, Mack, Barbieri,

& Thompson, 2015; Meltzer-Asscher, Schuchard, Ouden, & Thompson, 2013),

and is involved in event processing (Matchin, Liao, Gaston, & Lau, 2019). The

temporal lobe was found to be involved in processing thematic roles. The mid

left MTG was found to be involved in decoding the thematic roles of nouns in a

video depicting an action event, where a rabbit “punching a monkey” was clas-

sified as an agent vs. a patient (Wang et al., 2016). An adjacent region in mid

left STG was found to decode the identity of agents and patients (in this case

determining if the agent was a rabbit or a monkey) (Frankland & Greene, 2015,

2020b). Lesions to these mid regions of temporal cortex were also found to lead

to deficits in accessing thematic role knowledge at the linguistic and conceptual

level (Wu, Waller, & Chatterjee, 2007).

There is an advantage for modelling compositional effects at the sentence

level. Word meaning constrained by verb semantics provides a better fit to brain
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data relative to unconstrained meaning, indicating incremental composition in

a parieto-temporo-frontal network (Lyu et al., 2019). Sentence-specific propo-

sitional meaning best models brain activity relative to unstructured models that

use individual word meanings separately (bag-of-words) and is found to be dis-

tributed across the brain and language-network (Anderson et al., 2021). Re-

garding how compositional meaning may be supported by brain structure, Fran-

kland and Greene (2015) suggested a computer-like architecture where regions

of the cortex flexibly encode the meaning of sentence variables associated with

a specific conceptual organization. In particular, they found that a region of the

left mid superior temporal cortex (lmSTC) can distinguish between mirror sen-

tences, which use the same words to create different meaning (e.g. “the surfer

sees the violinist” and “the violinist sees the surfer”) and carries information

about the identity of the actors of an event to the amygdala. Additionally, ad-

jacent subregions of the lmSTC separately carry information about the identity

of the agents and patients of the events, showing that they can be encoded si-

multaneously to potentially form complex representations. The anterior medial

prefrontal cortex (amPFC) and the hippocampus encode verb-specific informa-

tion about thematic roles, i.e. thematic roles in combination with a specific event

(Frankland & Greene, 2020b). The results of these studies were integrated to

propose a functional architecture for dynamically encoding sentence meaning

in the brain relying on amPFC, lmSTC and hippocampal representations (Fran-

kland & Greene, 2020a).

Our goal was to test this functional architecture for compositional processing

in sentence production. Sentence production diverges from comprehension in

having as its goal a linear sequence that the speaker eventually utters. In com-

prehension, instead, the input is in linear order and must be combined into an

event representation. In production, a conceptualizer system generates a prever-

bal (or prelinguistic) message in the form of a structured conceptual representa-

tion (Guhe, 2007; Jackendoff, 1992; Levelt, 1989). These conceptual structures

are thought to be shared between production and comprehension (Levelt, 1989).

The semantic structure is then formulated into a linear sequence that eventually

takes the form of a phonetic plan for the articulators (Levelt, 1989). The formu-

lator requires semantic concepts (entities and events), semantic roles between

concepts (the argument structure) and features (e.g. number) to be encoded by

the conceptualizer (Guhe, 2007). The semantic roles that take part in the event

are mapped to lexical items assigned to syntactic roles (e.g. subject, object,
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verb). The syntactic roles are then ordered into a phrase-structure frame that

includes morphological and phonological specification (Bock & Levelt, 1994).

One critical characteristic of sentence production is its incrementality (e.g.

Bock & Ferreira, 2014; Levelt, 1989). Preverbal message generation is incre-

mental, thus proceeding in increments that are fed to the formulator as they

become available, rather than waiting for the complete semantic representation

to be available (De Smedt & Kempen, 1987). Similarly, formulation proceeds in-

crementally and continues while words are being articulated. At the conceptual

level, incrementality is argued to be either linear or hierarchical (e.g. Konopka

& Brown-Schmidt, 2014). According to linear incrementality, speakers encode

the message and plan the sentence in an element-by-element fashion. In hierar-

chical incrementality, instead, the gist of the event is encoded first, including the

relations between the objects (which generally end up constituting the verb),

before formulation and articulation of the first element.

The experimental study of message generation is hindered by the difficulty to

control the content of messages a speaker may want to convey. Since the out-

put is linguistic, the distinction between conceptualization and formulation is

reduced, making it hard to understand what level of processing is affected by

a task (Bock & Ferreira, 2014; Levelt, 1989; Papafragou & Grigoroglou, 2019).

Evidence on speech onset times shows that longer utterances have slower onset

latencies. For instance, for the sentence “The dog and the foot move up and

the kite moves down” the onset is later than “the dog and the kite move up”,

even though the subjects are equally long, suggesting that there is high-level

processing of an event for the remainder of the sentence before speech onset

(M. Smith & Wheeldon, 1999). Eye-tracking also provides a means to access

event processing and its relationship with sentence formulation (Z. M. Griffin &

Bock, 2000). Eye-tracking studies show that there is an initial central fixation

of 300-400ms for higher-level coding of the scene before attention is moved to

the first item to be uttered (Z. M. Griffin & Bock, 2000; Konopka, 2019). This

again suggests that planning is not exclusively linear, otherwise attention would

be directed directly to the subject. Konopka (2019) showed that the event is en-

coded before speech onset by finding that speech onset fixations are directed to

the character that is most informative for action encoding, providing evidence

for early event encoding during conceptualization, in support of hierarchical

incrementality. In addition, during masked scene processing participants can

rapidly identify the agents and patients of the depicted action as measured by

questions following the rapid scene presentation (Hafri et al., 2013). Therefore,
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entities participating in an event are connected to their thematic role in very

short processing timescales during scene processing (cf. Grimshaw, 1990; Jack-

endoff, 1992). Overall, evidence from scene description experiments suggests

that the event is encoded early and that eye movements roughly follow iden-

tities in a scene in the order of formulation and articulation (see for a review

Papafragou & Grigoroglou, 2019).

Therefore, psycholinguistic evidence based on scene description experiments

suggests that compositional structures are built early and quickly in production.

However, onset latencies and eye fixations in picture description paradigms are

indirect indicators of the neuro-cognitive processes that unfold during language

planning and production. Advances in neuroimaging, especially decoding and

feature-based encoding models, have made it possible to probe them more di-

rectly. As such, further confirmation that entities are bound to their event role

would be provided if composed sentence meaning (i.e. word meaning in associ-

ation with the relational structure of the sentence) were found to be decodable

from brain activity during sentence production, as it was for comprehension. A

neuroimaging approach also allows for evidence on compositional processing

with production elicited from the memory of an event rather than a picture de-

scription. Differently from comprehension, the incrementality of the message

generation and sentence formulation may lead the ordering of entities in the

event to become more prominent in production. The accessibility of lexical items

and the codability of the events to be described have been found to affect the

order in which entities are uttered during sentence production (Kuchinsky et al.,

2011; van de Velde et al., 2014). Similarly, the verb is not always planned before

sentence onset (Momma & Ferreira, 2019; Momma et al., 2016). As a conse-

quence, compositional representations at different levels of abstraction may be

built at different time points between production and comprehension. In com-

prehension, the compositional meaning represents the end goal, while in pro-

duction it is the prerequisite, but its building dynamics are unclear. Frankland

and Greene (2020b) found evidence for both abstract representations (across

event types) and specific representations (event/verb-specific) to be encoded in

the brain, in different regions. Here, we tested whether this proposed infrastruc-

ture for compositional processing was equally distinct for specific and abstract

representations during sentence production.

Previous studies found that a similar network is engaged during sentence pro-

duction and comprehension with some asymmetries in the level of engagement.

In particular, both temporal and frontal areas are involved in syntactic process-
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ing (Giglio et al., 2022; Hu et al., 2022; Matchin & Wood, 2020; Segaert et al.,

2012), but production and comprehension were found to differently load on

them and on the connectivity between them (Chapters 2-3, Giglio et al., 2022).

In addition, production and comprehension elicit different BOLD latencies, that

are thought to reflect inverse processing dynamics during planning and parsing,

as also reflected by temporal dynamics in MEG (Blanco-Elorrieta et al., 2018;

Giglio et al., 2022; Pylkkänen, 2020; Pylkkänen et al., 2014, ; Chapter 4). These

results thus suggest that a similar network can be expected for compositional

processing in production and comprehension, since their neural resources seem

to be shared.

Therefore, we investigated whether in production compositional structure at

different levels of abstraction relied on the same brain areas as previously found

in comprehension, with the anterior prefrontal cortex encoding specific repre-

sentations, the hippocampus encoding specific representations via pattern sepa-

ration, and the lmSTC encoding abstract relations (Frankland & Greene, 2020b).

We investigated the specificity of relational encoding using voxel-wise encoding

models trained to predict brain activity from sentence descriptors positing differ-

ent levels of noun-role combinations. We focused on the lmSTC, amPFC and hip-

pocampus ROIs, but also ran whole-brain analyses to determine whether other

regions were involved in compositional processing in production. In addition,

due to the incrementality of sentence production, we expected sentence meaning

to be encoded in brain activity also in sequential and syntactic characterizations

of sentence structure. We looked for clusters sensitive to these different aspects

of sentence organization in the whole-brain, and averaged the performance of

these encoding models in the lmSTC ROI that was previously found to encode

abstract event structure (Frankland & Greene, 2020b). Finally, we tested for

the separability of encoding of thematic roles such as agent and patient, as well

as grammatical roles like subject and object, using the same encoding model

procedure as well as multivoxel pattern classification analysis.

5.2 Materials and Methods

Participants

Forty right-handed native Dutch speakers participated in the study after giving

written informed consent (27 females, mean age = 21.5 years, range 18-49).

The study was approved by the ethical committee for Region Arnhem-Nijmegen.
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Participants reported having no language-related or neurological disorders and

normal or corrected-to-normal vision. Two participants were excluded due to

poor performance during the task, which did not leave enough trials per run for

the analysis.

Materials

The stimuli consisted of 256 Dutch sentences made of a combination of 16 nouns

and 16 verbs; an additional 36 sentences of the same type followed by a question;

and 72 filler sentences. Half of the sentences of interest were in active voice,

while the other half was in passive voice, half of which in one word order and half

in another word order (allowed in Dutch: “de bokser wordt door de muzikant

herkend” or “de bokser wordt herkend door de muzikant”). The filler sentences

were composed of several verbs and nouns to increase variability of content and

structure in the production.

The nouns referred to individuals playing either sport or music, 8 for each

category (see Table 5.1). The verbs were all transitive verbs either express-

ing an action that involves contact, or that requires perception. All perception

verbs were experiencer-subject verbs, with the perceiver (i.e. experiencer) ex-

pressed in subject position and the perceived item (i.e. stimulus) as an object

(e.g. “the athlete sees the musician”). The two categories of nouns and verbs

were matched in length and frequency (see Table 5.1). We used this categor-

ical semantic distinction to be able to differentiate sentences in their semantic

representation at the single word level, as well as in the combination of words.

We contrasted semantic categories rather than individual verbs and nouns (as

done instead in Frankland & Greene, 2020b), to increase variability in the pro-

duction output and to avoid too much word repetition. Both noun and verb

categories were found to be decodable before (Arana, 2022; Xu et al., 2018).

Each verb was used in 18 sentences and was combined with each subject and

object at least once, with as few noun-noun combinations for subject and object

as possible across all stimuli.

Procedure

The experiment used a rapid serial visual presentation (RSVP) sentence recall

paradigm. Participants read sentences word-by-word, with each word presented

for 150 ms and no blank screen in-between words. After sentence reading, there

was a short distraction task, where a list of four numbers was presented, followed
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Table 5.1: Nouns and verbs used in different combinations to create the sentences
of interest, with their mean length and log frequency values ± standard
deviation.

Nouns Verbs

Sport Music Contact Perception

schaatser (skater) cellist (cellist) vasthouden (hold) opmerken (notice)
wielrenner (cyclist) saxofonist (saxophonist) aanvallen (attack) zien (see)
voetballer (footballer) violist (violinist) wegduwen (push away) ontdekken (discover)
surfer (surfer) gitarist (guitarist) krabben (scratch) begluren (peep)
zwemmer (swimmer) pianist (pianist) schoppen (kick) herkennen (recognize)
atleet (athlete) drummer (drummer) grijpen (grab) bekijken (look)
turner (gymnast) muzikant (musician) trappen (kick) aanstaren (stare)
bokser (boxer) zanger (singer) knijpen (squeeze) waarnemen (perceive)

Mean length: 7.5 ±1.73 7.5 ± 1.12 7.87 ± 1.05 8 ± 1.58
Mean log freq.: 0.22 ± 0.43 0.20 ± 0.40 0.98 ± 0.60 1.04 ± 1.04

by a single number written in letters. Participants had to decide whether the last

number was present in the list. After their response, they repeated aloud the sen-

tence they had just read as they remembered it (see Figure 5.1). This paradigm

was shown to lead to sentence production from conceptual memory of the sen-

tence just read, rather than from verbatim memory (Lombardi & Potter, 1992;

Potter & Lombardi, 1990, 1998; van de Velde & Meyer, 2014). We thus consid-

ered it to be a suitable paradigm to elicit sentence production with constrained

stimuli. Since the task was hard, participants sometimes made mistakes in the

recall. They were asked to always utter full sentences, even if they did not re-

member one of the items they read, by using one of the other words they had

been exposed to.

The experiment was divided in 6 blocks of 60 sentences each. In 6 trials per

block, a question was asked in place of producing. The questions asked about

the identity of the agent or patient of the sentence just read (e.g. “Who kicked?”

and a choice between “boxer” and “musician”). The questions were meant to

have a measure of participants’ understanding of what they were reading.

fMRI data acquisition

MR data were acquired in a 3T MAGNETOM PrismaFit MR scanner (Siemens

AG, Healthcare Sector, Erlangen, Germany) using a 32-channel head coil. The

MRI protocol included a T1-weighted MRI scan for anatomical reference and

several fMRI scans. The T1-weighted scan was acquired in the sagittal orien-

tation using a 3D MPRAGE sequence with the following parameters: repetition

time (TR)/inversion time (TI) 2300/1100 ms, echo time (TE) 3 ms, 8° flip angle,

field of view (FOV) 256 mm × 216 mm × 176 mm and a 1 mm isotropic resolu-
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Figure 5.1: A: Experimental procedure including presentation times and jittering
between events. The inter-trial interval ranged from .5 to 3.5 sec (mean
= 0.64 sec). B: All the predictors used for the encoding model of brain
activity. Only a section of the predictors was used for each encoding
model. The white spots indicate that a sentence feature (e.g. semantic
category for the bag-of-nouns) was present in a given sentence.

tion. Parallel imaging (iPAT= 2) was used to accelerate the acquisition resulting

in an acquisition time of 5 min and 21 sec. Whole-brain functional images were

acquired using a 3D EPI sequence following the implementation of Stirnberg et

al. (Narsude, Gallichan, Zwaag, Gruetter, & Marques, 2016; Stirnberg et al.,

2017). This choice was motivated by the need to have a short TR to help sepa-

rability of the tasks, while keeping a good sensitivity to internal brain structures

and reducing the sensitivity to motion (multi-band sequences are more sensitive

to motion and with poorer resolution in medial structures). These were the pa-

rameters: TR 700 ms, TE 33 ms, flip angle 15°, FOV 210 mm x 210 mm x 150

mm, voxel size 2.5 mm isotropic. Fieldmap images were also acquired to correct

for distortions. We acquired 6 fMRI runs per participant.

Behavioural analysis

The recording of each sentence was transcribed by a Dutch native speaker and

rated for accuracy. We used two accuracy measures. One is standard accuracy

for memory, where the sentence was rated to be correct if it was identical to the

sentence that was just read. The other accuracy measure determined whether

a sentence was suitable for the analysis, that is, whether the subject, object and

verb were all part of the stimuli of interest, even if they did not match the sen-

tence just presented. We decided to include these sentences in the analysis be-

cause we were primarily interested in sentence production, rather than correct
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memory. We also extracted the onset and offset times of the speech using Praat,

after scanner noise removal. The onset and offset times were used for the timing

of the production in fMRI analysis.

fMRI preprocessing

Preprocessing was performed using fMRIPrep 20.2.6 (Esteban, Blair, et al., 2018;

Esteban, Markiewicz, et al., 2018), which is based on Nipype 1.7.0 (Gorgolewski

et al., 2011, 2018).

Anatomical data preprocessing

The T1-weighted (T1w) image was corrected for intensity non-uniformity (INU)

with N4BiasFieldCorrection, distributed with ANTs 2.3.3 (Avants et al., 2008)

and used as T1w-reference throughout the workflow. The T1w-reference was

then skull-stripped with a Nipype implementation of the antsBrainExtraction.sh

workflow (from ANTs), using OASIS30ANTs as target template. Brain tissue

segmentation of cerebrospinal fluid (CSF), white-matter (WM) and gray-matter

(GM) was performed on the brain-extracted T1w using fast (FSL 5.0.9, Zhang

et al., 2001). Brain surfaces were reconstructed using recon-all (FreeSurfer

6.0.1, Dale et al., 1999), and the brain mask estimated previously was re-

fined with a custom variation of the method to reconcile ANTs-derived and

FreeSurfer-derived segmentations of the cortical gray-matter of Mindboggle

(A. Klein et al., 2017). Volume-based spatial normalization to MNI standard

space (MNI152NLin2009cAsym) was performed through nonlinear registration

with antsRegistration (ANTs 2.3.3), using brain-extracted versions of both T1w

reference and the T1w template.

Functional data preprocessing

For each of the 6 BOLD runs per subject, the following preprocessing was per-

formed. First, a reference volume and its skull-stripped version were gener-

ated using a custom methodology of fMRIPrep. A B0-nonuniformity map (or

fieldmap) was estimated based on a phase-difference map. The fieldmap was

then co-registered to the target EPI (echo-planar imaging) reference run and con-

verted to a displacements field map. Based on the estimated susceptibility distor-

tion, a corrected EPI (echo-planar imaging) reference was calculated for a more

accurate co-registration with the anatomical reference. The BOLD reference was
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then co-registered to the T1w reference using bbregister (FreeSurfer) which im-

plements boundary-based registration (Greve & Fischl, 2009). Co-registration

was configured with six degrees of freedom. Head-motion parameters with re-

spect to the BOLD reference (transformation matrices, and six corresponding

rotation and translation parameters) are estimated before any spatiotemporal

filtering using mcflirt (FSL 5.0.9, Jenkinson et al., 2002). The BOLD time-series

were resampled into standard space, generating a preprocessed BOLD run in

MNI152NLin2009cAsym space. First, a reference volume and its skull-stripped

version were generated using a custom methodology of fMRIPrep. Automatic re-

moval of motion artifacts using independent component analysis (ICA-AROMA,

Pruim et al., 2015) was performed on the preprocessed BOLD on MNI space time-

series after removal of non-steady state volumes and spatial smoothing with an

isotropic, Gaussian kernel of 6mm FWHM (full-width half-maximum). The “ag-

gressive” noise-regressors were used for nuisance regression in first-level analy-

sis. Several confounding time-series were calculated based on the preprocessed

BOLD: framewise displacement (FD), the derivative of the relative (frame-to-

frame) bulk head motion variance (DVARS) and three region-wise global sig-

nals. FD was computed using two formulations following Power (absolute sum

of relative motions, Power et al., 2014) and Jenkinson (relative root mean square

displacement between affines, Jenkinson et al., 2002). FD and DVARS are cal-

culated for each functional run, both using their implementations in Nipype (fol-

lowing the definitions by Power et al., 2014). Additionally, a set of physiological

regressors were extracted to allow for component-based noise correction (Com-

pCor, Behzadi et al., 2007). Principal components are estimated after high-pass

filtering the preprocessed BOLD time-series (using a discrete cosine filter with

128s cut-off). For anatomical CompCor, three probabilistic masks (CSF, WM and

combined CSF+WM) are generated in anatomical space. The head-motion esti-

mates calculated in the correction step were also placed within the correspond-

ing confounds file.

First-level analysis for sentence t map extraction

To extract beta and t maps on which encoding and decoding procedures were

run, we ran a first-level analysis in SPM12 in Matlab 2021a. We ran a GLM

on the preprocessed files in MNI space and we included confound regressors

from fMRIPrep for DVARS, Framewise Displacement, 6 aCompCor parameters

and 6 motion parameters. We also added the AROMA noise components com-

puted in fMRIPrep as additional nuisance regressors, to perform non-aggressive
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denoising, that better accounts for motion related noise. The design matrix in-

cluded as condition regressors: one single regressor for all sentences read, one

single regressor for the number task (from the presentation of the list of num-

bers to the response), one regressor for fillers, one regressor for question trials,

and one regressors for all sentences that were erroneous. For the voxel-wise

encoding model procedure, we included one regressor of interest per sentence,

thus extracting about 40 beta maps per run (depending on the number of cor-

rect productions in each participant). For the multivoxel classification analysis,

we instead included one regressor per combination of semantic categories across

subject, verb and object, in each voice (active and passive, e.g. musician subject,

sports object, perception verb, active voice, leading to 8 category combinations

per voice). The onset of the sentence/combination conditions was set as the on-

set of speech, with duration until speech offset. These t maps representing one

type of event in each voice were then fed to the classifier in different combina-

tions for decoding of different dimensions of the sentence.

Encoding model analyses

Encoding models

We compared encoding models that hinged on different aspects of the sentence

(Fig. 5.1). As introduced above, each sentence can be described in several ways:

by its subject and object, that follow the order of the articulation in the sen-

tence, or by its thematic roles. We used contact verbs, that take Agent and Pa-

tient thematic roles, and perception verbs, that take Experiencer and Stimulus

thematic roles (experiencer-subject psych verbs). We focused on encoding mod-

els with two organizations: (a) models that represent the sentence structure at

different levels of (compositional) specificity; (b) models that represent the sen-

tence structure following different types of organization, i.e. ordinal, syntactic

or based on the causal-temporal structure of the event.

Among the models of relational specificity, we used a bag-of-nouns model,

which included the nature of the nouns present in the sentence independently

of their role in the sentence (the 4 sentences in Table 5.2 would thus be deemed

identical). This model thus had 2 parameters, one for each semantic category

of the nouns. We also used a model encoding broad noun-role combinations

across verbs (musician-as-agent), leading to 8 parameters (4 thematic roles x 2

categories). The agent/patient, stimulus/experiencer thematic roles were kept

separate, meaning that implicitly we distinguished between event types (verb
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categories) as well, because agent/patient roles can only occur with contact

verbs, and stimulus/experiencer roles with perception verbs, in our stimuli. Fi-

nally, a narrow model targeted noun-verb specific combinations, leading to 64

parameters (2 semantic categories for nouns x 16 verbs x 2 thematic roles).

These models thus characterized each sentence at different levels of specificity

in the relations between nouns in the event, that were previously proposed to

be encoded in different brain regions. We tested this model of compositional

meaning in a production study with different materials (semantic categories vs.

word distinctions) and task (sentence recall vs. sentence reading; cf. Frankland

& Greene, 2020b).

Table 5.2: Example sentence descriptors for 4 events in active and passive voice.
These events are deemed equal by the bag-of-nouns model, but distinct
in ordinal, syntactic and event structure.

Sentence First noun Second noun Subject Object Agent/ Patient/
stimulus experiencer

The musician hits Musician Athlete Musician Athlete Musician Athlete
the athlete. (agent) (patient) (agent) (patient) (agent) (patient)
The musician is hit Musician Athlete Athlete Musician Athlete Musician
by the athlete. (patient) (agent) (agent) (patient) (agent) (patient)
The musician sees Musician Athlete Musician Athlete Athlete Musician
the athlete. (experiencer) (stimulus) (experiencer) (stimulus) (stimulus) (experiencer)
The musician is seen Musician Athlete Athlete Musician Musician Athlete
by the athlete. (stimulus) (experiencer) (experiencer) (stimulus) (stimulus) (experiencer)

Among the structural models, the ordinal model focused on the semantic cate-

gories of the first and second noun, leading to 4 parameters (2 categories x 2 po-

sitions). This model also reflects the prominence that the first mentioned items

receive, since they are the ones the sentence is about (Bornkessel-Schlesewsky,

Grewe, & Schlesewsky, 2012). The syntactic model targeted deep syntactic roles,

thus distinguishing external arguments from internal arguments, or grouping

deep subjects, i.e. the surface subject of active sentences with the indirect ob-

ject of passive sentences (see Table 5.2, Grimshaw, 1990). Since we only used

experiencer-subject verbs, this meant grouping agents with experiencers, and

patients with stimuli. This model thus also tested for an event organization

that focuses on the mental state of event participants, where agents and expe-

riencers are the more prominent arguments, because they are sentient (Levin &

Hovav, 2005). This model had 4 parameters as well (2 categories x 2 syntactic

roles/argument groupings). The final structural model focused on the causal-

temporal structure of the event, where agents and stimuli are grouped because

they are the “cause” of the event, which temporally is perceived to happen first,

and patients and experiencers are the ones affected by the event (Frankland



132 5 Compositional processing in sentence production

& Greene, 2020b; Jackendoff, 1992). Again, this model had 4 parameters (2

categories x 2 thematic role groupings). By comparing these models, we could

determine whether different areas of the brain were sensitive to these different

structures. Additionally, we could learn whether ordinal and syntactic structure

were encoded more strongly due to the production nature of the task, compared

to previous comprehension results (Frankland & Greene, 2020b).

Voxel-wise encoding model procedure

The voxel-wise encoding model analyses followed the procedure in Frankland

and Greene (2020b) as closely as possible. Some differences were unavoidable

due to the different design and materials. The encoding models were run in

Nilearn (Abraham et al., 2014; nilearn/nilearn, 2022) on the beta maps for each

sentence in a grey matter mask that included the cortex and subcortical struc-

tures relevant in production (caudate and putamen, hippocampus and cerebel-

lum).

The encoding models were trained to predict the activity associated with each

sentence at each voxel as a linear combination of sentence dimensions. The mod-

els were trained on 5 out of 6 runs and tested on the held-out sentences from

the remaining run in a k-fold cross-validation procedure. We thus extracted beta

parameters per sentence descriptor per voxel per subject in a multiple regression

of the sentence descriptors relevant for each encoding model. The model’s per-

formance was then evaluated by comparing predicted values generated from the

learned beta parameters for each voxel for the held-out sentences with observed

values. The comparison was performed with z-scored squared differences be-

tween the predictions and observation in each run (leading to a predictions x ob-

servations squared matrix). We then averaged the on-diagonal elements (which

correspond to correct mappings between predicted and observed sentences, i.e.

predicted activity for sentencei vs. observed activity for sentencei) and the off-

diagonal elements (corresponding to incorrect mappings, i.e. predicted activity

for sentencei vs. observed activity for sentencej). Finally, we compared these

averages: if the voxel encoded information on the sentence descriptors, the av-

erage for the correct mappings (difference between predicted and observed val-

ues) should be lower than the average for the incorrect mappings. The difference

between correct and incorrect mappings was then averaged across the 6 runs for

each voxel and multiplied by -1, so that informative voxels were represented as

greater than zero. We then smoothed the maps at 8 mm FWHM, since the encod-
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ing model procedure was run on unsmoothed preprocessed data on each voxel

separately.

Group-level whole-brain and small-volume correction analysis

To run group-level whole-brain analysis, we used a permutation procedure in

pyMVPA (Stelzer, Chen, & Turner, 2013). We created 100 permutations for each

encoding model after permuting the sentence descriptors for each sentence. A

cluster forming threshold was estimated via bootstrapping of the permutations

(n=100 per model per participant) to estimate the group-average accuracy maps

under the null hypothesis. For whole-brain analyses, we used a p < 0.005

voxelwise threshold, and a p < 0.05 cluster correction (False Discovery Rate,

Benjamini-Hochberg procedure Benjamini & Hochberg, 1995).

For the exploratory analyses in the STG mask, we selected a mask of ante-

rior and posterior superior temporal gyrus based on the Harvard Oxford atlas

(Desikan et al., 2006). We then ran one-sample t tests against 0 for the general-

ization performance with a group-level analysis in SPM12 using the STG mask

as explicit mask. We used a p < 0.05 voxelwise threshold, and a p < 0.05 FWE-

corrected cluster threshold. Note that voxelwise p thresholds are selected based

on the thresholds indicated by Frankland and Greene (2020b) for the different

analyses.

ROI analysis

Following Frankland and Greene (2020b), we also inspected average general-

ization performance of the encoding models in 3 a priori regions of interest, left

mid-STG, left hippocampus and left anterior medial PFC. The left hippocampus

ROI was extracted from the Harvard Oxford atlas (Desikan et al., 2006) and

masked with the grey matter mask used in the encoding models. The lmSTG

and amPFC ROIs were extracted as grey matter voxels surrounding the peak

voxels indicated in Frankland and Greene (2020b) transformed to MNI coordi-

nates. For the models distinguishing sentence structure, we averaged encoding

model performance in the same lmSTG region defined a priori. We then com-

pared generalization performance of each model with emmeans package (Lenth

et al., 2022) after running a linear mixed-effects model with lme4 in R (Bates

et al., 2015) with encoding model as a fixed effect and by-participant random

effects.

For the models distinguishing relational specificity, we focused on voxels in

all three ROIs that were found to have significant generalization performance
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with a full encoding model, that included all models at different levels of speci-

ficity. We could then determine whether it was one specific model that drove

the generalization performance of the full model. We selected voxels indepen-

dently for each participant, by selecting voxels with t > 2.4 (or t > 1.68 if no

voxels survived the higher threshold) in all participants except for one held-out

participant iteratively. We could then localize regions independently for each

participant, and average each model’s performance in these regions. We then

ran a linear mixed-effects model with lme4, predicting model’s generalization

performance with factors ROI (lmSTC, L hippocampus and LamPFC) and model

(bag-of-nouns, broad roles and narrow roles), and by-participant random slopes

for ROI and class. We ran pairwise comparisons using emmeans (Lenth et al.,

2022).

Multivariate pattern classification

The encoding analysis described so far had the advantage of considering multiple

aspects of a sentence at once, thus identifying voxels sensitive to sentence-level

meaning at different levels of specificity or structure. However, the encoding

model procedure is voxel-wise and does not consider distributed patterns of ac-

tivity. Therefore, to ask where the different dimensions of a sentence are de-

codable, we ran a multivoxel pattern classification of semantic categories that

characterized each sentence. We classified the semantic category for subject, ob-

ject, verb, agent, patient, experiencer and stimulus from different grouping of

the t maps extracted for each possible category combination.

We ran a classification of semantic categories from t maps extracted after

first-level analysis in SPM12. The classification was performed in pyMVPA with

cross-validation using a linear SVM classifier, with a searchlight across the whole

brain. We also created 100 searchlights after attribute permutations to be able

to run multiple comparisons correction at the group level (following Stelzer et

al., 2013). A cluster forming threshold is estimated via bootstrapping of the

permutations to estimate the group-average accuracy maps under the null hy-

pothesis. Since this analysis was not run in Frankland and Greene (2020b), we

used p < 0.001 voxelwise (in line with other chapters), p < 0.05 FDR corrected

clusterwise.
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5.3 Results

Behavioural results

First, we determined whether participants suitably performed the distraction

task, thus ensuring they were not actively rehearsing the sentence just read for

the following production. All participants had above chance accuracy in the dis-

traction task (mean = 0.91, SE = 0.01, with average reaction time 451.1 ms,

SE = 16.7). On the main sentence recall task, performance varied consistently

across participants (Fig. 5.2). Some participants exhibited relatively poor mem-

ory for the sentence just read, while others had very high accuracy (mean =
0.77, SE = 0.02). However, we were not just interested in sentences purely ac-

curate in memory, but sentences that were constituted by words that are part of

the stimulus set were also considered acceptable (Table 5.1). These sentences

additionally increased the separability between stimuli read during comprehen-

sion and spoken during production (23% of acceptable sentences were differ-

ent from previously read sentences). The number of ‘acceptable’ sentences was

higher than ‘accurate’ sentences across participants (mean = 0.93, SE = 0.007).

Incorrect sentences included words that were not part of the stimuli (e.g. utter-

ing “man” instead of “musician”), or sentences with different structure or that

did not include two participants and a verb. We also checked the performance

during question trials, to make sure participants were correctly parsing the sen-

tences. Performance was overall good (mean = 0.83, SE = 0.016), but one par-

ticipant that had accuracy around chance level was excluded (accuracy = 0.53).

Finally, we determined what parts of the sentence were more prone to errors and

therefore possibly encoded less strongly. Verbs had the highest accuracy (mean

= 0.94, SE = 0.006), followed by the first noun (mean = 0.93, SE = 0.007),

while the second noun was the most likely to be forgotten (mean = 0.86, SE =
0.014; ts > 7.7, p < 0.0001; verb vs. first noun: t = 2.35, p = 0.07 corrected for

multiple tests). Errors were more likely to happen in passive relative to active

sentences (accuracy, active = 0.83, SE = 0.017; passive = 0.72, SE = 0.025; t

= 9.8, p < 0.0001; acceptability, active = 0.94, SE = 0.006; passive = 0.92, SE

= 0.009; t = 3.8, p = 0.0005).
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Figure 5.2: Summary of the behavioural performance. Points on the left of the
violin plot represent individual participants’ performance. Points on
the violin plot represent the mean, error bars standard error of the
mean. Voice performance relates to acceptability values.

Specificity of event encoding in lmSTC, hippocampus and

amPFC

ROI analysis

First, we asked whether the compositional structure of sentences was decodable

in production and we sought to replicate the ROI organization for the speci-

ficity of relational encoding (Frankland & Greene, 2020b). We reasoned that

the conceptual organization of events should be similarly encoded in produc-

tion and comprehension, but it may be less decodable in production due to

the incrementality of message generation. We compared a bag-of-nouns model

(presence of music and sport actors (by category) in the sentence, defining all

words in italics independently of position and thematic role: “the violinist attacks

the surfer”, musician and athlete present) to a broad roles model (musician-as-

agent/stimulus/patient/experiencer: “the violinist attacks the surfer” is encoded

as musician-as-agent, athlete-as-patient), and a narrow roles model (musician-

as-attacker and athlete-as-attackee, using the specific verbs instead of the the-
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matic role associated to a type of event). Since thematic roles agent/patient

and stimulus/experiencer are defined based on the type of verb, the broad roles

model encoded thematic roles across verbs, but not independently of verb cat-

egories (i.e. contact or perception verbs). The narrow roles model instead in-

cluded idiosyncrasies in verb meaning. Note that in these three models the event

participants were not defined individually, but by their semantic categories.

First, we looked for clusters of voxels that had significant generalization per-

formance within each ROI for each model. No model was significant in the

amPFC and hippocampus ROIs, while all models led to significant clusters in

the lmSTC (bag-of-nouns: k = 77, p = 0.024; broad roles: k = 62, p = 0.016;

narrow roles: k = 46, p = 0.021; threshold voxelwise p < 0.01, clusterwise p <
0.05 FWE-corrected). To learn more about the specific representational profile

of each region, we averaged the generalization performance of each encoding

model in the left hippocampus, left amPFC and lmSTC ROIs (Fig. 5.3E). We

selected voxels that performed above threshold in the full encoding model (in-

cluding sentence dimensions at different levels of specificity) independently for

each participant with a cross-validation procedure (see Methods for details). We

then compared the average performance across the different ROIs and encoding

models with a linear mixed-effects model with type of encoding model and ROI

as factors (Fig. 5.3D). There was a main effect of ROI (χ2 = 15.16, p < 0.0006)

and an interaction between model and ROI (χ2 = 12.35, p < 0.015). The effect

of ROI indicated that the lmSTC had overall higher performance (lmSTC-amPFC:

t= 2.1, p=0.09; lmSTC-hippocampus: t= 3.8, p= 0.0014). All models showed

above zero generalization performance in the lmSTC (bag-of-nouns: t = 1.8, p

= 0.07; broad roles: t= 2.6, p= 0.01; narrow roles: t= 5.7, p< 0.0001), while

in the amPFC only the broad roles model approached significance (t = 1.88, p

= 0.06), and no model was significant in the left hippocampus. The interac-

tion between ROI and model was due to the models being significantly different

in lmSTC (bag-of-nouns and broad roles had lower performance than narrow

roles: ts > 2.7, ps < 0.021), but not in the other ROIs. Therefore, we found

almost opposite results to the ones found before (Frankland & Greene, 2020b).

The lmSTC now was found to encode relational information at different levels

of specificity, but most strongly in narrow roles, while it was sensitive only to

broad roles in Frankland and Greene (2020b). Instead, the amPFC was only

marginally significant for broad roles, whereas Frankland and Greene observed

selective encoding of narrow roles in that region.
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One critical difference between the current design and the one used by Fran-

kland and Greene (2020b) was the use of semantic categories for characterizing

nouns and verbs as opposed to individual words. Our decision to use categories

was motivated by the preference for more varied production output and less rep-

etition. However, characterizing a sentence’s compositional meaning in terms of

semantic categories rather than specific nouns leads to differences in the hy-

potheses about relational specificity. All the analyses described so far charac-

terized nouns in terms of their thematic category (music vs. sport), while the

Figure 5.3: Specificity of event encoding. A: Whole-brain results for the gener-
alization performance of the bag-of-nouns model. B: Whole-brain
results for the broad roles model. C: Whole-brain results for the nar-
row roles model (specific for verb). D: Whole-brain results for the
narrow roles model specific for nouns. All results are thresholded at
p< 0.005, p< 0.05 FDR cluster corrected. E: ROI masks used for the
ROI analysis. lmSTC: purple. amPFC: blue. Hippocampus: orange.
F: average tSNR in each ROI, colors related to ROI colors. G: Av-
erage generalization performance in 3 ROIs, selected independently
for each participant, shown in E. * indicates p < 0.05, while . is p
< 0.1. H: Significant clusters in STG mask outlined in black. Colors
respect model colors shown in whole-brain and ROI average results.
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specific verb meaning was investigated with the encoding model of narrow noun-

role combinations. Therefore, we ran a follow-up analysis to determine whether

the specific noun meaning affected the way the event was encoded in the ROIs.

We used an encoding model where each noun was associated to a thematic role

and verb category (contact or perception) (e.g. “the violinist attacks the surfer”

is encoded as violinist-as-agent, surfer-as-patient). We then determined its gen-

eralization performance in significant voxels of a full model that included both

specific nouns and verbs (i.e. both narrow nouns and narrow verb combina-

tions). This narrow role model for nouns was significantly different from zero

in the amPFC (estimate = 0.002, t = 2.28, p = 0.026), and marginally different

from zero in lmSTC (estimate = 0.0012, t = 1.67, p = 0.098). In the hippocam-

pus it was not significant (estimate = 0.0008, t = 1.25, p = 0.22).

These results thus suggest a pattern of encoding where the amPFC is sensi-

tive to noun-specific information in relation with a broad event type, while the

lmSTC is most sensitive to the specific event with general semantic roles, but

possibly also encodes the individual roles in the event. Frankland and Greene

(2020b) had instead found that the amPFC and the hippocampus were sensitive

to the specific event, while the lmSTC was sensitive to broad event roles. Note

that here it was not possible to test a model where both nouns and verbs were

specific, because the noun-verb combinations exceeded the number of sentences

produced (16 nouns x 16 verbs x 2 thematic roles = 512 predictors for an aver-

age of 240 ± 10 sentences). The hippocampus was not found to be involved in

the encoding of relational information. The temporal signal-to-noise ratio was

much lower in this region relative to the amPFC and lmSTC (Fig. 5.3F), suggest-

ing that the poor signal quality may have affected generalization performance.

Whole-brain results and STC small-volume correction

We also searched the whole-brain for clusters encoding roles at different levels

of specificity, since other areas may have been sensitive to encoding relational

roles. All encoding models, including the narrow nouns model, were significant

in many fronto-temporal clusters (Fig. 5.3A-D, see Supplementary Figures S5.1-

S5.4 for whole-brain figures, and Supplementary Table S5.1 for peaks). The

bag-of-nouns model led to the most widespread clusters, in large parts of left

posterior and inferior temporal lobe, extending into inferior parietal lobe, and

inferior-middle frontal gyri, as well as precentral gyrus. The broad roles model

had largely overlapping clusters. The narrow roles model for verbs instead was

more limited, with a cluster in posterior STG extending into temporo-parietal
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junction, and a cluster in inferior frontal cortex. The narrow roles model for

nouns was significant in a cluster in posterior STG and mid MTG, in inferior

frontal gyrus and precentral gyrus and inferior occipital cortex. All models thus

seemed to be localized to language-relevant areas, and to largely overlap in their

distribution. However, none of the models was significant in the anterior medial

frontal cortex.

The whole-brain analysis indicated that the areas of the superior temporal

cortex that were sensitive to relational information were localized more posteri-

orly than reported previously (Frankland & Greene, 2020b) and used in the ROI

analyses here. Therefore, we looked for significant clusters for each encoding

model in a larger STG mask to understand where each model performed best

(Fig. 5.3H). The bag-of-nouns model led to the largest cluster spanning most of

the gyrus and peaking in the posterior part (peak: [-64 -40 16], p < 0.001 FWE-

cluster corrected). The broad roles model cluster extended along the posterior

part of the gyrus overlapping with the bag-of-nouns model and had a more mid

cluster along the sulcus, partly overlapping with the lmSTC ROI (peak: [-66 -18

6], p < 0.001 FWE-cluster corrected). The narrow roles model (with verbs) had

a cluster in the mid-STG, partly overlapping with the lmSTC ROI (peak: [-64

-20 6], p = 0.082 FWE-cluster corrected, p = 0.007 FWE corrected at the peak

level). The narrow model with nouns had a cluster in posterior STG, overlap-

ping with the posterior parts of the bag-of-nouns and broad roles model (peak:

[-64 -35 9], p = 0.002 FWE-cluster corrected). These results, therefore, suggest

that a more posterior section of the superior temporal cortex is involved in cod-

ing for noun-role combinations that are specific for nouns but abstract for verbs

(events). The mid-anterior STC section instead codes for specific verb (event)

representations, but abstract noun identity, as it is relatively less sensitive to the

specific identity of the event participants.

Ordinal, syntactic and event structure are encoded in the

posterior STC

Next, we investigated to what extent the sequential and syntactic structure of the

sentence are encoded in the superior temporal cortex in production. Frankland

and Greene (2020b) found that the lmSTC region, that encoded abstract rela-

tional structures, encoded sentences most strongly following event organization,

whereas syntactic and especially ordinal structure were not reliably encoded.

Because of the incrementality of sentence production, we expected sequential
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information to be encoded in the brain more strongly, and potentially to affect

the representations in the same ROIs that represent relational structure. There-

fore, we tested for sequential, syntactic and event structure in the whole-brain

and in the lmSTC ROI.

The ordinal model groups event participants by the order in which they are

uttered (e.g. focusing on similarities between “the musician attacks the athlete”

and “the musician is attacked by the athlete”, i.e. the noun in italics is given an

identical state, see Table 5.2), regardless of their thematic role, which depends

on the voice and verb of the sentence. The syntactic model considers the subject

of active sentences identical to the indirect object of passive sentences, inde-

pendent of the verb (e.g. focusing on similarities between “the musician attacks

the athlete” and “the athlete is seen by the musician”). This approach hinges

on the similarity between items that are syntactically connected to the verb,

distinguishing external arguments from internal arguments, independently of

their thematic role in the event (Grimshaw, 1990). However, it should be noted

that because of the nature of the verbs agents and experiencers were contrasted

to patients and stimuli, which could nevertheless reflect a semantic clustering

where agents and experiencers are grouped because their mental state receives

more focus than that of patients and stimuli (Levin & Hovav, 2005). Finally, the

event model groups agents with stimuli and patients with experiencers following

a causal-temporal reading of the event (“the musician attacks the athlete” and

“the athlete sees the musician”), where patients and experiencers are the ones

affected by the event (Jackendoff, 1992). Preference for this interpretation of

the event was found in the lmSTC by Frankland and Greene (2020b).

We looked for clusters that encoded actors in a sentence in ordinal, syntactic

and event structure in the whole-brain, and established generalization perfor-

mance of an encoding model trained with these three types of structure in the

lmSTC. We found that a mostly left-lateralized fronto-parieto-temporal network

had above chance generalization performance for all three models (Fig. 5.4A-C).

The clusters for all three models centred around the left posterior STG extending

into inferior and superior parietal cortex and IFG, precentral gyrus, and supple-

mentary motor cortex and posterior cingulate cortex. There were also a few

clusters in the right hemisphere (see Supplementary Figs. S5.5-S5.7 for right

hemisphere figures and Supplementary Table S5.1 for cluster peaks).

We also looked at the average generalization performance in the lmSTC, that

was found to be sensitive only to event structure before (Frankland & Greene,

2020b). Generalization performance was found to be positive for all models
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(ordinal: t = 2.9, p = 0.005; syntactic: t = 2.3, p = 0.023; event: t = 3.9; p

= 0.0002), but was not significantly different between structure models (p >
0.1) (Fig. 5.4D). From the whole-brain analysis, it appeared that all models had

above chance generalization performance in clusters peaking more posteriorly

than the lmSTC. We thus also explored where the encoding of the identity of

the sentence roles was most strongly encoded in the posterior STG. We looked

for clusters that had significant generalization performance in the STG mask for

each model separately. We found that they mostly overlapped in a cluster just

posterior to the lmSTC (Fig. 5.4E).

Figure 5.4: Ordinal, syntactic and event models. A. Whole-brain results for the
generalization performance of the ordinal model. B. Whole-brain
results for the syntactic model. C. Whole-brain results for the event
model. All results are thresholded at p< 0.005, p< 0.05 FDR cluster
corrected. D. Average generalization performance in a priori lmSTC
ROI shown in blue in E. E. Significant clusters for the three encod-
ing models in the STG mask. Ordinal model in red, event model
in blue superimposed on the ordinal model (purple indicates over-
lap), syntactic model in green overlapping with other models. lm-
STC ROI outline in blue. F. Clusters for agent/stimulus (blue) and
patient/experiencer (red) encoding models in the STG mask (p <
0.05 voxelwise).

Therefore, the ROI results and the whole-brain results provide evidence that

all three models of encoding are represented, in partly overlapping regions.

These results suggest that there are different dimensions to the encoding of

events and sentences, that are all functionally active during sentence production.

In addition, these models of sentence structure all peaked in clusters that were
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close to the posterior ROI found to encode the specific relational structure at the

level of event participants, rather than event types. This set of results tentatively

suggests that a posterior STG cluster that encodes a broad event structure with

the identity of the event participants is also sensitive to ordinal and syntactic

representations of sentence structure.

Decoding the elements of a sentence

Finally, we sought to replicate the separate encoding for the identity of the agent

and patient that was found by Frankland and Greene (2015, 2020b). In two

studies, they had found that a lateral region of the lmSTC encoded only the

identity of the patient, and a medial region of the lmSTC encoded the identity

of the agent. To do this, we ran a searchlight classification analysis similar to

Frankland and Greene (2015) in the whole-brain to understand how replicable

the separate encoding in the superior temporal cortex was. We also ran this

classification for subject, object and verb roles, to determine whether a similar

segregation could be found for other sentence features. Note that this analysis

differs from the encoding model analysis in two aspects: (1) we are now looking

at the semantic value for one word in the sentence at a time, while the encoding

models were characterizing all participants together; (2) this analysis is multi-

variate, thus looking for distributed patterns of encoding across voxels, while

the encoding model was voxelwise (finding one value per voxel independently

of the other voxels).

We found that the semantic category for a single element of a sentence was not

always decodable (Supplementary Fig. S5.8). The category for the agent was

decodable in a few clusters in the left fronto-temporal network, in posterior MTG

and STG, left precentral gyrus and superior parietal lobule. The experiencer

instead was decodable in a cluster in the visual cortex. The patient, stimulus

and subject categories were not decodable. Given the potentially reduced power

due to analyzing half of the sentences for each of the verb-arguments, we also

tested for the causal thematic role combination (similar to the event structure

encoding model) and found a cluster for the patient/experiencer in posterior

MTG, precentral gyrus and superior parietal lobule. Instead, the decoding for the

object was very widespread, and was very similar to the clusters of the encoding

model (e.g. bag-of-nouns, ordinal), suggesting distributed rather than separate

encoding of sentence roles. The verb decoding led to one cluster in posterior

MTG. This pattern of results seems to indicate that there is less power in focusing

on one feature of each sentence separately, while ignoring all other features,
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which may lead to more noisy estimates. In addition, there may be some washing

out of activity related to items encoded and articulated early, due to the encoding

of later words. Indeed the object, which appeared in last position in 75% of trials,

was the one with the strongest decoding performance.

Therefore, we also took Frankland and Greene’s (2020b) approach to use en-

coding models to probe the separation of agent and patient categories. We used

encoding models that separately focused on the agent or patient category, us-

ing the causal-temporal clustering in line with Frankland and Greene’s (2020b)

results (agent/stimulus and patient/experiencer). Within the lmSTC ROI, there

were no significant clusters for the agent or patient (p < 0.05 voxelwise, p >
0.07 clusterwise), but there was a significant peak for the agent ([-49 -8 -6], p =
0.031 peak-level). Therefore, we extended the search to the superior temporal

cortex and found a marginally significant cluster for the agent in most of the

ROI (p < 0.05 voxelwise, p = 0.081 clusterwise, peak [-52 -5 11]). There was

a cluster for the patient that peaked more posteriorly but encompassing most

of the ROI as well (p < 0.05 voxelwise, p = 0.03 clusterwise, peak [-62 -32

9]). Therefore, we found evidence for the agent being encoded in the same ROI

previously indicated by Frankland and Greene (2015, 2020b), while the patient

was encoded in the posterior STC (Fig. 5.4F). At their voxelwise threshold (p

< 0.05), both thematic roles were encoded along the superior temporal mask,

thus finding no evidence for segregation.

5.4 Discussion

In an fMRI study of compositional processing in sentence production, we used

encoding and decoding techniques to investigate the representation of the com-

positional meaning of sentences during a sentence production task. The goals

were to (i) replicate the organization of relational structure at different levels of

abstraction found in a previous study (Frankland & Greene, 2020b), and (ii) de-

termine whether the syntactic and ordinal structure of sentences is represented

more strongly in production, due to its incrementality. Among the ROIs previ-

ously used by Frankland and Greene (2020b), we found that the superior tem-

poral cortex encoded sentence meaning at different levels of specificity and in

different structural organizations. The amPFC coded events broadly with specific

representations for event participants. The hippocampus, instead, was not found

to significantly encode sentence meaning at any level of abstraction. Whole-

brain analyses revealed that a left fronto-parieto-temporal network encoded se-
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mantic structures at different levels of specificity. Overall, our results partly devi-

ate from the representational structure that emerged in Frankland and Greene’s

study, possibly due to differences in the task, in the materials and in modality

(production vs. comprehension). In addition, they suggest a distributed type of

representational structure.

Compositional processing in production

First, we found evidence for the compositional representation of sentences in

production, despite incremental message generation. Neural representations

for compositional structure were found for a sentence recall task that highly

differs from the scene description experiments with which message generation

in production is usually studied (Konopka & Brown-Schmidt, 2014). This task is

thought to resemble sentence production starting from a conceptual representa-

tion built during the comprehension of the sentence1 (Lombardi & Potter, 1992;

Potter & Lombardi, 1990, 1998), and is thus more similar to the conditions with

which compositional processing is usually studied in sentence comprehension

(e.g. Arana, 2022; Frankland & Greene, 2015, 2020b). Therefore, even though

the conceptual representation of a sentence can be formed incrementally, with

an event type possibly selected after speech onset (e.g. Momma et al., 2016),

the words of the sentence are successfully composed into a specific relational

structure that is decodable from brain activity. Although our results are not

informative about timing, they show that a rich semantic structure can be de-

coded in production despite its incrementality, possibly because the rapid and

spontaneous binding of thematic roles to event participants applies not only to

scene processing but also to conceptualization in message generation (Hafri et

al., 2013; Hafri, Trueswell, & Strickland, 2018).

Spatially, we found that the superior temporal cortex successfully encoded

noun-role combinations in an event both abstracting over events (‘musician-as-

agent’) and with specific event representations (‘musician-as-attacker’). A bag-

of-nouns model that did not encode relational information was also significant

across the superior temporal cortex, but it performed less well than the event-

specific encoding model (‘musician-as-attacker’). A mid-anterior section of the

STC was more sensitive to specific event information (‘musician-as-attacker’),

while a more posterior section encoded sentence information at different levels.

1Note that it is unlikely that the representation we decoded was in effect from the compre-
hension of the sentence, since production followed a distraction task, and the produced sentences
differed from the sentences comprehended on 23% of trials.
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In particular, the ordinal and syntactic structure of sentences was also encoded

preferentially in the more posterior cluster. During speaking, the lexical items

for event participants bound to a thematic role are functionally linked to a syn-

tactic role (e.g. subject, object). Functional roles can then be bound into an

ordered constituent structure (Bock & Levelt, 1994). Our results delineate a

gradient of processing along the superior temporal cortex with compositional

representations encoded more anteriorly and more abstract event representa-

tions as well as ordinal structure encoded more posteriorly to then be processed

in inferior frontal areas for linearization and eventually articulation (Bornkessel-

Schlesewsky & Schlesewsky, 2013; Chapter 3; see Leshinskaya & Thompson-

Schill, 2020, for a similar gradient in perceptual-to-relational memory in visual

processing in the RMTG).

In addition to the lmSTC encoding abstract relational structure, Frankland

and Greene (2020b) suggested that the amPFC reuses structured knowledge

to encode new specific relational combinations. In contrast to Frankland and

Greene’s results, the amPFC was found here to encode the specific identity of

the participants of a scene, but not in combination with a specific event. To-

gether, this supports the evidence for specific relational combinations that ab-

stract over events. Therefore, the role of the amPFC in compositional processing

may not be as specific as suggested. Modality may have affected the represen-

tational patterns. In production, events may be encoded with less specificity in

frontal cortex, possibly because they are encoded to generate a linguistic output

and do not need to be modified for conceptual integration to the same extent as

during comprehension (Frankland & Greene, 2020b). However, MEG evidence

shows that the ventral mPFC is involved in compositional semantic processing

for adjective-noun combinations (e.g. “red boat”) in both production and com-

prehension (Bemis & Pylkkänen, 2011; Blanco-Elorrieta et al., 2018; Pylkkänen,

2020; Pylkkänen et al., 2014). A pure modality explanation, therefore, seems

unlikely.

An alternative is that our stimulus set limited the encoding potential we could

explore. In fact, we could use either noun-specific or verb-specific role com-

binations, but not noun-verb specific combinations (e.g. ‘violinist-as-attacker’),

since the stimuli each participant produced did not span all of the combina-

tions. It is therefore possible that specific noun-verb combinations may have

improved generalization performance, under the assumption that the verb spe-

cific combination could also benefit the encoding model if bound to specific

nouns. Tentative evidence for this explanation is provided by the generalization
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performance of a full model that includes both specific nouns in combination

with their thematic role (verb-category dependent, ‘violinist-as-agent’) and spe-

cific verbs in combination with the semantic category for each of their thematic

roles (‘musician(category)-as-attacker’), but not their combination (‘violinist-as-

attacker’). This full model performed even better than the narrow nouns model

(Supplementary Fig. S5.9). This explanation would suggest that the amPFC can

only encode fully specific event representations where both the event (verb) and

its entities are specific. Future studies addressing the specificity of compositional

processing may be able to clarify this issue. A final alternative is that we were

underpowered to reliably detect effects in the amPFC with n = 38. Frankland

and Greene (2020b) mentioned that with 40 participants there was 66% power

to detect reliable effects in amPFC at the whole-brain. However, since we ran

a planned ROI analysis in the amPFC, it is unlikely that our low generalization

performance was simply due to lack of power.

Another result that was not confirmed in the current study was the pattern

separation encoding in the hippocampus for specific relational structure (Fran-

kland & Greene, 2020b). Here, none of the models could significantly predict

hippocampal activity in new sentences, possibly due to poorer signal-to-noise ra-

tio in this region. Future studies may be able to determine whether the pattern

separation for conceptual representations is replicable in sentence production

and comprehension.

Multiple ways to build a thought

Our results, therefore, differ from Frankland & Greene’s, in several ways. Frank-

land and Greene (2020b) found that the lmSTC encoded events only in abstract

terms. Here, we replicated the abstract structure encoding, and additionally

found evidence for specific relational structure encoding only in this ROI. Also,

their lmSTC region encoding abstract relational structure was not found to en-

code ordinal and syntactic structure, which they took as evidence that the lmSTC

is involved in building abstract compositional meaning regardless of sequential

aspects of a sentence. However, we found significant encoding performance

for all characterizations of sentence structure along the superior temporal cor-

tex, in overlap with the relational structure encoding areas. The ordinal model

reflected the surface structure of the sentence (‘musician-as-subject’ where the

musician is the first noun in both active and passive sentences). This model also

grouped elements based on information structure (i.e. what the sentence was

about, see for discussion Bornkessel-Schlesewsky et al., 2012; Ferreira & Low-
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der, 2016). Instead the syntactic and event models grouped event participants

following different assumptions. The syntactic model grouped the deep-subjects,

which were external arguments in semantic structure, and sentient participants

in the event (Grimshaw, 1990; Levin & Hovav, 2005). The event model in-

stead grouped event participants based on the causal-temporal structure of the

events (i.e. agents and stimuli need to exist for the event to occur) (Frankland &

Greene, 2020b). These event characterizations were all encoded in the superior

temporal cortex (but also in a more distributed way), but no specific event type

was best. This pattern of results suggests that the brain tracks different types

of abstract event structure simultaneously. The ordinal and syntactic structures

could be encoded more strongly in production because of their importance for

sentence formulation, but, as introduced, they capture other aspects of sentence

meaning (‘aboutness’, sentience, causal-temporal structure) that are all poten-

tially relevant for sentence interpretation. We are not able to distinguish the

ordinal and syntactic interpretation from the semantic/pragmatic interpretation

in this study, but in either case we find evidence for ‘multiple’ rather than ‘two

ways to build a thought’ (cf. title Frankland & Greene, 2020b). We tentatively

suggest this could form the basis for capturing sentence meaning at different

levels of subtlety, e.g. a single sentence encoding meaning, speakers’ intentions,

and focus based on prosody, information structure and pragmatic constraints.

Distributed representations for meaning

Frankland and Greene (2015, 2020b) also found that a medial region of the lm-

STC encoded the identity of the agent, while a lateral region encoded the identity

of the patient. We found that the identity of the agent was encoded in the medial

lmSTC, but the patient was encoded in a more posterior cluster, where also the

identity of the agent could be decoded. In addition, we ran a multivariate decod-

ing analysis similar to Frankland and Greene (2015), and again we were not able

to replicate the agent-patient organization. Frankland and Greene (2020b) pro-

posed a computer-like organization of the lmSTC, thought to support reusable

semantic representations bound to thematic roles. The STC, however, was now

found to encode sentence meaning and structure at different levels of specificity

and in different organizations in overlapping areas. In addition, the widespread

whole-brain results are against any interpretation of neural specificity for com-

positional processing. Rather, we find a distributed nature of brain representa-

tions. Other studies found similar distributed representations for several aspects

of sentence comprehension. For example, the language network is sensitive to
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both syntactic and lexical structure (Blank et al., 2016; Fedorenko, Blank, Siegel-

man, & Mineroff, 2020; Fedorenko, Nieto-Castañon, & Kanwisher, 2012; Hu et

al., 2022; Shain et al., 2021). Similarly, the meaning of words in multiple posi-

tions in a sentence (e.g. subject, object) is encoded in frontal, inferior parietal

and temporal regions (Anderson et al., 2019).

This conclusion is supported by the whole-brain results, which showed that the

relational structure of the sentence was encoded in several areas of the perisyl-

vian language network. The different models had differences in their responses,

but there was considerable overlap. This network is in line with the brain regions

representing distinctions for thematic categories (i.e. music vs. sport categories)

in a previous study, which peaked in the temporoparietal junction and included

precentral gyrus and parietal areas (Xu et al., 2018). This raises the question

whether our encoding models were only using the semantic information to pre-

dict sentence activity. While this is a possibility, the better performance of models

with increasing relational specificity suggests instead that these areas simulta-

neously encode information at multiple levels, including word meanings as well

as the relational structures they form.

Conclusions

Overall, we found that an extensive fronto-parieto-temporal network encoded

abstract compositional sentence meaning in several organizational structures

during sentence production. This distributed network was not in line with pre-

vious results on compositional processing in comprehension, that instead iden-

tified a localized network of superior temporal cortex, prefrontal cortex and

hippocampus encoding relational meaning in either abstract or specific terms

(Frankland & Greene, 2020b). It is unlikely that this difference in neural or-

ganization is due to modality (production vs. comprehension), as it is gener-

ally assumed that conceptual representations are shared between production

and comprehension (Guhe, 2007; Levelt, 1989). Rather, the nature of the stim-

uli, organized in semantic categories, and our analysis approach, that was not

limited to predefined ROIs but explored whole-brain representations, showed a

more complex picture than previously suggested (Frankland & Greene, 2020b),

with distributed representations for relational structures with different structural

grouping.

In sum, we investigated the neural architecture supporting compositional pro-

cessing during sentence production using voxel-wise encoding models. We found

that the superior temporal cortex encodes sentence meaning in a posterior-to-
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anterior gradient of specificity. A mid-anterior cluster supports specific event rep-

resentations, while a posterior cluster abstracts away from event-specific infor-

mation and additionally encodes ordinal and syntactic aspects of sentence mean-

ing, possibly due to the incremental nature of sentence production. Overall, we

found evidence for distributed representations of relational structure across the

perisylvian network.
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S5 Supplementary Information

Figure S5.1: Whole-brain results of bag-of-nouns encoding model. Voxel-wise p <
0.005, cluster-wise p < 0.05 FDR corrected.
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Figure S5.2: Whole-brain results of broad-roles encoding model. Voxel-wise p <
0.005, cluster-wise p < 0.05 FDR corrected.

Figure S5.3: Whole-brain results of narrow roles (verbs) encoding model. Voxel-
wise p < 0.005, cluster-wise p < 0.05 FDR corrected.
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Figure S5.4: Whole-brain results of narrow roles (nouns) encoding model. Voxel-
wise p < 0.005, cluster-wise p < 0.05 FDR corrected.

Figure S5.5: Whole-brain results of ordinal encoding model. Voxel-wise p< 0.005,
cluster-wise p < 0.05 FDR corrected.
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Figure S5.6: Whole-brain results of syntactic encoding model. Voxel-wise p <
0.005, cluster-wise p < 0.05 FDR corrected.

Figure S5.7: Whole-brain results of event encoding model. Voxel-wise p < 0.005,
cluster-wise p < 0.05 FDR corrected.
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Figure S5.8: Whole-brain searchlights of above chance classification accuracy for
sentence dimensions (p < 0.001 voxelwise, p < 0.05 FDR corrected
clusterwise). A: classification of the semantic category of the agent.
B: classification of the semantic category of the experiencer. C: clas-
sification of the semantic category of the patient/experiencer group-
ing. D: classification of the semantic category of the second noun.
E: classification of the semantic category of verbs.

Figure S5.9: Average generalization performance in amPFC and lmSTC ROIs, se-
lected independently for each participant, for a full model that includes
all sentence predictors, and the two narrow roles models.
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Table S5.1: Statistics and peaks for whole-brain analysis for each encoding model.
Voxelwise p < 0.005, p < 0.05 FDR cluster corrected. Note that p
values are not corrected for multiple tests: p < 0.007 is significant
with Bonferroni correction for 7 encoding models.

Contrast Cluster Peak Voxel (MNI) Peak Anatomical Location
p Size mean z x y z

bag-of-nouns 2.60E-05 6217 0.001391 -49 2 41 L Precentral Gyrus
0.000286 1188 0.001447 2 12 51 Supplementary Motor Area
0.011216 427 0.000847 26 -68 -51 R Cerebellum (VIIb)
0.017631 330 0.000673 -22 10 -8 L Putamen
0.017631 307 0.000793 68 -25 -6 R MTG
0.035058 223 0.001185 61 -30 29 R Supramarginal Gyrus

broad roles 2.24E-05 1984 0.002009 -61 -45 24 L Supramarginal Gyrus
4.48E-05 1259 0.002311 -51 2 41 L Precentral Gyrus
0.002552 451 0.002305 -36 -60 56 L Superior Parietal Lobule
0.002552 416 0.001809 56 -15 11 R Planum Temporale
0.002552 414 0.002134 -2 12 54 Supplementary Motor Area
0.021229 194 0.001937 1 32 36 Posterior Cingulate Cortex
0.036216 147 0.002132 46 20 36 R Middle Frontal Gyrus
0.036216 143 0.00152 6 45 -6 R Paracingulate Gyrus
0.037371 135 0.00234 41 -72 36 R Superior Parietal Lobule
0.038549 128 0.001733 -24 17 51 L Superior Frontal Sulcus

0.03869 123 0.001432 46 -5 -1 R Opercular Cortex
0.040269 117 0.001267 26 67 -51 R Cerebellum (VIIb)

narrow roles 0.000528 950 0.003602 -59 -17 6 L Planum Temporal
(verbs) 0.005237 415 0.003266 3 27 56 Supplementary Motor Area

0.018807 250 0.002346 61 -45 -11 R MTG
0.025291 204 0.003363 56 -12 4 R Planum Temporale
0.025291 179 0.003387 -2 25 39 L Paracingulate Gyrus
0.025291 177 0.003133 26 10 2 R Putamen
0.031269 155 0.003693 -31 42 36 L Anterior Middle Frontal Gyrus
0.032171 146 0.003239 -14 -30 74 L dorsal Prefrontal Gyrus

narrow roles 0.003534 548 0.004156 -34 -90 -8 L Lateral Inferior Occipital Cortex
(nouns) 0.003534 490 0.004079 3 15 51 L Superior Frontal Gyrus

0.004663 402 0.004164 -61 30 2 L pSTG
0.008314 305 0.004121 -44 47 16 L dorsal Prefrontal Cortex
0.012133 248 0.005614 -49 2 39 L Precentral Gyrus

ordinal 2.69E-05 4716 0.001399 -51 2 42 L Precentral Gyrus
0.000994 942 0.001522 2 12 54 Supplementary Motor Area
0.002731 635 0.001461 -29 -72 44 L Superior Parietal Lobule
0.017993 327 0.001331 46 -70 34 R Superior Parietal Lobule
0.022674 278 0.001075 6 -47 29 R Posterior Cingulate Cortex
0.035761 208 0.000639 -24 10 2 L Putamen
0.035761 207 0.000885 -49 -60 -13 L Inferior Occipito-temporal gyurs
0.049761 172 0.000788 23 -67 -51 R Cerebellum (VIIb)

syntactic 2.21E-05 3770 0.001341 -51 2 41 L Precentral Gyrus
0.000663 971 0.001352 -2 12 54 Supplementary Motor Area
0.003725 569 0.001541 -26 -70 46 L Superior Parietal Lobule
0.046727 186 0.000918 3 -35 36 R Posterior Cingulate Cortex
0.046727 184 0.000761 28 -67 -51 R Cerebellum (VIIb)
0.046727 175 0.001116 36 27 2 R Frontal Orbital Cortex
0.046727 174 0.00135 43 -70 34 R Superior Parietal Lobule

event 2.56E-05 1917 0.001565 -61 -45 24 L Supramarginal Gyrus
5.12E-05 1696 0.00185 -49 2 41 L Precentral Gyrus
0.001594 721 0.001554 2 12 54 Supplementary Motor Area
0.001594 674 0.001304 66 -25 -4 L pMTG
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6.1 Summary of the results

In this thesis, I investigated the neural infrastructure for sentence production and

integrated it with the current understanding of the neurobiology of language,

which is mostly based on language comprehension. I ran four fMRI studies of

sentence production and comprehension to uncover and understand similarities

and differences in their neural correlates. The four chapters focused on different

aspects of sentence-level linguistic processing and used different paradigms and

analysis approaches to characterize their neural responses.

In Chapter 2, I identified the network of regions whose activity increases with

the constituent size of spoken and heard word sequences. The same words were

spoken in all constituent size conditions, but they were organized in constituents

of increasing size. The same regions responded to syntactic and compositional

processing during both production and comprehension. The response to con-

stituent size was thus mostly shared between production and comprehension.

The results also indicated effects of modality. Inferior frontal regions responded

more during production and were more sensitive to constituent size in produc-

tion than comprehension. Temporal regions instead were more active during

comprehension. Therefore, I found a shared network for constituent structure

building in production and comprehension, that was however differentially mod-

ulated by modality. The BOLD response additionally peaked later in comprehen-

sion with larger constituent structures, but it peaked earlier in production for the

same structures, suggesting opposite dynamics of constituent structure building

in production and comprehension.

In Chapter 3, I further probed this network to understand how modality af-

fects the connectivity between some of the regions that were seen to respond to

constituent size in Chapter 2. The inferior frontal gyrus and the posterior tem-

poral lobe were functionally connected to the same regions that were sensitive

to constituent size in Chapter 2. Connectivity among inferior frontal and ante-

rior and posterior temporal regions was upregulated with increasing constituent

size, suggesting increased network integration when building more complex con-



160 6 General discussion

stituent structure. Posterior temporal regions and the inferior frontal gyrus were

functionally more connected to each other than to the anterior temporal lobe.

This dorsal connectivity was further upregulated during production relative to

comprehension, indicating the stronger need to prepare an articulatory plan in

production. Therefore, connectivity between fronto-temporal regions is shared

during constituent structure building in production and comprehension, and it

is upregulated for production-specific processes.

In Chapter 4, I further addressed the dynamics of syntactic structure building

during spontaneous production and comprehension using continuous metrics of

syntactic complexity. Anticipatory phrase-structure building in production led

to an increase in BOLD activity in the inferior frontal gyrus. In comprehension,

integratory phrase-structure building led to a BOLD increase in the left inferior

frontal gyrus and the left posterior temporal lobe. These results suggest that

syntactic structure building was dominant at phrase-opening in production and

at phrase-closing in comprehension. Additionally, in production a highly incre-

mental parser, which posited structure building to occur word-by-word, led to

a better model fit than a less incremental parser that predicted structure build-

ing to occur for chunks of words at a time. This study showed the incremental

nature of structure building in both production and comprehension and high-

lighted their different dynamics.

In Chapter 5, I focused on the semantic structures represented during message

generation in production. Encoding models were used to predict brain activity

during the production of individual sentences based on their thematic role struc-

ture. A distributed perisylvian network was found to encode the compositional

meaning of active and passive sentences. This network encoded sentence mean-

ing following different organizational principles, including ordinal, syntactic and

event structure. The superior temporal cortex was organized in a gradient of re-

lational specificity, where an anterior region encoded the specific event structure,

while a more posterior region simultaneously encoded abstract event structure

in different configurations. Overall, I found evidence for relational structure

being encoded during sentence production in a distributed brain network.

In summary, I probed the left hemispheric network for language and found

that it was mostly shared in speaking and listening, although with differences

in their dynamics of structure building. I will now discuss how these studies

can inform the debate about the commonality of linguistic representations and

processes in production and comprehension, and what they add to our under-

standing of the brain organization for language.
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6.2 The neural infrastructure for sentence

production and comprehension

The four empirical chapters just summarised identified a network of regions that

are involved in sentence production and comprehension. Conceptual structures

were seen to be built in the superior temporal gyrus in Chapter 5. While we only

showed it for production, a comparable comprehension study also confirmed the

involvement of the STG in compositional processing in comprehension (Frank-

land & Greene, 2020b). The anterior part was involved in encoding the specific

relations within an event, while the posterior section better encoded abstract

event structure. This posterior section was also seen to encode different aspects

of sentence structure (ordinal, syntactic). This gradient, therefore, is in line with

Bornkessel-Schlesewsky and Schlesewsky’s (2013) account of a ventral stream

that processes time-independent conceptual information, in contrast to a dorsal

stream that processes sequential information. These results support evidence

that the anterior temporal lobe is involved in processing semantic information

(e.g. Lambon Ralph et al., 2017; Pylkkänen, 2020). Semantic structures were

also encoded in the inferior parietal lobe, which has been reported before to en-

code information along thematic divisions (e.g. doctors vs. musicians) and to

be involved in event processing (e.g. Matchin et al., 2019; Xu et al., 2018).

The results of Chapter 5 add production evidence to previous comprehension

results (Frankland & Greene, 2020b). The common encoding of semantic struc-

tures in the superior temporal cortex provides the empirical basis for positing

shared conceptual processing in production and comprehension as initially sug-

gested by Levelt (1989). The comprehension results indicated that the amPFC

and the hippocampus also take part in compositional processing of specific rela-

tional structures (Frankland & Greene, 2020b). This was not replicated in pro-

duction. Differences in the design, such as using more varied stimuli grouped

in semantic categories, may have affected the responses of these regions. In ad-

dition, our results indicate a distributed network encoding abstract relational

structure. Therefore, the results of Chapter 5 suggest a different, more dis-

tributed, principle of encoding of semantic structures, relative to the one pro-

posed in Frankland and Greene (2020b) that instead hinges on a few regions.

This difference is unlikely to be a consequence of modality, since other compre-

hension studies also found distributed semantic representations (e.g. Anderson

et al., 2021, 2019). Therefore, the neural differences between production and

comprehension that emerged in Chapter 5 do not provide a basis for the segre-
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gation of semantic processes and representations in production and comprehen-

sion.

The posterior superior temporal sulcus and posterior middle temporal gyrus

were seen to be modulated by syntactic structure building in both production

and comprehension in Chapter 2, in line with previous studies in comprehension

(e.g. Pallier et al., 2011; Zaccarella, Schell, & Friederici, 2017). The posterior

MTG was also involved in phrase-structure building in Chapter 4, most directly in

comprehension, similarly to other studies of continuous structure building (e.g.

Brennan et al., 2016; Lopopolo et al., 2021). The LIFG was also consistently

found to be involved in syntactic structure building in both production and com-

prehension (Chapters 2, 4, 5). In addition, the connectivity between posterior

temporal and inferior frontal regions was seen to increase for constituent struc-

ture building in production and comprehension (Chapter 3), confirming and

extending previous evidence for a dorsal stream involved in syntactic processing

(e.g. Griffiths et al., 2013; Papoutsi et al., 2011).

Our tasks cannot directly distinguish between different accounts of the func-

tion of the LIFG (i.e. unification or control-based accounts) and the PTL

(i.e. retrieval of lexico-syntactic information or hierarchical structure building)

(Bornkessel-Schlesewsky & Schlesewsky, 2013; Hagoort, 2005, 2013; Matchin

& Hickok, 2020; Zaccarella, Schell, & Friederici, 2017). However, some stud-

ies suggest that syntactic processing and lexical retrieval cannot be effectively

distinguished within the language network (e.g. Fedorenko et al., 2020). The

present findings, therefore, strengthened by the connectivity results, support the-

ories of hierarchical structure building being processed by the interaction of PTL

and LIFG, as highlighted by many models despite attempts at assigning specific

computations to regions (e.g. Friederici, 2012; Hagoort, 2013; Tyler & Marslen-

Wilson, 2008).

Therefore, the same regions were seen to respond to syntactic structure build-

ing in production and comprehension. These results confirm the previous adap-

tation studies that found shared resources for sentence production and com-

prehension (Menenti et al., 2011; Segaert et al., 2012). However, we also found

differences in the modulation of this fronto-temporal network by production and

comprehension. First, constituent size elicited a stronger response in production

in the LIFG and in the LpMTG (Chapter 2). Second, the dynamics of structure

building were seen to differ between production and comprehension (Chapters

2 and 4). In Chapter 2, we proposed the increased response in production to be

due to the increased requirements of speaking relative to listening. Production
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requires a message to be encoded linguistically and results in an action (involving

articulation, a motor plan), while listening can be more passive. In production,

it is not possible to bypass computations by relying on heuristics (Bock, 1982;

e.g. good-enough processing, Ferreira, 2003; Ferreira et al., 2002; but see Gold-

berg & Ferreira, 2022, for a discussion of good-enough production), due to the

importance of ‘getting it right’ (Garrett, 1980, 1982). Another study that investi-

gated sentence production and comprehension also found an increased response

for sentence production across the language network, which was explained with

production having a larger cost on the language network (Hu et al., 2022).

Interestingly, in Chapter 4 we did not find an increased response for struc-

ture building in production vs. comprehension in this fronto-temporal network.

Taken together, fronto-temporal regions were similarly affected by structure build-

ing in production and comprehension, although in different dynamics. There-

fore, it seems that when production is not elicited in the context of a task, it

does not necessarily lead to increased brain activity relative to comprehension.

In this study, the production was not constrained by a task, but it was sponta-

neous. Participants were asked to recall the events of a TV series they had just

watched. They thus produced monologues in the scanner without the pressure to

speak cleanly, but with the goal to remember as many events as possible. Their

speech thus contained disfluencies, hesitations and self-corrections. Together

with Chapter 2, these results may suggest that, when the pressure to ‘get it right’

is reduced, the production load on brain responses matches the comprehension

load. Although disfluent speech is not usually studied in language experiments,

it is common in conversation (average of 6 disfluencies per 100 words) (Bort-

feld, Leon, Bloom, Schober, & Brennan, 2001; Tree, 1995), and it can reflect

the natural constraints of the production system. Chapter 4 thus makes use of

more naturalistic stimuli for both production and comprehension, and as a con-

sequence delineates a more realistic account of brain activity during speaking

and listening.

6.3 Phrase-structure building in production and

comprehension

The results of Chapters 2 and 4 showed that phrase-structure building proceeds

with different dynamics in production and comprehension. In Chapter 2, the

latency of the BOLD response to sentence processing was modulated by the in-

teraction of constituent size with modality. In comprehension, the BOLD re-
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sponse peaked later with constituents of increasing size (see also Pallier et al.,

2011). In production, instead, the BOLD response peaked earlier with larger

constituents. In Chapter 4, I modelled the incremental (word-by-word) build-

ing of phrase structure and thus addressed the dynamics of structure building

directly. The results were the same: BOLD activity increased at phrase-opening

in production, while it increased at phrase-closing in comprehension. Phrase-

structure is thus built at different sentence processing stages in production and

comprehension. This is likely due to directional differences in the mapping of

semantic, lexical and phonological representations in production and compre-

hension. Production needs to map semantic structures to a linear articulatory

code, while comprehension needs to map sounds to semantic structures.

This directional difference in the mapping of representations does not imply

that the syntactic processor differs between modalities. Kempen (2000) argues

that the processes of grammatical encoding in production and parsing in com-

prehension form a single processing mechanism used for constructing syntactic

structure. The differences between parsing and encoding are due to different

processing contexts. In production, structures are built on the basis of lexico-

syntactic information extracted from conceptual structure, while in comprehen-

sion the lexico-syntactic information is derived from word strings. Similarly,

Momma and Phillips (2018) argue that differences between encoding and pars-

ing may arise when tasks affect which piece of information becomes available

to the processor and when. Therefore, processes mapping from higher to lower

linguistic levels (called ‘production’ processes by Pickering & Garrod, 2013), and

processes mapping from lower to higher linguistic levels (i.e. ‘comprehension’

processes according to Pickering & Garrod, 2013) can take place during both

production and comprehension depending on different tasks or linguistic con-

texts.

In Chapter 4, the dynamics of structure building were modelled with two

parsers, a top-down anticipatory parser and a bottom-up integratory parser.

The two parsers make hypotheses about the structure building operations for

the same syntactic tree. Therefore, in practice the parsers only differed in the

timing of operations (Hale, 2014). The top-down predictive parser assumes

structure building to take place at phrase-opening, i.e. before word processing.

The bottom-up integratory parser instead builds the structure after encountering

each word. Previous work suggests that different structure building dynamics

can occur during both production and comprehension. For example, top-down

as well as bottom-up operations have been found to successfully predict brain
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activity in comprehension, with fMRI, MEG and intracranial EEG (Bhattasali et

al., 2019; Brennan et al., 2016; Coopmans, 2023; Lopopolo et al., 2021; Nelson

et al., 2017). The use of a more or less predictive strategy of structure building

may depend on the context of language use. For example, there may be situa-

tions where it is easier to predict, such as during audiobook listening, where the

input is at a constant speed and is free of disfluencies or corrections (Huettig &

Mani, 2016). Listening to spontaneous production like in Chapter 4, or reading

sentences out of context, may instead discourage predictive structure building

due to the higher likelihood of having to revise the initially hypothesised struc-

ture.

In addition, psycholinguistic studies have highlighted the flexibility of plan-

ning in scope in production, suggesting that structure building can be driven by

lexical access (Bock & Ferreira, 2014). For example, in conversational settings,

a speaker may be driven to start speaking before engaging in structure build-

ing to claim their turn. It is unlikely that the structure is built fully following a

bottom-up strategy in production, since it would mean that the linear sequence is

decided before the words are integrated in the hierarchical structure. However,

the amount of incrementality and anticipatory structure building, as described

in Chapter 4, may be more flexible. For example, when the pressure to speak

rapidly is reduced, relative to the importance of speaking without corrections,

such as during a presentation, a less incremental (e.g. chunked, see Chapter 4)

strategy may be beneficial.

6.4 The brain vs. the language network

Until now, I have focused on the brain regions that are commonly denoted as

the ‘language network’, since they have been most consistently found in neu-

roimaging studies, and are found to lead to aphasia if lesioned. However, there

are other regions that are seen contribute to linguistic processing both in this

thesis and in other studies. First, the right hemisphere was engaged in Chap-

ter 2, especially for modality specific processes, but also for constituent size.

For example, the right precentral gyrus was found to be involved in produc-

tion more than comprehension, due to articulation needs. Conversely, the right

superior temporal gyrus was engaged more in comprehension, possibly due to

auditory processing. The modality effects therefore are partly due to peripheral

processes (e.g. motor control, acoustic processing) that are not expected to be

lateralized. Other right hemispheric areas were also found across the chapters.
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For example, in Chapter 5, the right temporal lobe was seen to encode semantic

structures. The right hemisphere has been found to be important for theory of

mind processing (R. Griffin et al., 2006; Happé, Brownell, & Winner, 1999). In

particular, right temporo-parietal regions and inferior frontal areas have been

found for inferring speaker meaning and in discourse comprehension based on

world knowledge (e.g. Bašnáková, Weber, Petersson, van Berkum, & Hagoort,

2014; Menenti, Petersson, Scheeringa, & Hagoort, 2009). Regions of the right

hemisphere may therefore have been involved in building situation models in

both language production and comprehension.

The cerebellum and the basal ganglia were also often found to be active, espe-

cially in production. In particular, in Chapter 2 the right cerebellum responded

to constituent size in both modalities, but more strongly in production. It was

also seen to encode sentence meaning in Chapter 5. The role of the cerebellum

in language processing is only recently being uncovered. Generally, it is known

that the cerebellum is important for precise motor control, but it can also repre-

sent cognitive operations that are processed in cortical areas, including language

(Diedrichsen, King, Hernandez-Castillo, Sereno, & Ivry, 2019; Ito, 2008; LeBel,

Jain, & Huth, 2021). Disruption to the cerebellum with transcranial magnetic

stimulation was found to lead to a delay in predictive eye movements in language

processing and to impaired language production, possibly due to impaired moni-

toring (Lesage, Morgan, Olson, Meyer, & Miall, 2012; Runnqvist et al., 2016). In

Chapters 2 and 5, therefore, the cerebellum may have been involved in comput-

ing forward models of action (or action perception in comprehension, Chapter

2) that are functional for smooth production and monitoring, and prediction in

comprehension.

The basal ganglia have been proposed to be involved in language via two loops

(Bohsali & Crosson, 2016; Watkins & Jenkinson, 2016). A pre-supplementary

motor area-basal ganglia loop is suggested to support lexical selection. A LIFG-

basal ganglia loop is proposed to support phonological and articulatory process-

ing. In Chapter 2, the basal ganglia were more active in production, and in

Chapter 5 they were sometimes seen to encode sentence meaning, together with

IFG and supplementary motor areas. Their proposed role in lexical retrieval and

articulation is therefore in line with our results.
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6.5 The study of language with fMRI

Although I have attempted to integrate the results of the empirical chapters

within the current understanding of the neurobiology of language, one final

point of caution should be mentioned. Overall, the results in Chapters 2 and

5 highlighted the distributed nature of linguistic representations in the brain.

Recently, several studies have been reporting a lack of segregation in neural ac-

tivity for many language-related tasks (e.g. Blank et al., 2016; Fedorenko et al.,

2020; Fedorenko, Nieto-Castañon, & Kanwisher, 2012; Hu et al., 2022). The

distributed representations relate both to the fact that multiple levels of linguis-

tic representations are seen to be encoded within the same brain region (against

a specific interpretation of functional specialization, see Friston, 2002), and to

the fact that the same linguistic representation is encoded in many brain regions

(against functional localization but supporting functional integration, e.g. An-

derson et al., 2019). This pattern of results is found in univariate studies, as

well as multivariate studies (Box 1.1).

How can it be that many brain regions are sensitive to many linguistic pro-

cesses? The ‘localizationist’ (or neo-phrenological, see Embick & Poeppel, 2015;

Friston, 2002; Tyler & Marslen-Wilson, 2008) attempts at characterizing brain

function originated from the early approach of lesion studies. Early fMRI studies

aimed to assign brain function to specific regions. While this approach was ex-

tremely productive, increasing our understanding of coarse brain organization

(e.g. language processing in fronto-temporal areas, visual processing in the oc-

cipital lobe, confirming functional specialization in a broad sense), it seems to

fail when attempting to assign a specific linguistic function (e.g. syntactic pro-

cessing) to a particular brain region (Poeppel, 2012). There are two reasons why

this may be.

First, the improvement in magnetic resonance methods over the last decades

led to increased power (e.g. shorter repetition times and smaller voxels, increas-

ing the signal-to-noise ratio) to detect changes in haemodynamic activity relative

to what was possible before the early 2000s. As a consequence, it is now possi-

ble to detect subtler and broader changes in brain activity, which may be related

to correlational, but perhaps not necessary, activity during a task. This correla-

tion among brain regions means that regions often act together in a distributed

network, as also suggested by resting-state studies that find the same regions

activated by a task to be functionally connected at rest (Buckner et al., 2013). It

is unlikely that all connected regions are necessary for a certain process (which

would result in a disruption in processing if lesioned), but they may instead be
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involved in less specific processing, such as building a situation model as sug-

gested for the right hemisphere. Based on these considerations, fMRI studies can

hardly inform localizationist interpretations of brain function: the brain organi-

zation for cognition is more complex than the studies that focus on localization

and segregation can indicate, because of the correlational activity found with

fMRI (e.g. Hall, Howarth, Kurth-Nelson, & Mishra, 2016).

A second consideration relates to the isolation of linguistic processes that is

afforded by tasks. For example, comparing brain activity during the reading

of sentences and word sequences can show a network that is involved in high-

level sentence processing, but it cannot distinguish between compositional pro-

cessing, syntactic structure building, morphological processing, etc. Processing

word sequences additionally is not ecologically valid, which might influence the

response of cognitive control regions. The use of coarse tasks, therefore, may

be another reason for distributed patterns of brain activity. MVPA and encoding

models (see Box 1.1) aim to distinguish very similar conditions (with the same

task loading) that only differ in one dimension ideally (e.g. semantic category).

They are thus able to isolate the linguistic factor of interest by reducing task

effects, but they may still be confounded in the specific linguistic characterisa-

tion. For example, as explained in Chapter 5, the ordinal, syntactic and event

models capture differences both at pragmatic and syntactic levels. This inade-

quate characterization of linguistic function allows for only coarse mapping to

brain activity, which as discussed is also characterized in large scales. As a con-

sequence, this approach allows for at best correlational neurolinguistics (Embick

& Poeppel, 2015). Instead, fMRI can be useful to address processing questions

that cannot be directly answered with other methods (i.e. using neurobiology to

adjudicate among computational theories of language, see integrated neurolin-

guistics, Embick & Poeppel, 2015). I took this approach in Chapter 4 by targeting

the scope of incrementality in production.

6.6 Future directions

Overall, in this thesis I targeted the nature of the brain organization for sentence

production and comprehension, and attempted to unify our understanding of

the neural infrastructure for language with knowledge from both modalities.

We are one small step ahead but we are still far from a complete understanding

of production and comprehension mechanisms and shared infrastructure. There
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are a few areas that could benefit from theoretical, methodological or ecological

advances.

As suggested in Chapter 4, parsing models that are inspired by processing in

production could increase our understanding of the incrementality of structure

building and lexical selection. In Chapter 4, I initially used comprehension-based

parsers to address phrase-structure building in production. I then developed two

parsers that are better suited to production. These were initial attempts that as-

sumed fixed dynamics of structure building during the speakers’ monologues.

By taking into account the flexibility in planning scope, and the difficulty of lexi-

cal retrieval, more dynamic and complete parsers could be developed that better

model planning and neural dynamics in production. This enterprise would fur-

ther benefit from studies with better temporal resolution, such as electrophysi-

ological studies. The electrophysiological literature on sentence production is

limited because of the sensitivity to motor artefacts. The dynamics of word

production have been studied with M/EEG methods, by focusing on the time

just preceding the onset of speech (e.g. Carota, Schoffelen, Oostenveld, & In-

defrey, 2022; Conner et al., 2019; Fairs, Michelas, Dufour, & Strijkers, 2021;

Piai, Roelofs, Rommers, & Maris, 2015). The incrementality of sentence produc-

tion, however, prevents a full account of the dynamics of sentence generation

in the time before speech onset, since sentence encoding is interleaved with ar-

ticulation. A few studies that attempted to study sentence production with EEG

focused on planning stages (i.e. before speech onset) or used subvocal articula-

tion (e.g. Mascelloni, Zamparelli, Vespignani, Gruber, & Mueller, 2019; Sauppe

et al., 2021).

Additionally, cross-linguistic studies can answer questions about the dynam-

ics of structure building by taking advantage of different features of languages

(Bornkessel-Schlesewsky & Schlesewsky, 2016). For example, Sarvasy et al.

(2022) found that the scope of planning can be very extended by using a lan-

guage where the verb needs to mark if the subject of the next clause differs

from the subject of the current clause. Momma et al. (2016) found properties

of planning scope in Japanese, which could not be uncovered with English due

to its different word order. Similarly, studying the spontaneous production of

different languages could help elucidate whether structure building is equally

incremental in head-final languages.

Finally, studying language processing in dialogue would allow for uncovering

the live interaction of production and comprehension processes in the brain, with

the added value of naturalistic language processing (see for psycholinguistic ev-
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idence in dialogue e.g. Corps, Knudsen, & Meyer, 2022; Meyer, Alday, Decuyper,

& Knudsen, 2018).

6.7 Conclusions

In this thesis, I investigated the neural correlates of sentence production and

comprehension with different experimental paradigms and analysis approaches.

I used a picture description experiment, a sentence recall paradigm and sponta-

neous production to learn more about the brain organization of language pro-

duction in different contexts. I also used (i) standard analysis techniques to

uncover brain regions involved in syntactic processing load; (ii) functional con-

nectivity analysis to understand the connectivity of regions for structure build-

ing; (iii) continuous regression of structure building measures against average

activity in key regions for language processing; (iv) encoding models to char-

acterize semantic structures used during sentence production. I found a reli-

able fronto-temporal network that was involved in both sentence production and

comprehension. In particular, compositional processing in production engaged a

broad network that encoded meaning in different relational structures. Syntactic

structure building was processed in a dynamic fronto-temporal network in both

production and comprehension. Therefore, I found evidence for the same brain

regions to process sentence-level structures in production and comprehension.

The different processing contexts and goals of production and comprehension

were seen to lead to different dynamics of structure building. Overall, study-

ing sentence production improved our understanding of the neural correlates

of sentence processing. In addition, it raised questions about the commonality

of neural resources, representations and processes between modalities that can

drive efforts for a deeper and broader understanding of the neurobiology of lan-

guage processing. Finally, the use of spontaneous production uncovered aspects

of the incrementality of production with novel techniques. Future studies tak-

ing advantage of more naturalistic approaches for both speaking and listening

may be able to further characterize the complexities of the moment in the brain

between listening, thinking and speaking.
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Nederlandse Samenvatting

Wanneer we taal gebruiken, weten we dat onze hersenen aan het werk zijn. Het

onderzoek naar de hersensystemen die taal mogelijk maken heeft zich lange tijd

gericht op de relatie tussen herseninfarcten en taalstoornissen. De komst van

functionele magnetic resonance imaging (fMRI) drie decennia geleden heeft

het mogelijk gemaakt om hersenfuncties te bestuderen tijdens taalgebruik in

gezonde mensen. Sindsdien hebben veel onderzoeken een verband gevonden

tussen hersenactiviteit en specifieke onderdelen van taalgebruik. Echter, taalge-

bruik is vooral bestudeerd vanuit het oogpunt van receptieve verwerking (dat

wil zeggen, tijdens het luisteren of lezen). Studies naar taalproductie zijn daar-

entegen zeldzamer, omdat fMRI erg gevoelig is voor beweging in de scanner,

zoals de bewegingen van de kaak tijdens het spreken. Bovendien is het moeilij-

ker om experimenten uit te voeren waarbij proefpersonen moeten praten, omdat

het bijna onmogelijk is om experimentele controle te hebben over wat de proef-

personen gaan zeggen, zonder hen te vertellen wat ze precies moeten zeggen

(bijvoorbeeld door hen te laten lezen). Het is belangrijk dat ons begrip van her-

senfuncties tijdens taalverwerking ook gebaseerd is op het spreken, omdat taal

ook in deze vorm wordt uitgewisseld: als je iets hoort, betekent dit dat iemand

het heeft uitgesproken. Daarnaast maken taalproductie en taalbegrip gebruik

van verschillende perifere systemen (zoals het spraakkanaal en de oren), terwijl

ze wel dezelfde woorden gebruiken. Daarom focust dit proefschrift zich op her-

senactiviteit tijdens de productieve kant van taal, om te begrijpen in hoeverre

onze kennis over taalbegrip kan worden uitgebreid naar taalproductie. Alle on-

derzoeken die in dit proefschrift worden gepresenteerd zijn gericht op taalver-

werking op zinsniveau, dat wil zeggen, taalverwerking tijdens het luisteren naar

of produceren van zinnen.

Hoofdstuk 2 heeft zich gericht op het afbakenen van de set hersengebieden die

actief zijn tijdens de productie en het begrip van aaneengesloten woordreeksen

die variëren in lengte. We gingen ervanuit dat syntactische verwerking sterker

betrokken is bij woordenreeksen van die langer zijn. Concreet werd hersenacti-

viteit tijdens het produceren van of luisteren naar “denken, springen, de jongen,

het meisje” vergeleken met “het meisje denkt dat de jongen springt”. In deze
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reeksen worden dezelfde woorden geproduceerd, maar in verschillende syntac-

tische structuren. We vonden dat hetzelfde netwerk van hersengebieden in de

frontale en temporale kwabben van de linkerhersenhelft betrokken was bij het

verwerken van de complexere zinnen in vergelijking met de eenvoudigere, voor

zowel taalproductie als taalbegrip. Daarnaast vonden we dat sommige van deze

hersengebieden gevoeliger waren voor deze vergelijking tijdens productie. Ten

slotte waren er enkele gebieden die alleen reageerden op productie of begrip,

zoals de motorische cortex bij productie en de auditieve cortex bij begrip. Deze

studie toont aan dat taalverwerking tijdens het spreken en luisteren in dezelfde

hersengebieden kan plaatsvinden.

In Hoofdstuk 3 onderzochten we of de hersenconnectiviteit verandert tijdens

het produceren van en luisteren naar dezelfde woordreeksen als in Hoofdstuk 2.

We vroegen ons met name af of twee relevante gebieden uit de vorige studie, de

linker inferieure frontale gyrus en de linker posterieure temporale gyrus, op de-

zelfde manier aan elkaar verbonden waren tijdens productie en begrip. We ont-

dekten dat de connectiviteit tussen deze gebieden toenam voor de complexere

zinnen, wat suggereert dat de interactie tussen deze hersengebieden toenam

bij het samenvoegen van meerdere woorden. Er was ook een iets verhoogde

connectiviteit tijdens spreken ten opzichte van luisteren, wat overeenkomt met

het resultaat uit Hoofdstuk 2, waarin sommige gebieden sterker reageerden op

productie dan op begrip.

Deze studies zijn gebaseerd op een experiment dat ver af staat van de manier

waarop we normaal spreken. Proefpersonen werden gevraagd om de woord-

reeksen te produceren op basis van visuele displays die aangaven welke woor-

den ze moesten zeggen. Echter, als we spreken, zijn we normaal gesproken vrij

om te beslissen wat we zeggen en hoe. Daarom wilden we begrijpen of her-

senactiviteit tijdens syntactische verwerking zou verschillen in situaties waarin

deelnemers vrijuit mogen spreken. In Hoofdstuk 4 hebben we een openlijk ge-

deelde fMRI-dataset gebruikt om deze vraag te beantwoorden. We ontdekten

dat de hersengebieden in de frontale en temporale kwabben, waar we ons eer-

der ook op concentreerden, reageren op syntactische verwerking tijdens zowel

productie als begrip. Daarnaast liet deze studie zien dat de timing van het op-

bouwen van syntactische structuur verschilt tussen productie en begrip. Tijdens

het spreken hebben we de neiging om de structuur van de zin eerder op te bou-

wen, terwijl we tijdens het luisteren de neiging hebben om te wachten op de

input.
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Tot nu toe heeft het proefschrift zich gericht op het beschrijven van hersen-

activiteit tijdens syntactische verwerking. Hoofdstuk 5, daarentegen, onder-

zocht hoe de hersenen betekenis coderen. Zo is de zin "de muzikant schopte

de atleet"duidelijk anders dan de zin "de atleet schopte de muzikant", terwijl de

woorden in de twee zinnen identiek zijn. In de eerste zin is de muzikant de-

gene die de actie uitvoert (de agens), terwijl de atleet de actie ondergaat (de

patiëns). Zinsbetekenis kan worden beschreven aan de hand van zowel de per-

sonen en handelingen in een gebeurtenis (hier zijn dat de muzikant en de atleet

in een schoppende gebeurtenis) als hun rol in die gebeurtenis (agens, patiëns).

In Hoofdstuk 5 produceerden proefpersonen zinnen die een vergelijkbare struc-

tuur hadden maar verschilden in de specifieke woorden waaruit de gebeurtenis

bestond die door de zin wordt beschreven. Vervolgens bekeken we of de hersen-

activiteit verschilde wanneer de gebeurtenis een muzikant of een atleet bevatte,

wanneer de muzikant of de atleet de agens was, en wanneer het de muzikant

of de atleet was die specifiek aan het schoppen was. We ontdekten dat de bete-

kenis van de zin op deze verschillende niveaus gecodeerd werd in een netwerk

van frontotemporale gebieden in de linkerhersenhelft. Deze studie toont aan

dat de hersenen zinsbetekenis op verschillende manieren coderen tijdens pro-

ductie, zoals ook al is aangetoond voor begrip in voorgaand onderzoek. Het

wijst echter ook op een aantal verschillen in de patronen van hersenactiviteit

tussen productie en begrip.

Samengevat, in dit proefschrift heb ik het patroon van hersenreacties op taal-

verwerking tijdens zinsproductie en -begrip beschreven. Ik heb me geconcen-

treerd op de hersenactiviteit tijdens syntactische verwerking, zowel bij en taak

als bij spontane productie, en op de hersenpatronen van codering van zinsbete-

kenis tijdens het spreken. Hersenactiviteit werd gemeten op basis van de hoe-

veelheid bloedstroom in 3D pixels met zijden van 2.5 millimeter, met een vertra-

ging van enkele seconden. Toekomstige studies zullen daarom moeten bepalen

in hoeverre deze resultaten worden bevestigd in studies die gebruik maken van

methodes met een betere temporele resolutie. Op deze schaal suggereren de

resultaten in ieder geval dat er verschillen zijn in de hersengebieden die een rol

spelen bij taalproductie en -begrip, zowel ruimtelijk als in de timing van reacties.

Die verschillen kunnen te maken hebben met de verschillende doelen en vereis-

ten van productie en begrip. Maar over het algemeen laten de studies in dit

proefschrift zien dat dezelfde hersengebieden betrokken zijn bij het produceren

en begrijpen van taal.
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English Summary

When we use language, we know our brain is doing something about it. The

investigation of the brain systems that allow for language focused for a long

time on the relationship between stroke and linguistic impairment. The advent

of functional magnetic resonance imaging (fMRI) three decades ago allowed for

studying brain function during healthy language processing. Since then, many

studies found a link between brain activity and specific linguistic processing.

However, language processing has been mostly studied from a perceptive point

of view (i.e. while listening or reading). Studies with speaking are instead more

rare, because fMRI is very sensitive to movement in the scanner, such as the

movement of the jaw elicited by speaking. In addition, it is harder to run experi-

ments where participants speak, because it is almost impossible to have experi-

mental control over what participants will say, without telling them exactly what

to say (for example by reading). It is important that our understanding of brain

function during language processing is also based on speaking, because language

is exchanged in this form as well: if you’re hearing something, it means some-

one spoke it. Additionally, language production and comprehension interface

with different peripheral systems (vocal tract and ears), while using the same

words. Therefore, the aim of this thesis was to focus on brain activity during the

productive side of language, and to understand to what extent what we learn

about language comprehension can be extended to language production. All the

studies presented in this thesis focused on language processing at the sentence

level, that is, language processing while hearing or saying sentences.

Chapter 2 focused on delineating the sets of brain regions that are active du-

ring the production and comprehension of connected strings of words of increa-

sing length, which we assumed would engage syntactic processing to increasing

extents. Concretely, brain activity while saying or hearing “to think, to jump, the

boy, the girl” was compared to “the girl thinks that the boy jumps”. In these se-

quences, the same words are said but in different syntactic structures. We found

that the same network of regions in the frontal and temporal lobes was involved

while processing the more complex sentences, relative to the easier ones, both

in production and comprehension. Additionally, we found that in production a
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few of these brain regions were more sensitive to this comparison. Finally, there

were some regions that responded only in production or comprehension, such

as motor cortex in production, and auditory cortex in comprehension. There-

fore, this study showed that linguistic processing may happen in the same brain

regions while speaking and listening.

In Chapter 3, we asked whether brain connectivity changes during speaking

and listening to the same word sequences as in Chapter 2. In particular, we

asked whether two regions found in the previous study, the left inferior frontal

gyrus and the left posterior temporal gyrus, were similarly connected during

production and comprehension. Interestingly, we found that the connectivity

between these regions increased with the more complex sentences, suggesting

that the interaction between brain regions increased when composing multiple

words together. There was also slightly increased connectivity during speaking

relative to listening, which mirrors the result from Chapter 2 where a few regions

responded more to production than comprehension.

These studies were based on an experiment that was distant from the way we

normally speak. Participants were asked to produce the word sequences based

on visual displays that indicated what words they had to say. When we speak,

though, we are normally free to decide what to say and how. Therefore, we

set out to understand whether brain responses to syntactic processing would

differ in settings where participants are allowed to speak freely. In Chapter 4,

we used an openly shared fMRI dataset to address this question. We found that

the same brain regions we focused on before in the frontal and temporal lobes

responded to syntactic processing during both production and comprehension.

Additionally, this study showed that the timing of syntactic structure building

differs between production and comprehension. During speaking we tend to

build the structure of the sentence earlier on, while during listening we tend to

wait for the input.

So far, the thesis focused on characterizing brain responses during syntactic

processing. Chapter 5 instead explored how the brain encodes sentence mea-

ning. For example, the sentence “the musician kicked the athlete” is clearly dif-

ferent from the sentence “the athlete kicked the musician”, although the words

in the two sentences are identical. In the first sentence, the musician is the one

doing the action (the agent), while the athlete is the undergoer (patient) of the

action. Sentence meaning can be characterized by the entities that take place in

an event (here, the musician and the athlete, in a kicking event), together with

their role in the event (agent, patient). In Chapter 5, participants said sentences
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that had a very similar structure, but differed in the specific words that made

up the event described by the sentence. We then asked whether brain activity

differed when the event included a musician or an athlete, or when it was the

musician or the athlete that was doing an action, or when it was the musician or

the athlete that was specifically kicking. We found that a network of left fronto-

temporal brain regions encoded the meaning of the sentence at these different

levels. This study showed that the brain encodes sentence meaning in different

ways during production, as was shown for comprehension in previous studies,

but also indicated some differences in the patterns of brain responses between

production and comprehension.

Overall, in this thesis I characterized the pattern of brain responses to linguis-

tic processing during sentence production and comprehension. I focused on the

brain responses to syntactic processing during a task and spontaneous produc-

tion, and on the patterns of brain encoding of sentence meaning while speaking.

Brain activity was measured based on the amount of blood flow in cubes of di-

mensions of 2.5mm, with a delay of a few seconds. Therefore, future studies

will have to determine to what extent these results would be confirmed with

better temporal resolution. At this scale, these results suggest that there are

some differences in the brain responses to production and comprehension, both

spatially and in the timing of responses, that may relate to the different goals

and requirements of production and comprehension. In general, though, these

studies indicate that the same brain regions are used for linguistic processing

during speaking and listening.
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