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Abstract

Designing an efficient yet deployment-friendly 3D back-
bone to handle sparse point clouds is a fundamental problem
in 3D perception. Compared with the customized sparse
convolution, the attention mechanism in Transformers is
more appropriate for flexibly modeling long-range relation-
ships and is easier to be deployed in real-world applications.
However, due to the sparse characteristics of point clouds,
it is non-trivial to apply a standard transformer on sparse
points. In this paper, we present Dynamic Sparse Voxel
Transformer (DSVT), a single-stride window-based voxel
Transformer backbone for outdoor 3D perception. In order
to efficiently process sparse points in parallel, we propose
Dynamic Sparse Window Attention, which partitions a series
of local regions in each window according to its sparsity
and then computes the features of all regions in a fully par-
allel manner. To allow the cross-set connection, we design
a rotated set partitioning strategy that alternates between
two partitioning configurations in consecutive self-attention
layers. To support effective downsampling and better en-
code geometric information, we also propose an attention-
style 3D pooling module on sparse points, which is powerful
and deployment-friendly without utilizing any customized
CUDA operations. Our model achieves state-of-the-art per-
formance with a broad range of 3D perception tasks. More
importantly, DSVT can be easily deployed by TensorRT with
real-time inference speed (27Hz). Code will be available at
https://github.com/Haiyang—W/DSVT.

1. Introduction

3D perception is a crucial challenge in computer vision,
garnering increased attention thanks to its potential appli-
cations in various fields such as autonomous driving sys-
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Figure 1. Detection performance (mAPH/L2) vs speed (Hz) of
different methods on Waymo [36] validation set. All the speeds are
evaluated on an NVIDIA A100 GPU with AMD EPYC 7513 CPU.

tems [2,41] and modern robotics [44,53]. In this paper, we
propose DSVT, a general-purpose and deployment-friendly
Transformer-only 3D backbone that can be easily applied to
various 3D perception tasks for point clouds processing.

Unlike the well-studied 2D community where the input
image is in a densely packed array, 3D point clouds are
sparsely and irregularly distributed in continuous space due
to the nature of 3D sensors, which makes it challenging to
directly apply techniques used for traditional regular data. To
support sparse feature learning from raw point clouds, pre-
vious methods mainly apply customized sparse operations,
such as PointNet++ [27, 28] and sparse convolution [12, 13].
PointNet based methods [27,28, 39] use point-wise MLPs
with the ball-query and max-pooling operators to extract
features. Sparse convolution based methods [0, 12, 3] first
convert point clouds to regular grids and handle the sparse
volumes efficiently. Though impressive, they suffer from
either the intensive computation of sampling and group-
ing [28] or the limited representation capacity due to sub-
manifold dilation [ 3]. More importantly, these specifically-
designed operations generally can not be implemented with
well-optimized deep learning tools (e.g., PyTorch and Tensor-
Flow) and require writing customized CUDA codes, which
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greatly limits their deployment in real-world applications.

Witnessing the success of transformer [40] in the 2D do-
main, numerous attention-based 3D vision methods have
been investigated in point cloud processing. However, be-
cause of the sparse characteristic of 3D points, the number of
non-empty voxels in each local region can vary significantly,
which makes directly applying a standard Transformer non-
trivial. To efficiently process the attention on sparse data,
many approaches rebalance the token number by random
sampling [25,49] or group local regions with similar number
of tokens together [10,37]. These methods are either insep-
arable from superfluous computations (e.g., dummy token
padding and non-parallel attention) or noncompetitive per-
formance (e.g., token random dropping). Alternatively, some
approaches [15,24] try to solve these problems by writing
customized CUDA operations, which require heavy opti-
mization to be deployed on modern devices. Hence, building
an efficient and deployment-friendly 3D transformer back-
bone is the main challenge we aim to address in this paper.

In this paper, we seek to expand the applicability of Trans-
former such that it can serve as a powerful backbone for out-
door 3D perception, as it does in 2D vision. Our backbone
is efficient yet deployment-friendly without any customized
CUDA operations. To achieve this goal, we present two
major modules, one is the dynamic sparse window attention
to support efficient parallel computation of local windows
with diverse sparsity, and the other one is a novel learnable
3D pooling operation to downsample the feature map and
better encode geometric information.

Specifically, as illustrated in Figure 2, given the sparse
voxelized representations and window partition, we first di-
vide each window’s sparse voxels into some non-overlapped
subsets, where each subset is guaranteed to have the same
number of voxels for parallel computation. The partitioning
configuration of these subsets will be changed in consecu-
tive self-attention layers based on the rotating partition axis
between the X-Axis and Y-Axis. It bridges the subsets of
preceding layers for intra-window fusion, providing connec-
tions among them that significantly enhance modeling power
(see Table 6). To better process the inter-window fusion
and encode multi-scale information, we propose the hybrid
window partition, which alternates its window shape in suc-
cessive transformer blocks. It leads to a drop in computation
cost with even better performance (see Table 7). With the
above designs, we process all regions in a fully parallel man-
ner by calculating them in the same batch. This strategy is
efficient in regards to real-world latency: i) all the windows
are processed in parallel, which is nearly independent of the
voxel distribution, ii) using self-attention without key dupli-
cation, which facilitates memory access in hardware. Our
experiments show that the dynamic sparse window attention
approach has much lower latency than previous bucketing-
based strategies [10, 37] or vanilla window attention [20],

l—»;( X-Axis Partition Y-Axis Partition
| | |

T T
7] VoxelinSet 1

[] Voxelin Set2

|:| Local Window

Figure 2. A demonstration of dynamic sparse window attention
in our DSVT block. In the X-Axis DSVT layer, the sparse voxels
will be split into a series of window-bounded and size-equivalent
subsets in X-Axis main order, and self-attention is computed within
each set. In the next layer, the set partition is switched to Y-Axis,
providing connections among the previous sets.

T
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yet is similar in modeling power (see Table 5).

Secondly, we present a powerful yet deployed-friendly
3D sparse pooling operation to efficiently process downsam-
pling and encode better geometric representation. To tackle
the sparse characteristic of 3D point clouds, previous meth-
ods adopt some custom operations, e.g., customized scatter
function [1 1] or strided sparse convolution to generate down-
sampled feature volumes [46,50]. The requirement of heavy
optimization for efficient deployment limits their real-world
applications. More importantly, we empirically find that
inserting some linear or max-pooling layers between our
transformer blocks also harms the network convergence and
the encoding of geometric information. To address the above
limitations, we first convert the sparse downsampling region
into dense and process an attention-style 3D pooling oper-
ation to automatically aggregate the local spatial features.
Our 3D pooling module is powerful and deployed-friendly
without any self-designed CUDA operations, and the perfor-
mance gains (see Table 8) demonstrate its effectiveness.

In a nutshell, our contributions are four-fold: 1) We pro-
pose Dynamic Sparse Window Attention, a novel window-
based attention strategy for efficiently handling sparse 3D
voxels in parallel. 2) We present a learnable 3D pooling
operation, which can effectively downsample sparse voxels
and encode geometric information better. 3) Based on the
above key designs, we introduce an efficient yet deployment-
friendly transformer 3D backbone without any customized
CUDA operations. It can be easily accelerated by NVIDIA
TensorRT to achieve real-time inference speed (27Hz), as
shown in Figure 1. 4) Our approach outperforms previous
state-of-the-art methods on the large-scale Waymo [35] and
nuScenes [3] datasets across various 3D perception tasks.

2. Related Work

3D Perception on Point Clouds. Previous 3D perception
methods can be coarsely classified into point-based meth-
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ods and voxel-based methods in terms of point represen-
tations. Thanks to the powerful PointNet series [27, 28],
point-based methods [5,22,26,33,43,47] have become ex-
tensively employed to extract geometric features directly
from raw point clouds. However, these methods suffer from
the time-consuming process of point sampling and neighbor
searching, and computation-intensive point-wise feature du-
plication. Voxel-based methods [7,8,14,31,32,34,42,46,48]
are mainly applied in outdoor autonomous driving scenarios.
The input point clouds are first converted into regular 3D
voxels and then processed by 3D sparse convolution. Though
impressive, to avoid computation expansion, these methods
usually adopt submanifold sparse convolution, which greatly
decreases the receptive field and limits its representation
capacity. More importantly, both the PointNet++ and sparse
convolution are implemented with customized CUDA codes,
which require heavy optimization for being deployed in real-
world applications. To tackle this problem, we propose an
efficient yet deployment-friendly point cloud processor for
boosting the development of 3D perception.

Transformer for 3D Perception. Motivated by the signif-
icant success of Transformer [40] in computer vision com-
munity, many researchers have tried to introduce this archi-
tecture into point cloud processing. Due to the sparse nature
of point clouds, how to efficiently apply a standard trans-
former is non-trivial. VoTr [24] first proposes local attention
and dilated attention with a self-designed voxel query to
enable attention mechanism on sparse voxels. SST [10] and
SWFormer [37] batch regions with similar number of tokens
together and pads them separately to implement parallel
computation. Although these methods have explored various
sparse attention strategies, they are inevitable to redundant
computations (e.g. non-parallel attention, token duplication)
or uncompetitive performance (e.g. random token dropping
and sampling). Besides that, most of these methods are also
highly dependent on some self-designed CUDA operations
(e.g., scatter function [15] and query function [24]), which
greatly limits their real-world application. To address these
problems, we present dynamic sparse window attention, an
efficient attention mechanism that computes all the sparse
tokens in the same batch in parallel only based on the well-
optimized deep learning framework (e.g., PyTorch).

3. Methodology

3.1. Overview

An overview of the DSVT architecture is presented in Fig-
ure 3, which illustrates the pillar version (DSVT-P). It first
converts the input point clouds into sparse voxels by a voxel
feature encoding (VFE) module, like previous voxel-based
methods [37,45,48]. Each voxel will be treated as a “token”.
Considering the sufficient receptive field of transformer and
the tiny scale of outdoor objects, instead of using hierarchi-

cal representation, we follow [10] to adopt a single-stride
network design, which doesn’t reduce the scale of the feature
map in X/Y-Axis and is demonstrated to perform better in
outdoor 3D Object Detection. With this design, several voxel
transformer blocks with dynamic sparse window attention
(DSVT Block) are applied on these voxels. To provide con-
nections among the sparse voxels, we design two partition-
ing approaches: rotated set and hybrid window (described in
§3.2), which introduce intra- and inter-window feature prop-
agation while maintaining efficient computation. To support
a 3D variant and better encode accurate 3D geometric infor-
mation without any extra CUDA operations, a learnable 3D
pooling module is designed for effective downsampling (See
§3.3). Voxel features extracted by our proposed DSVT are
then projected to a bird’s eye view (BEV) feature map. In the
end, various perception heads can be attached for diverse 3D
perception tasks (See §3.4). Our proposed architecture can
seamlessly substitute the 3D backbone in existing methods,
enhancing outdoor 3D perception performance.

3.2. Dynamic Sparse Window Attention

Window-based Transformer architectures [9, 20] have
made great success in 2D object detection. However, since
point clouds are sparsely distributed in 3D space, many vox-
els are empty with no valid points. Therefore, the number
of non-empty voxels in each window may vary significantly,
which makes directly applying a standard Transformer non-
trivial. The computation cost of simply padding the sparse
volume to dense in each window is expensive (See Table 5).
Previous methods [10, 15,37] try to rebalance the voxel num-
ber by sampling [25,49] or grouping regions with a similar
number of tokens together [10,37]. Though impressive, they
suffer from redundant computations or unstable performance.
Alternatively, some approaches write customized CUDA op-
erations to alleviate these problems, which generally have
inferior running speed than well-optimized native operations
in deep learning frameworks (e.g., PyTorch), limiting their
deployment in real-world applications.

To address the above limitations, we propose Dynamic
Sparse Window Attention, a window-based attention strategy
for efficiently handling sparse 3D voxels in parallel. Notably,
it is all implemented by well-optimized native operations in
deep learning tools without any self-designed CUDA opera-
tions, thus is friendly to be deployed on modern GPUs.
Dynamic set partition. To efficient perform standard atten-
tion among the given sparse voxels inside each window, we
reformulate it as parallel computing self-attention within a
series of window-bounded and size-equivalent subsets.

Specifically, after converting points to 3D voxels, they are
further partitioned into a list of non-overlapping 3D windows
with fixed size L x W x H, like previous window-based
approaches [10,20,37]. As for a specific window, it has IV
non-empty voxels, i.e.,
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Figure 3. Top: An illustration of the Dynamic Sparse Voxel Transformer block, including one X-Axis DSVT Layer and one Y-Axis DSVT
Layer with different set partitions. Bottom: The overall architecture of our proposed DSVT for 3D perception from the point cloud.

V= {vilvi = [(i, i, 20); fis di] }y 1)
where (x;,7;, z;) € R3 and f; € R® denote the coordinates
and features of sparse voxels, respectively. d; € [1, N] is
the corresponding inner-window voxel ID, which can be
generated by specifying a sorting strategy of these voxels.
To generate non-overlapped and size-equivalent local sets,
we first compute the required number of sub-sets in this
window, as follows:

S =12 +IN %) > 0], @

where | -] is the floor function and I[-] is the indicator func-
tion. 7 is a hyperparameter that indicates the maximum
number of non-empty voxels allocated to each set. In this
way, we can cover all the voxels in this window with a mini-
mum number of subsets. Notably, S dynamically varies with
the sparsity of the window. The more non-empty voxels,
the more sets and computation resources will be assigned to
process this window, which is the key design of our dynamic
sparse window attention.

With the number of assigned sets S, we evenly distribute
N non-empty voxels into S sets. Specifically, for the voxel
indices that belong to j-th set (denoted as Q; = {q} }7._}),
we compute its k-th index as

i _ | GxT+k)

B = { SxrT
where |- | is the floor function. Note that this operation can
generate a specific number (i.e., 7) of voxels for each set,

XNJ , for k=0,....7—1, (3)

regardless of N, which enables the attention layer can be per-
formed on all sets in a fully parallel manner. Although Eq. (3)
may duplicate some voxels within each set to achieve the
number of 7 voxels, these redundant voxels will be masked
when conducting attention.

After obtaining the partition Q; of j-th set, we then col-
lect the corresponding voxel features and coordinates based
on the voxel inner-window id D = {d;}¥ |, as follows,

F;,0; =INDEX(V, Q;,D), 4

where INDEX (-yoxels; partition, ‘Ip) 1S the index operation,
F; € R7*% and O; € R™3 are the corresponding voxel
features and spatial coordinates (z, y, z) of this set.

In this way, we obtain some non-overlapped and window-
bounded subsets with the same number of sparse voxels.
Notably, our dynamic set partition is highly dependent on
the inner-window voxel ID (see Eq. (4)), so we can easily
control the covered local region of each set by voxel ID
reordering with different sorting strategies.

Rotated set attention for intra-window feature propa-
gation. The above dynamic set partition can group sparse
voxels into non-overlapped and window-bounded subsets,
where each subset has the same number of voxels that en-
ables to conduct self-attention layers within each subset in
a fully parallel manner. However, computing self-attention
inside the invariant partition lacks connections across the
subsets, limiting its modeling power. To bridge the voxels
among the non-overlapping sets while maintaining efficient
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computation, we propose the rotated-set attention approach
that alternates between two partitioning configurations in
consecutive attention layers.

As illustrated in Figure 3, our DSVT block contains two
self-attention layers. And the first layer uses the X-Axis
Partition, in which the voxel ID is sorted according to their
coordinates in X-Axis main order. The next layer adopts a
rotated partition configuration that is sorted in Y-Axis main
order. With the above design, DSVT block is computed as

F!,0' = INDEX(V'" {Q;}5=), D,),
V! = MHSA(F!, PE(O)),

FH, 0% = INDEX(V', {Q;}72, Dy),
VL = MHSA(F' PE(O')),

S

where D, and D,, are the inner-window voxel index sorted
in X-Axis and Y-Axis respectively. MHSA(+) denotes the
conventional Multi-head Self-Attention layer with FFN and
Layer Normalization. PE(-) stands for the positional encod-
ing function used in [20]. F € R¥*7*¢ and O € RS*7*3
are the corresponding indexed voxel features and coordinates
of all sets. To this end, the original sparse window attention
will be approximatively reformulated as several set attention,
which can be processed in the same batch in parallel. In
this way, it is easy to implement an efficient DSVT module
in current popular deep learning frameworks without extra
engineering efforts of deployment.

The rotated set partition introduces connections between

non-overlapping sets in the previous layer and is found to be
effective in outdoor 3D perception (see Table 6).
Hybrid window partition for inter-window feature prop-
agation. To connect the voxels across windows and reduce
the computation cost, we present the hybrid window par-
tition approaches at the block level. We observe that our
dynamic window attention layer has linear computational
complexity with respect to the total number of subsets. How-
ever, increasing the window sizes will reduce the number of
sets and lead to the drop of self-attention’s computation cost,
but also destroy the detection performance for small objects.
This motivates us to adopt the hybrid window splitting to
deliver good performance-efficiency trade-off.

Specifically, we follow the swin-transformer [20] using a
window shifting technique between two consecutive DSVT
blocks to re-partition the sparse window, but their window
size is different. With this design, our block can effectively
save computation costs without sacrificing performance.

3.3. Attention-style 3D Pooling

Compared with the pillar-style 2D encoder, the voxel-
based 3D backbone can capture more precise position in-
formation, which is beneficial for 3D perception. However,
we observed that simply padding the sparse regions and
applying an MLP network for downsampling as [20] will

drop the performance (See Table 8). It is challenging for
one-layer MLP to learn the sparse geometric information
with too many zero-padded holes. Moreover, we observe
that inserting an MLP between our transformer blocks also
harms network optimization. To support effective 3D down-
sampling and better encode spatial information, we present
an attention-style 3D pooling operation, which is compatible
with our full attention setting and implemented without any
self-design CUDA operations.

Given a pooling local region [ x w X h, (e.g., 2 X 2 X 2),
with P non-empty voxels {p; }Z_;, we first pad this sparse
region into dense, {p; ﬁiﬁ”h, and perform standard max-
pooling along the voxel dimension as

P = MaxPool({p; } 1. ©)

Instead of directly feeding the pooled feature to the succeed-
ing module, we use pooled feature P to construct the query
vector, while the original unpooled {p; }£_; serves that role
of key and value vectors, i.e.,

P = Attn(Q = P, KV = {p; éig)xh) )

With this attention-style 3D pooling operation, our 3D back-
bone holds the characteristic of fully attention and achieves
better performance than our pillar variant.

3.4. Perception Model

Backbone Variants We build our base backbone model,
called DSVT-P, a single-stride pillar-based sparse voxel back-
bone that has a similar model size to the widely-used sparse
convolution backbone [46,50]. We also introduce DSVT-V,
a single-stride voxel-based 3D backbone that only gradu-
ally reduces the size of the feature map in the Z-Axis by
our attention-style 3D pooling module. Notably, the output
voxel number and corresponding coordinates of these two
variants are equal, which can be easily used to ablate the
effectiveness of our pooling module.

Detection head and Training Objectives. Our DSVT is
flexible and can be applied in most voxel-based detection
frameworks [18,48]. In the Waymo variant, we follow the
framework of CenterPoint-Pillar [48] and append our DSVT
before BEV backbone. For nuScenes, we simply replace the
3D encoder of Transfusion-L [1] with DSVT. Besides that,
we also follow [17,19,30] that uses IoU-rectification scheme
to incorporate the IoU information into confidence scores.
Two-stage model. Although our main contributions focus on
the design of the sparse voxel transformer architecture in the
backbone network, there is still a considerable gain between
one-stage and two-stage detectors. To match the perfor-
mance gap, we provide a two-stage version with CT3D [29],
which is a widely used two-stage framework that performs
proposal-aware aggregation from the raw point clouds.
Segmentation head. We follow the lidar branch of BEVFu-
sion [21] in map segmentation task and only switch the 3D
backbone while keeping other components unchanged.
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Methods Presentat | Stages TMAP/MAPH | mAP/mMAPH | Vehicle 3D AP/APH | Pedestrian 3D AP/APH. | - Cyclist 3D AP/APH
L1 L2 L1 | L2 L1 | L2 L1 | L2
SECOND [46] Sensors’18 | One  67.2/63.1 61.0/572 | 72.3/71.7 | 63.9/63.3 | 68.7/58.2 | 60.7/51.3 | 60.6/59.3 | 58.3/57.0
PointPillarss [18] CVPR’19 | One  69.0/63.5 62.8/57.8 | 72.1/71.5 | 63.6/63.1 | 70.6/56.7 | 62.8/50.3 | 64.4/62.3 | 61.9/59.9
CenterPoint-Voxelt [48] | CVPR’21 | One  744/71.7 68.2/65.8 | 74.2/73.6 | 66.2/65.7 | 76.6/70.5 | 68.8/632 | 72.3/71.1 | 69.7/68.5
SST% [10] CVPR'22 | One  745/71.0 67.8/64.6 | 74.2/73.8 | 65.5/65.1 | 78.7/69.6 | 70.0/61.7 | 70.7/69.6 | 68.0/66.9
VoxSet [15] CVPR’22 | One  754/722 69.1/66.2 | 74.5/74.0 | 66.0/65.6 | 80.0/72.4 | 72.5/654 | 71.6/70.3 | 69.0/67.7
AFDetV2 [16] AAAT22 | One  77.2/748 71.0/68.8 | 77.6/77.1 | 69.7/69.2 | 80.2/74.6 | 72.2/67.0 | 73.7/72.7 | 71.0/70.1
SWFormer [37] ECCV’22 | One /- /- 77.8/77.3 | 69.2/68.8 | 80.9/72.7 | 72.5/64.9 /- /-
PillarNet-34 [30] ECCV’22 | One  773/74.6 71.0/68.5 | 79.1/78.6 | 70.9/70.5 | 80.6/74.0 | 72.3/66.2 | 72.3/71.2 | 69.7/68.7
CenterFormer [51] ECCV’22 | One  753/729 71.1/68.9 | 75.0/74.4 | 69.9/69.4 | 78.6/73.0 | 73.6/68.3 | 72.3/71.3 | 69.8/68.8
Ours (Pillar) - One  79.5/77.1 73.2/71.0 | 79.3/78.8 | 70.9/70.5 | 82.8/77.0 | 75.2/69.8 | 76.4/75.4 | 73.6/72.7
Ours (Voxel) - One  80.3/78.2 74.0/72.1 | 79.7/79.3 | 71.4/71.0 | 83.7/78.9 | 76.1/71.5 | 77.5/76.5 | 74.6/73.7
PV-RCNN7 [31] CVPR20 | Two  76.2/73.6 69.6/67.2 | 78.0/77.5 | 69.4/69.0 | 79.2/73.0 | 70.4/64.7 | 71.5/70.3 | 69.0/67.8
Part-A2-Net [34] TPAMI'20 | Two  73.6/70.3 66.9/63.8 | 77.1/76.5 | 68.5/68.0 | 75.2/66.9 | 66.2/58.6 | 68.6/67.4 | 66.1/64.9
CenterPoint-Voxel [48] CVPR’21 | Two /- /- 76.7/76.2 | 68.8/68.3 | 79.0/72.9 | 71.0/65.3 /- /-
PV-RCNN++(center) [32] | DJCV’22 | Two  78.1/75.9 71.7/69.5 | 79.3/78.8 | 70.6/70.2 | 81.3/76.3 | 73.2/68.0 | 73.7/72.7 | 71.2/70.2
FSD[11] NeurlPS’22 | Two  79.6/77.4 72.9/70.8 | 79.2/78.8 | 70.5/70.1 | 82.6/77.3 | 73.9/69.1 | 77.1/76.0 | 74.4/73.3
Ours (Pillar-TS) - Two  80.6/78.2 74.3/72.1 | 80.2/79.7 | 72.0/71.6 | 83.7/78.0 | 76.1/70.7 | 77.8/76.8 | 74.9/73.9
Ours (Voxel-TS) - Two  81.1/78.9 74.8/72.8 | 80.4/79.9 | 72.2/71.8 | 84.2/79.3 | 76.5/71.8 | 78.6/77.6 | 75.1/74.7
CenterFormer(2f) [51] ECCV’22 | One  783/76.7 74.3/72.8 | 77.0/76.5 | 72.1/71.6 | 81.4/78.0 | 76.7/73.4 | 76.6/75.7 | 74.2/73.3
Ours (Pillar-2f) - One  814/79.8 75.4/73.9 | 80.8/80.3 | 72.7/72.3 | 84.5/81.3 | 77.2/74.1 | 78.8/77.9 | 76.3/75.4
Ours (Voxel-2f) - One  81.9/80.4 76.0/74.6 | 81.1/80.6 | 73.0/72.6 | 84.9/81.7 | 77.8/74.8 | 79.8/78.9 | 77.3/76.4
SST(3f) [10] CVPR22 | One /- /- 77.0/76.6 | 68.5/68.1 | 82.4/78.0 | 75.1/70.9 /- -/
Ours (Pillar-3f) - One  819/80.5 76.2/74.8 | 81.2/80.8 | 73.3/72.9 | 85.0/82.0 | 78.0/75.0 | 79.6/78.8 | 77.2/76.4
Ours (Voxel-3f) - One  82.1/80.8 76.3/75.0 | 81.5/81.1 | 73.6/73.2 | 85.3/82.4 | 78.2/75.4 | 79.6/78.8 | 77.2/76.4
CenterFormer(4f) [51] ECCV’22 | One  785/77.0 7471732 | 78.1/77.6 | 73.4/72.9 | 81.7/78.6 | 77.2/742 | 75.6/74.8 | 13.4/72.6
Ours (Pillar-4f) - One  82.5/81.0 76.7/75.3 | 81.7/81.2 | 73.8/73.4 | 85.4/82.3 | 78.5/75.5 | 80.3/79.4 | 77.9/77.1
Ours (Voxel-4f) - One  82.6/81.3 76.9/75.6 | 81.8/81.4 | 74.1/73.6 | 85.6/82.8 | 78.6/75.9 | 80.4/79.6 | 78.1/77.3
PV-RCNN++(2f)T [32] 1CV'22 | Two  79.4/78.0 73.3/71.9 | 80.2/79.7 | 72.1/71.7 | 83.5/80.4 | 75.5/72.6 | 74.6/73.8 | 72.4/71.5
Ours (Pillar-TS-2f) - Two  81.9/80.4 76.0/74.5 | 81.3/80.9 | 73.4/73.0 | 85.2/81.9 | 77.9/74.7 | 79.2/78.3 | 76.7/75.9
Ours (Voxel-TS-2f) - Two  82.3/80.8 76.6/75.1 | 81.4/81.0 | 73.5/73.1 | 85.4/82.2 | 78.4/75.3 | 80.2/79.3 | 77.8/76.9
SST_TS(3f) [10] CVPR22 | Two /- /- 78.7/78.2 | 70.0/69.6 | 83.8/80.1 | 75.9/72.4 /- -/
Ours (Pillar-TS-3f) - Two  82.5/81.0 76.7/75.4 | 81.8/81.3 | 74.0/73.6 | 85.6/82.6 | 78.5/75.6 | 80.1/79.2 | 77.7/76.9
Ours (Voxel-TS-3f) - Two  82.6/81.2 76.8/75.5 | 81.8/81.4 | 74.0/73.6 | 85.8/82.9 | 78.8/75.9 | 80.1/79.2 | 77.7/76.9
MPPNet (4f) [4] ECCV’22 | Two  8L1/79.9 7541742 | 81.5/81.1 | 74.1/73.6 | 84.6/82.0 | 77.2/74.7 | 77.2/76.5 | 75.0/74.4
Ours (Pillar-TS-4f) - Two  82.9/815 77.3/75.9 | 82.1/81.6 | 74.4/74.0 | 85.8/82.8 | 79.0/76.1 | 80.9/80.0 | 78.6/77.7
Ours (Voxel-TS-4f) - Two  83.1/81.7 71.5/76.2 | 82.1/81.6 | 74.5/74.1 | 86.0/83.2 | 79.1/76.4 | 81.1/80.3 | 78.8/78.0

Table 1. The results of 3D object detection on Waymo Open validation set (100% training data). “2f”, “3f” and “4f” stand for 2-, 3- and

4-frame models. 1: re-implemented by OpenPCDet. #: reported by [

]. We highlight the top-2 entries with bold font in each column.

Methods Present at NDSv‘alm AP NDSte‘stm AP
PointPillars [ 18] CVPR’19 - - 453 | 30.5
CBGS [52] ArXiv’19 | 623 | 50.6 | 63.3 | 52.8
CenterPoint-Voxel [48] | CVPR’21 | 66.8 | 59.6 | 67.3 | 60.3
Transfusion-L [1] CVPR’22 | 693 | 64.7 | 70.2 | 655
PillarNet-34 [30] ECCV’22 - - 714 | 66.0
Ours (Pillar) - 71.1 | 664 | 72.7 | 68.4

Table 2. The results of 3D object detection on nuScenes Dataset.

4. Experiments

Waymo Open [35] is a widely used outdoor 3D perception
benchmark consisting of 1150 point cloud sequences in total
(more than 200K frames). Each frame covers a large percep-
tion range (150m x 150m). All results are evaluated by the
standard protocol using 3D mean Average Precision (mAP)
and its weighted variant by heading accuracy (mAPH).

NuScenes [3] is a challenging outdoor dataset providing di-
verse annotations for various tasks, (e.g., 3D object detection

Encoder | DA | PC | WW | SL | CP | DI | mloU
2D Conv [21] | 72.0 | 43.1 | 53.1 | 29.7 | 27.7 | 375 | 43.8
3D SpConv [21] | 75.6 | 48.4 | 57.5 | 365 | 31.7 | 419 | 48.6
Ours (Pillar) 79.7 | 51.8 | 61.1 | 38.2 | 33.8 | 453 | 51.6
Ours (Pillar) | 87.6 | 67.2 | 72.7 | 59.7 | 62.7 | 582 | 68.0

Table 3. The results of BEV map segmentation on nuScenes(val).

All the baselines are reported by [21].

151374 rows adopt the

same segmentation framework except for 3D encoder. T means
a deeper BEV backbone. Notion: Drivable(DA), Ped.Cross.(PC),
Walkway(WW), StopLine(SL), Carpark(CP), Divider(DI).

and BEV map segmentation). It contains 40,157 annotated
samples, each with six cameras and a 32-beam LiDAR scan.
For 3D object detection, we report the nuScenes detection
score (NDS) and mean average precision (mAP), while the
mean IoU is provided for the map segmentation task.

4.1. Implementation Details.

Network Architecture. For the DSVT-P variant, we build
our backbone with 4 blocks and each block consists of two
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Backbone | #param. Latency L2mAP L2 mAPH

ResBackbonelx 88M 56ms 69.61 66.81
DSVT(Pillar) 71M 60ms 71.14 68.59

Table 4. Comparison with sparse convolution. Only switch the 3D
backbone while other components remain unchanged.

Method Latency PadRatio Memory L2mAP L_2mAPH
Fully-Padding 77ms 7974MB 64.17 60.94
Bucketing [10]  52ms 35.1%  3566MB 64.07 60.86
Ours (12 x 12)  30ms 38.9%  3688MB 64.41 61.22
Ours (12 x 24)  29ms 28.3%  3640MB 64.59 61.40

Table 5. Comparison with standard self-attention. We report the la-
tency of transformer backbone based on the code base of SST [10].

DSVT attention layers. In case of Waymo 3D object detec-
tion, we use the grid size of (0.32m, 0.32m, 6m) following
CenterPoint-Pillar [48]. The hybrid window sizes are set to
(12, 12, 1) and (24, 24, 1), and the maximum number of vox-
els assigned to each set is 36. For the DSVT-V, this variant
is similar to the pillar-based framework except for splitting
the Z-Axis into more voxels. Specifically, its backbone has
four stages with block numbers {1, 1, 1, 1}. The voxel size
is held as (0.32m, 0.32m, 0.1875m) and we downsample
the voxel feature map using our attention-style 3D pooling
module only in the Z-Axis with the stride {4, 4, 2}. The
window sizes along the Z-Axis are {32, 8, 2, 1}, and the
maximum number of subsets is set to 48. All the attention
modules are 192 input channels. For the nuScenes variant,
the architecture differs slightly. More details of architecture
and hyper-parameter analysis are in Appendix.

Training and Inference. All the variants are trained by
AdamW optimizer [23] on 8§ NVIDIA A100 GPUs. We
adopt the same learning rate scheme as [48]. All inference
times are profiled on the same workstation (single NVIDIA
A100 GPU). More implementation details are in Appendix.

4.2. 3D Object Detection

For performance benchmarking, we compare our model
with previous methods on Waymo and NuScenes datasets.
Waymo. All the results are summarized in Table 1. As for
the one-stage framework, our single frame DSVT-V model
achieves 72.1 mAPH on L2 difficulties, which is +3.2 bet-
ter than the previous best one-stage method [51] and even
+1.3 higher than the best two-stage approaches [1 |]. Com-
pared with our pillar variant, DSVT-V obtains significant
improvements in small objects, (i.e., pedestrian and cyclist),
which demonstrates the effectiveness of our 3D pooling
module for capturing detailed geometric information. More-
over, our model reaches 74.6, 75.6 in terms of L2 mAPH
on 2, 4 frame settings, which outperforms the previous best
one-stage multi-frame methods [51] by +1.8 and +2.4, re-
spectively. These gains are more remarkable on L1 mAPH,
i.e., +3.7 and +4.3. Note that our model is not specifically
designed for multi-frame detection (e.g., multi-frame fusion),
and only takes concatenated point clouds as input.

Random Sparse Regional Rotate ‘ L2 mAP L2 mAPH

v 63.66 60.20
v 64.15 60.89
v 64.27 61.03

v 64.59 61.40

Table 6. Effect of set partition method. All the experiments are
based on the code base of SST [10].

We also evaluate our model against several competing
two-stage approaches in Table 1. Our DSVT-TS voxel vari-
ant outperforms all the previous methods on all frame set-
tings with a large margin, which gains +2.0, +3.2 and +2.0 of
3D mAPH(LEVEL_2) on 1-, 2- and 4-frame settings respec-
tively. Note that we simply use raw-point based CT3D [29]
as our second stage without some other elaborate designs,
(i.e., features interpolated from feature maps), leaving huge
space for exploring better two-stage performance.
NuScenes. As shown in Table 2, our model outperforms all
methods with remarkable gains. It achieves state-of-the-art
performance, 72.7 and 68.4 in terms of test NDS and mAP,
surpassing PillarNet [30] by +1.3 and +2.4 separately.

4.3. BEV map segmentation

To further demonstrate the generalizability of our ap-
proach, we evaluate our model on BEV Map Segmentation
task of nuScenes dataset with only lidar input. The com-
parison results with state-of-the-art methods are reported in
Table 3. Note that we follow the lidar branch of BEVFu-
sion [2 1] and only switch the 3D backbone. All the baselines
are reported by [21]. Thanks to the large receptive field of
Transformer, our DSVT can further boost the performance
with a remarkable gain (+3.0). With a deeper bev backbone,
our model can be further improved by a huge gain (+19.4).

4.4. Ablation Studies

In this section, a set of ablative studies are conducted on
Waymo val to investigate the key designs of our model. We
follow OpenPCDet [38] to train all models on 20% training
data with 30 epochs. Notably, all the variants are dim-128.
Comparison with sparse convolution backbone. Follow-
ing the VoxelBackBone8x used in CenterPoint-Voxel [48],
we extend it to a single-stride pillar-based residual backbone
with a similar model size of our DSVT-P, named ResBack-
Bonelx. For a fair comparison, we only switch the sparse 3D
backbone while all other settings remain unchanged. Note
that this variant is a very strong baseline, which is +4.9
higher than the original version [48] on L2 mAPH. As evi-
denced in 1°* and 2" rows of Table 4, thanks to the large
receptive field of Transformer, even on such a strong base-
line, our DSVT-P still brings +1.78 L2 mAPH gains over
sparse convolution with a slightly larger latency. Due to the
characteristic of friendly deployment, our model can achieve
2 x faster by TensorRT acceleration. More details of the
architecture and analysis are in Appendix.
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Windowl Window2 Latency L2mAP L2 mAPH
(12, 12) (12,12)  6.04ms 70.93 68.35
(12, 12) (24,24)  5.79ms 71.14 68.59
12, 12) (36,36) 5.77ms  70.80 68.18

Table 7. Effect of hybrid window partition. The reported latencies
are the consumption of one DVST block.

Pooling Module L_2mAP L_2mAPH
Pillar 71.14 68.59
Linear 7091 68.60
Max Pooling 71.21 68.91
Attention+Mask 71.24 68.94
Attention 71.65 69.31

Table 8. Effect of 3D sparse pooling module. The set size of pillar-
and voxel-based variants are unified to 36 for a fair comparison.

Effect of dynamic sparse window attention. Table 5 ab-
lates the modeling power and efficiency of our dynamic
sparse window attention. All the experiments are conducted
on the code base of SST [10], which applies a bucketing-
based method [10, 37] to group the windows into several
batches for efficient computation. Fully-padding means that
simply converts all the non-empty sparse windows into dense
ones. Notably, we eliminate the influence of window shift
and only switch the attention strategy used in sparse back-
bone. Compared with the previous methods, the transformer
backbone with our sparse attention strategy achieves 29 ms
inference latency, which is nearly 2 x faster than the pre-
vious bucketing-based approach [10] while bringing +0.54
performance gain on L2 mAPH (i.e., 60.86 — 61.40). That
verifies our sparse attention strategy is much more efficient
than standard attention in sparse data processing.

We further ablate the effectiveness of rotated set partition-
ing in Table 6. Several baselines are designed for comparison.
Random: randomly sample non-empty voxels inside each
window. Sparse: voxels of each subset are evenly distributed
across the window region. Regional: a non-rotating variant
of our partition approach. These methods can be imple-
mented by controlling inner-window voxel ID (See §3.2).
As shown in 1°¢ and 37 rows, the results of our regional par-
tition are +0.83 L_2 mAPH higher than random sampling due
to the better encoding of part-aware geometric information.
Additional rotated configuration provides connections across
subsets, further boosting the performance of 3D perception.

Table 5 and 7 show the results of different hybrid window
shapes. Our method can greatly reduce the padding cost and
deliver good performance-efficiency trade-off. Notably, we
observe that attention is efficient actually, thus slight padding
doesn’t significantly slow down the inference. However,
frequent function calls to attention will increase the latency
due to additional overheads, (e.g., memory access).

Effect of 3D pooling module. To demonstrate the effective-
ness of our 3D pooling module, we refer several widely-used
pooling strategies as baselines and only switch the pooling
strategies while all other modules remain unchanged. Note

Models Latency L2mAP L2 mAPH
Centerpoint-Pillar 35ms 66.0 62.2
Centerpoint-Voxel 40ms 68.2 65.8

PV-RCNN++(center) 113ms 71.7 69.5
Ours(Pillar) 67ms 73.2 71.0
Ours(Voxel) 97ms 74.0 72.1

Ours(Pillar+TensorRT) 37ms 73.2 71.0

Table 9. The latency and performance on Waymo validation set.

that we unify the set size of both two variants (i.e., DSVT-P
and DSVT-V) into 36 for a fair comparison, which is differ-
ent from the best setting reported in Table 1. See appendix
for more baseline details and hyper-parameter analyses. As
shown in Table 8, our pooling operation outperforms all
other baselines. Interestingly, we find that adding key masks
on empty voxels will harm the performance of our attention-
style pooling operation, which suggests that the empty voxels
also encode the object geometry information.

4.5. Inference Speed

We present a comparison with other state-of-the-art meth-
ods on both inference speed and performance accuracy in
Table 9. Our pillar variant significantly outperforms PV-
RCNN++ [32] while achieving a much lower latency, i.e.,
67 ms vs 113 ms. After being deployed by NVIDIA Ten-
sorRT, our model can achieve a real-time running speed (27
Hz), which is almost as fast as the widely-used Centerpoint-
Pillar [48] with much higher performance (+8.8 on L2
mAPH). Such running time is enough since a lidar typi-
cally operates at 10 Hz to 20 Hz. All the experiments are
evaluated on the same workstation and environment.

5. Conclusion

In this paper, we propose DSVT, a deployment-friendly
yet powerful transformer-only backbone for 3D perception.
To efficiently handle sparse point clouds, we introduce dy-
namic sparse window attention, a novel attention strategy
that partitions all the sparse voxels into a series of size-
equivalent and window-bounded subsets, which can be pro-
cessed in parallel without any customized CUDA opera-
tions. Thus, our proposed DSVT can be accelerated by
well-optimized NVIDIA TensorRT, which achieves state-of-
the-art performance on various 3D perception benchmarks
with real-time running speed. We hope that our DVST can
not only be a reliable point cloud processor for 3D percep-
tion in real-world applications but also provide a potential
solution for efficiently handling sparse data in other tasks.
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