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We present a study of the use and limits of the time-delay interferometry null channels for in-flight
estimation of the Laser Interferometer Space Antenna instrumental noise. The paper considers how the two
main limiting noise sources, test-mass acceleration noise and interferometric phase measurement noise,
propagate through different time-delay interferometry channels: the Michelson combination X that is the
most sensitive to gravitational waves, then the less-sensitive combinations «, and finally the null channel £.
We note that the null channel ¢, which is known to be equivalent to any null channel, not only has a reduced
sensitivity to the gravitational waves, but also features a larger degree of cancellation of the test mass
acceleration noise relative to the interferometry noise. This severely limits its use in quantifying the low-
frequency instrumental noise in the Michelson X combination, which is expected to be dominated by
acceleration noise. However, we show that one can still use in-flight noise estimations from ¢ to put an
upper bound on the considered noises entering in the X channel, which allows one to distinguish them from

a strong stochastic gravitational wave background.
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I. INTRODUCTION

The Laser Interferometer Space Antenna (LISA) gravi-
tational wave observatory [1] is expected to be continuously
dominated by gravitational wave (GW) signals in its mHz
frequency band. This implies a technical difficulty in
quantifying and understanding the instrumental noise of
LISA in the constant presence of GW signals, which is
essential for maximizing the observatory scientific return
and to identify possible stochastic gravitational wave back-
grounds (SGWBs) [1]. The LISA scientific observables are
constructed from so-called time-delay interferometry (TDI)
combinations, which synthesize equal-arm interferometers
to cancel an otherwise overwhelming contribution from
laser frequency noise [2]. The primary GW observables will
be obtained from TDI channels such as the Michelson X
channel. This channel represents a virtual interferometer
with the same principle of measurements of a standard
Michelson interferometer, as they are used in ground-based
GW observatories, such as LIGO, Virgo, and Kagra.l

In addition to these sensitive channels, it has been
shown that so-called null channels can be constructed, which
strongly suppress the GW signals at low frequencies and

*maﬂina.muratore@aei.mpg.de
ITechnically, LIGO, Virgo, and Kagra are Michelson inter-
ferometers with Fabry-Perot cavities.
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might therefore be used for characterizing the instrumental
noise [2-4]. An example is the null channel ¢, which repre-
sents a symmetric measurement across all three arms of the
constellation, strongly suppressing its response to GWs at low
frequencies [5]. Itis shown in [4] that all possible null channels
can be derived from the ¢ channel. Thus, it is sufficient to
exclusively focus on ¢ to study the relationship between TDI
channels sensitive to GWs and null channels. The results
obtained are then generally applicable to any null channel.
We notice that, compared to ground-based GW obserato-
ries, a null channel is particularly valuable in LISA. While
ground-based observatories can exploit correlations between
multiple detectors to discriminate the GWs from instrumen-
tal noise sources, the same kind of analysis might not be
possible with the solitary LISA constellation.” Furthermore,
as mentioned above, LISA is expected to be signal domi-
nated, such that instrumental noise cannot be measured and
characterized in flight in isolation from the GW signals.
Current approaches to the data analysis for LISA
foresee a “global fit,” in which an initial noise

*There are other planned space-based gravitational wave
detectors that target mHz frequencies besides LISA. This implies
that it is conceivable that multiple detectors may be operated
simultaneously [6]. However, LISA is more advanced in terms of
its development compared with other proposed projects, such that
this possibility cannot be relied upon. Indeed, LISA has been
selected in 2017 to be ESA’s third large-class mission [1].
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model® will be defined to start subtracting resolvable sources
in an iterative procedure [7]. While the background residual
noise model is refined in this iterative process, improving the
identification of the known sources, the residual noise model
does not necessarily distinguish between instrumental and
gravitational noise. As our a priori knowledge of the
instrumental noise background is likely to have limited
accuracy, this poses a fundamental problem in the identi-
fication of a stochastic GW background. The goal of this
paper is to analyze the extent to which the null channel can
be used to characterize the dominant noise sources expected
to affect the sensitive channels. We then further explore what
this implies for the detectability of an isotropic SGWB of
unknown spectral shape.

Following the LISA proposal [1], we consider two
general groups of instrumental noise sources: the test mass
(TM) acceleration noise and the effective total displace-
ment noise in a one-way single-link TM to TM measure-
ment, which we abbreviate as optical metrology system
(OMS) noise. As we will discuss in Sec. II, each of these
two groups of noise in reality represents a multitude of
individual noise contributions driven by different physical
effects, both known and possibly unknown, such that the
exact level and frequency dependence of these LISA
instrumental noises cannot be reliably calculated a priori.
As an example of the difficulty in accurately modeling
noise a priori, the acceleration noise at 0.1 mHz measured
by LISA Pathfinder (LPF), though compatible with the
LISA noise requirements, exceeds by approximately a
factor of 4 the noise accounted for by the noise model [8].
Various key parameters of the LISA noise, including
constant or slowly varying residual forces [9], magnetic
field gradients [10], residual stray electrostatic fields [11],
and optical alignments [12,13], among others, are all
designed to be ideally zero, but with uncertainties that make
their residual contribution to the observatory noise both
difficult to predict and likely different among the different
LISA TM or optical readouts. Other well-known noise
sources like Brownian noise from gas damping can have
a nontrivial time dependence and thus an instantaneous
noise power spectral density (PSD) that is hard to predict
[14]. As such, if noise knowledge is a key factor in extracting
LISA science, either for a stochastic background or for noise
priors on individual source parameters, then developing
in situ techniques to quantify the instrument noise is an
important task.’

3A detailed noise model is also essential for the development
of the mission, and is already in preparation and anchors the
mission hardware requirements.

It is worth mentioning that there are efforts to assess TM
acceleration noise by internal measurements. Indeed, some
information on TM acceleration noise in LISA can be obtained
by combining position sensing and actuator signals inside a
single spacecraft, albeit with a mixing of different degrees of
freedom as shown in [15].

TM acceleration noise is expected to limit the GW
sensitive channels, such as the Michelson X, at low
frequencies (below a few mHz), while the OMS noise
is most relevant for the sensitivity of these channels at
high frequencies. On the contrary, we will show that TM
acceleration noise is effectively suppressed in the ¢
channel, such that it is dominated by OMS noise at all
frequencies. This behavior of the null channels has
already been pointed out in [16,17] for the null channel
T that is built out of X and the two channels Y and Z
(obtained from X by cyclic satellite permutations), con-
sidering the case of LISA with equal arm lengths.
However, as already shown in [18] and [4], T as a null
channel is strongly compromised when the arm lengths
are not exactly equal, especially at low frequencies. The
null channel { remains less sensitive to GW also in the
more general unequal arm-lengths scenario. Therefore in
the rest of the paper we will discuss only the properties of
g, and we will simplify the formulas presented to the
equal-arm-length approximation, which has negligable
impact on the general conclusions. We will reintroduce
the inequality of the arm lengths when necessary to not
bias the computations, and also perform time-domain
simulations using realistic orbits to show our equal-arm-
length models are accurate enough. We discuss in Secs. 111
and IV the impact of our findings, showing that the
dominant OMS noise in the null channel strongly limits
its effectiveness for noise characterization in the low-
frequency regime. For instance, for a null channel meas-
urement to detect the TM acceleration noise relevant to the
Michelson X combination at 0.1 mHz, the OMS noise
would have to be at the 0.1 nm/v/Hz level at 0.1 mHz
compared with the requirement of 6 nm/+/Hz defined in
the proposal [1], as shown in Fig. 3. Such a low noise level
is neither foreseen nor required for LISA GW observation
in the TDI Michelson X, Y, and Z channels (or the equi-
valent orthogonal combinations of these, A and E [19]).
Given the inherent uncertainties in the modeling of the
noise sources composing the LISA full noise budget
preflight, we conclude that the null channels can only
yield very weak upper limits on the low-frequency TM
acceleration noise. These constraints on the noise in X
become more stringent toward higher frequencies, where
both X and ¢ are dominated by OMS noise (assuming
nominal performance). Note that at very high frequencies,
¢ becomes equally sensitive to X, such that the frequency
band in which we can put strong constraints on the
instrumental noise in X is rather limited.

The remaining article is divided in four main sections.
In Sec. II, we introduce the noise models defined in the
LISA proposal and discuss in detail the TDI outputs.
In Sec. III, we discuss the use of these null channels
to calibrate and measure the instrumental noise during
operations and the implication for distinguishing
between instrumental noise and SGWB. In Sec. IV, we
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compare our analytical calculations with time-domain
simulations using the tools LISA Instrument, LISA
GW-Response, and PyTDI, which we configured to
reflect the noise models given in the LISA proposal [20]
and our semianalytical GW response computation.
We also study the response of the significantly less
sensitive (compared with X) Sagnac channel @, and we
explore to which extent the noise entering in a could be
combined with the null channel {. Finally, we use { to
compute an upper limit on the instrumental noise in X,
which allows us to identify a strong SGWB in the X data
stream.

In the last section we report our conclusion and future
perspectives.

II. INSTRUMENTAL NOISE MODELING AND
TDI OUTPUTS

In this section, we briefly introduce the main limiting
noise sources left after TDI suppression of laser frequency
noise, and any possible further subtraction of any known
calibrated and measured instrumental noise sources, such
as, for example, the optical tilt to length cross-coupling to
spacecraft motion ([13] and [12]).

The remaining noises, for which we have neither a
measurement for coherent subtraction nor a high precision
a priori model, falls into two broad categories [1], the
acceleration noise of each individual TM and an
overall optical metrology noise term for each single-link
measurement. For the GW sensitive TDI channels, the
former is expected to be the limiting noise source at low
frequencies, while the latter is most relevant at high
frequencies. We then compute how these noise sources
propagate through different TDI channels, and discuss to
which extent and at which frequencies the null channel
can be a useful noise monitor for the GW sensitive
channels.

We will express the phase outputs measured by LISA,
used to build the TDI channels, as an effective displacement
signal in units of meters.

A. TM acceleration noise

In the assumption of a perfect spacecraft jitter subtrac-
tion, we can ignore the complications of the split interfer-
ometry scheme [1] and assume for the calculation of the
TDI outputs that the two optical benches, say OB; and OB,
were two free-falling particles that accelerate along their
relative line of sight toward each other with accelerations g;
and g; respectively. g; and g; describe the TM’s acceleration
noise with respect to the local inertial frame, that for LISA,
can be associated with the one defined by the incoming
laser beam (see Appendix B).

We will denote the overall TM acceleration noise PSD of
asingle TM as S, . We assume for simplicity that all TM
acceleration noises are fully uncorrelated to each other,

although this might not be the case in reality.5 Furthermore,
in our assumptions of free-falling optical benches, we can
directly convert the acceleration noise of a single TM to an
equivalent displacement of the correspondent optical
bench, whose PSD is given as

So? =S,/ (2 f)". (1)

We will denote the time series associated with this
displacement as x7;(z).

Note that the exact noise shape and amplitude of each
individual Sg,»,- will result from the superposition of a
multitude of physical effects. While many of these effects
have been characterized during the very successful LPF
mission, the total measured noise is considerably larger
than the sum of these known sources, indicating the
difficulty in achieving a complete, accurate model [8,21].
We therefore cannot assume to have accurate prior knowl-
edge of the overall acceleration noise, and would need to
rely on in-flight measurements to constrain its value for
each TM.

B. Optical metrology system noise

We summarize as OMS noise any imperfection in the
ability of the OMS to determine the separation between two
TMs in a single link.

Similar to the overall acceleration noise acting on each
TM, the overall OMS noise affecting a single link will
be a superposition of many physical effects. In addition,
the overall OMS noise summarizes noise entering due to
different instrumental subsystems, such as the telescope,
optical bench, phase measurement system, laser, clock, and
TDI processing [1]. Note that some of these noise sources
can again be correlated (similar to the TM acceleration
noise), while here we assume they are not.

For simplicity, we consider only a single uncorrelated
noise term in each single-link measurement, whose PSD we
denote by Sops, (f). We will denote the time series of these
single-link OMS as x7i(1).

We remark that whlle the TM acceleration was measured
by LPF in realistic flight conditions, we expect new
challenges and additional uncertainty in the preflight
characterization of the OMS. While many terms in the
OMS budget are well calculated from models and ground
testing (such as shot noise and phase meter noise), the end-
to-end interspacecraft LISA optical measurement has never
been performed, and we can expect unknowns. This is
especially true for the low-frequency regime, as there will
likely be no possible on-ground long term testing before
flight (> 1 month). We also cannot assume this noise to be

>For example, both TM inside one spacecraft might be affected
by common-mode effects such as temperature fluctuations or tilt-
to-length couplings due to rotation of the spacecraft.
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TABLE I.  List of the TDI @, ¢ and X as given in [4], expressed in terms of time shifts applied to the intermediary

TDI variables 7;;. The table has been adapted from [22].

Name Expression

a (1 —Dy3D3, D5 )12 + (D12 - D13D32D21D12)’723 + (D12D23 —Dy3D5,D,,D1,D53)73
(1 =Dy,Dy3D3y )3 — (D3 — D12D23D31D13)’132 - (D13D32 —D;D3D5,D3D3,)175,

¢ (D3;D3A3 — D31 A1 Do3 Az ) (113 — 1112) + (1 = D3 D3 Az D1 Ags) (1131 — 1132)

+(D31A1,D23A5, D1, — D3 1A )1 — (D3 — D31 A3
X (1 =Dy3D31 = Dy3D3 Dy, Dyy + DypDyy Dy D3 D3 D3y )74,

_(1 - D12D21 - D12D21D13D31 + D13D31D12D21D12D21)7713
+(Dl2 - D13D31D12 - D13D31D12D21D12 + D12D21D13D31D13D31D12)’72l
_(Dl3 - D12D21D13D31D13 + D13D31D12D21D12D21D13 - D12D21D13)773l

stationary over the mission duration, as we must expect that
some of the physical parameters governing its level will
change during the mission duration, such as tilt-to-length
(TTL) effects [13].

C. Analytical calculation of noise couplings
into TDI X, «, and ¢

In this section we illustrate the transfer of TM accel-
eration and OMS noises into the relevant TDI variables
with simplified expressions valid in the low-frequency
limit (for angular frequencies @ < 1/7). The full time
dependence will be used in the calculations that follow
in Sec. IV.

We derive these noise couplings in the assumption that
the light propagation time across all three LISA arms is
equal to the same value 7~8.3s. As discussed in
Appendix B, the two noise sources we consider enter into
a single link as

7 (1) = x5, (1 = 7) + x3 (1) + x5 (). (2)

Here, 7,;(t) represents the so-called intermediary TDI
variables representing the single-link TM to TM measure-
ment. The first index i represents the spacecraft the
measurement is performed on at time #, while the second
index j denotes the distant spacecraft light was emitted
from at time ¢ — 7.

From these measurements it is possible to build the TDI
channels X, a, and ¢ as shown in Table I. The table makes
use of the of time-shift operators which act on time
dependent functions by evaluating them at another time;
see Appendix A.

As a preliminary analysis of the usefulness of ¢ for noise
characterization, it is instructive to consider the expression
for { in Table I in the equal-arm-length limit, where it
simplifies to

=1 =D)ma—=m3z+nm—n1+m1—13) (3)

with D as the equal-arm delay operator.

We observe that { is insensitive to noise which is
correlated such that it enters both of the two single-link
measurements recorded on board a single spacecraft in
exactly the same way.® More generally, noise entering
correlated (but not exactly equal) in the two measurements,
such as noise in the measurements 71, and 73 in Eq. (3),
will be suppressed, while measurement noise entering
anticorrelated will be amplified with respect to the uncor-
related case.

Considering the expressions for « and X in Table I
in the equal-arm-length limit, we see that this is not the case
for these channels, where the spacecraft links enter asym-
metrically, and equal noise terms do not cancel in the same
way. This means ¢ cannot be used to characterize noise with
these correlation properties. Furthermore, as we will dis-
cuss in the following, noise entering correlated in the two
directions of a link (such as the TM acceleration noises)
will also be suppressed in ¢ with respect to noise which is
fully uncorrelated in each link.

1. Analytical computation of the acceleration
noise for the TDI X, a, ¢

Assuming equal arm lengths, we find that the TM
acceleration noise for the combinations X, @, and { can
be approximated as
X, (1) ~ 162° (x{," (1) — 273" (1) +25,"(1) = x4," (1)), (4a)

ay (1) & 37 (3x1" (1) — 35" (1) + x3," (1) + x35" (1)

—x3,"(1) = x3," (1)), (4b)
Lo(t) m 2 (" (1) = x5 (1) = 23, (1) + 135" (1)
+x3," (1) = x3," (1)) (4¢)

®Inspecting Table I, this cancellation is exact for spacecraft 1
and 3 regardless of any assumptions on the delays, while equal
noise terms in #,3 and #,; only cancel in the assumption of a
constellation with three constant (but possibly unequal) arms.
Note that such noise on spacecraft 2 will still be strongly
suppressed considering realistic orbits.
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where we have expanded to leading order in the average
light travel time z. This expansion is only valid at time-
scales much greater than 7~ 8.3 s.

They allow us to see immediately which TMs domi-
nate the noise for each of the TDI combinations. The
full expressions without expansion can be found in
Appendix C.

Under these assumptions, we can see that for the TM
acceleration noise, the TDI combination { measures a
signal that is a combination of all six of the TMs.
Similarly, @ also measures a combination of all six of
the TMs but with different coefficients. The Michelson X
measures instead a combination of only four TMs.

2. Analytical computation of the metrology noise
for the TDI X, a, and &

Following the same steps as in the previous section we
find that the propagation of the OMS noise through the
different TDI variables is

Xoms(1) & 82 (xy" (1) — x5 (1) + x5, (1) — x3,"(1)). (5a)

oms (1) & 3T(xy (1) = x15'(1) = x5/ (1) + x35'(1)
+x5)(1) — x5/ (1)), (5b)

Coms (1) & 7(x1y' (1) — x5 (1) — x5/ (1) + x35'(2)
+ x5y (1) = x35'(1)). (5¢)

Here, we expanded again to leading order in the average
light travel time 7 to see what the contributions of the OMS
noise for each of the TDI combinations are at low
frequency. This expansion is therefore only valid at time-
scales much greater than 7z = 8.3 s. The full expressions for
the OMS noise of the aforementioned combinations with-
out expansion can again be found in Appendix C.

We see that for the OMS noise, at low frequency,
Uoms(T) % 3Coms(7).” Furthermore, we observe that the
OMS noise enters o and ¢ only as a first derivative, while
the TM acceleration noise entered as a second derivative.
This reflects a low-frequency suppression of TM accel-
eration noise terms relative to OMS noise terms, due to the
difference between the two single-link measurements [see

"The results that ¢ ~3a at low frequencies for OMS noise
could also be seen from the relationship between ¢ and
a, p, v known from the literature. Le., it is known for the
first generation variables that (in the equal-arm-length limit)
(1-D%¢ = (D-D*)(a+p+y), where D denotes a time
shift by 7. In the low-frequency expansion, this becomes
3~ + p +y ~3a, where the last approximation is only
valid for the OMS noise terms, which enter identically in the first
generation a, f3, y, and ¢ (up to delays). For the second generation
variables considered here, as shown in [22], { receives an extra
factor (1 — D), while a, f, y instead receive a factor (1 — D3),
such that overall, we have ¢’ ~3a”.
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FIG. 1. Gravitational wave strain noise spectral density calcu-
lation for TDI combinations X, a, { averaged over sky position
and polarization (see Appendix D). The sensitivity is computed
considering equal arm length for X and a, while for { we also
include the sensitivity for three unequal fixed arm lengths.

Eq. (2) and Table I] along the same arm, which contain the
same TM acceleration noise terms but with different delays.
For the TDI X, on the other hand, both OMS noise and TM
acceleration noise enter as a second derivative [compare
Eq. (4) and (5a)].

III. PRELIMINARY DISCUSSION

As known from the literature [2], and also shown in
Fig. 1, the Michelson X channel is sensitive to GWs. One of
the expected GW sources for LISA is the SGWB, which in
principle could be observed across the whole frequency
band [23]. Such a SGWB will be superimposed with the
instrumental noise entering in the X channel, such that we
should measure an excess in noise power with respect to
the real instrumental noise in order to detect a SGWB.
However, as discussed in Sec. II, we cannot depend solely
on noise modeling and on-ground testing to comprehen-
sively characterize the instrumental noise. Therefore, it
would be necessary to measure the noise in-flight.

One option for measuring the instrumental noise would
be to consider the output of a null channel like ¢ which, at
least at low frequencies, is insensitive to GWs [2-4].
Figure 1 shows the sensitivities for the TDI X, «, and ¢,
computed as described in Appendix D. For X and a, we
find the sensitivity to be unaffected by an arm-length
mismatch, while ¢ becomes slightly more sensitive to
GWs when considering three unequal constant arms®
instead of three equal constant arms. Nevertheless, in both
cases ¢ remains less sensitive than X by many orders of
magnitude, such that we will consider the simpler
equal-arm-length case for computing the noises and GW
response of the TDI variables in the following.

8We followed Ref. [4] to estimate the light travel time in the
case of three unequal constant arms.
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We can do a preliminary calculation by computing the
total noise PSDs for TDI X and ¢, which we denote as S50
and Sg"ise. We compute them as the linear sum of the OMS
and TM acceleration noises, respectively, using the low-
frequency expansions given in Eqgs. (4) and (5). We get

S}"ise ~ 647*w* (4 Z S(gljjp + Z Somsij) ’ (6)

ijely ij€ly

Snm%e ~ T @ <

35 Zsoms,.,.) )

ij€L, ijel,

as the overall noise entering in the two channels, valid for
wt < 1. Here, we introduced the index sets Zy =
{12,21,13,31} and Z, = {12,23,31,13,32,21} for the
four and six optical links (received at spacecraft i from
spacecraft j) and TM acceleration noise terms (TM in
spacecraft i accelerated toward spacecraft j) appearing in X
and ¢, respectively.

We can observe that a TM displacement due to TM
acceleration noise and the OMS noise enter with almost
the same transfer function into the X channel, up to an
additional factor of 4 in the TM displacement. Conversely,
in ¢ the TM acceleration noise is suppressed toward low
frequencies by a factor of 7°w’ relative to the OMS
noise. This implies that while TM acceleration noise
becomes dominant in X for frequencies in which (on

average) Soms < 4S5,

Soms < 72085 Considering frequencies in the range
1073 Hz to 10~* Hz, the TM acceleration noise prefactor
2w [cf. Eq. (7)] is between 2.7 x 107> and 2.7 x 1073,
This means that the OMS noise would have to be from ten
parts in a million to one part in a thousand smaller in power
than the TM acceleration noise in order for the latter to have
the same order of magnitude as the OMS noise in the ¢
channel in the sub-mHz band.

As such, the null channel’s ability to monitor noise in the
GW sensitive channels at low frequencies is limited. ¢
could only be used to reliably detect the relevant sub-mHz
noise in a worst case scenario where the TM acceleration
noise is orders of magnitude larger than the OMS noise in

|

for { the same holds only if

these frequency ranges, such that it overcomes the scaling
factor 72w* and becomes dominant in both ¢ and X.

As we will discuss in the next section, the
currently assumed requirements for TM acceleration and
OMS noises are very far away from these values.
Nevertheless, we can still formulate upper and lower
bounds on a SGWB signal based on X and ¢ for the full
LISA frequency band.

IV. UPPER LIMITS, EXPECTED NOISE
LEVELS, AND SIMULATIONS

After the preliminary analysis in Sec. 11, let us now drop
the low-frequency approximation and discuss the accuracy
to which we can use X, a, and { to identify a potential
SGWB with LISA.

To this end, we briefly introduce the currently assumed
noise levels given in the literature [24]. Note that these
should be thought of as the performance requirements we
aim to reach with as much margin as possible, not as
accurate predictions of the actual in-flight performance.

We also perform time-domain simulations using LISA
Instrument [25] and PyTDI [26] to test our expressions for
how these noises couple into the different TDI variables.
Similarly, we also perform time-domain simulations to test
our semianalytical computation of the GW response of
different TDI variables presented in Appendix D, using
the tool GW-Response [27]. Using simulations allows us
to compare our (semi)analytical expressions, computed
assuming equal-arm lengths, with data generated using
realistic LISA orbits provided by FEuropean Space
Agency (ESA).

A. Analytical model and simulations

1. Instrumental noise

Considering the analytical computation in the time
domain of the TM acceleration and OMS noises for the
TDI X, a, and ¢ in Appendix C, we can estimate the PSD of
the aforementioned TDI combinations assuming all TM
acceleration and OMS noises to be uncorrelated, which
yields

Sx, = 256sin*(tw)cos? (tw) ((Sgiip + Sgiip)cosz (tw) + Sgifp + Sgislp), (8a)
3 . ‘ , .

5., = 1650 (5 )sin® (35) (11 + 2cos(r? (S5 4 S57) 07 4 SEP 4 S SOT). 60

S, = 600 () (540 + 587 S5 4 587+ 57 557, (50

—_—
T,

cg
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and
X, = 04sin* (70)c08% (70) (Soms;, + Soms;s + Somsy, T Somss, ) (9a)
TX(\I’\’IS
. (3t
Samns = 4sin T (Somslz + Som313 + SomSZI + Somsz3 + S0m331 + Soms32)’ (9b)
. (10}
SC(,m5 = 451n2 (7) (S0m512 + Somsl3 + Som52] + Somsz3 + Som531 + Som532>' (90)
—_——
TComs

We verify the validity of these equations (derived in
the equal-arm limit) using time domain simulations
with realistic orbits. We disabled all noise sources
available in LISA Instrument except TM acceleration
noise and OMS noise in the interspacecraft interferometer,
and set all noises of the same type to the same level, as
given in [24].

For the TM acceleration noises, this means a value of

B m \2 0.4 mHz\ 2
s,0)= (31070 ) o (1 (57) )

. (1 i (8 an>) (10)

which translates to

San” (f) = 84, (f)/ (2 f)* (11)

in terms of displacement.
The noise level of the OMS is instead given as

Sums 1) = (15 Vi (1 (25E)) a2

where the factor 1 + (21H2)4 jg a low-frequency relaxation
term introduced to take into account our difficulties in
measuring that noise below a few mHz from on-ground
laboratory experiments. This relaxation is further justified
by the fact that it has no impact on the low-frequency GW
sensitivity in X, as OMS noise remains very subdominant
in X compared with TM acceleration noise even when
including this factor, as visible in the left plot in Fig. 2.
Note that the estimated OMS noise model for LPF also
includes a low-frequency relaxation to account for possible
thermally driven effects [28]. However, these were likely
buried in the LPF noise at lower frequencies where TM
acceleration noise is believed to dominate. The upper part
of Fig. 2 shows the results of three simulation runs with

|
LISA Instrument where we enable either one, the other, or
both of these noise sources. We use PyTDI to compute the
Michelson X and { variables.

First, we note that in all cases, the simulated data, with
realistic, unequal arm orbits, agrees well with the simplified
equal-arm analytic expressions derived for the noise. We
see that in the { channels the OMS noise is dominant over
the TM acceleration noise at all frequencies, while TM
acceleration noise becomes the dominant noise source for
X below a few mHz.

Moreover, if we assume all noises of the same type to
have the same noise level, we can use Egs. (8c) and (9¢) to
compute that for { we would need an OMS noise level of
Sp = 24sin>(%2) x 4sin®(2)S§™ such that OMS and
TM acceleration noises appear at the same magnitude.
This can be translated in the single-link OMS noise
contribution with the value of 4sin®(%2)S9"", which we
compare in Fig. 3 to the requirement for the OMS noise
given in Eq. (12). We observe that this noise level is likely
impossible to achieve as the new required level of OMS
noise is 160 pm/+/Hz at 0.1 mHz, orders of magnitude
below the currently assumed value. It must be also kept in
mind that this conclusion is true keeping the TM accel-
eration noise level fixed to the nominal value, while
drastically lowering the OMS noise level. Any improve-
ment of the TM acceleration noise in LISA would make the
upper limit achieved by the null channel even less relevant.
However, Fig. 2 shows that, at least assuming nominal
noise levels, both X and { are dominated by OMS
noise above 4 mHz, which might suggest that { can put
a stronger constraint on the instrumental noise in this
frequency range.

2. Gravitational wave response

We denote the PSD of the X and { channels due to
GWs as

SX,, - TX,,Shv S(h - T{;,Sh' (13)
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FIG. 2. Upper plots: the left one shows the PSD of the TDI X and the right one the PSD of { for the TM acceleration noise, the
optical metrology noise and the total noise as simulated with LISA Instrument compared with the respective analytical models. Lower
plot: response to GW for TDI X and { as simulated with LISA Instrument and LISA GW-Response compared with the semianalytical
models computed considering equal arm length for X and both equal and three fixed unequal arm lengths for { as described in

Appendix D.

S, is expressed as a dimensionless stochastic GW strain in
Hz™!', while Sx, and S, are expressed in m?/Hz.
Therefore, the response functions Ty, and T, each include
a conversion factor that has units m.

The lower plot in Fig. 2 shows the GW responses to a
SGWB of TDI X and ¢ for 51 stochastic GW sources
isotropically distributed over the sky, computed in the
frequency domain as described in Appendix D. To verify
the validity of these equal-arm-length models, we compare
them to time-domain simulations using the tools LISA
Instrument, GW-Response, and PyTDI which use realistic
ESA orbits. We inject an isotropic SGWB computed from
N =48 sources into the time-domain simulation’ and
disable all instrumental noises. The two strain time series
h,, h, for each source are computed as a white noise of

"The GW-Response tool used to compute the time domain
response only allows certain fixed numbers of stochastic sources.
N = 48 is the closest valid value to what we used in the Fourier
domain computation.

amplitude 1/N, where N is the number of GW sources, to
overall simulate a sky-averaged response to a unit ampli-
tude SGWB.

' Soms [M/yHz]

_‘
<
R

‘— OMS noise single-link

10-13.— OMS noise equivalent to
TM acc. noise single-link

107141 . ! o | L
10 0.001 0.010 0.100 1
f[Hz]
FIG. 3. Comparison between the ASD of the optical metrology

noise given in [24] and the equivalent metrology noise in a single
LISA link which would be required for the test mass acceleration
noise to be dominant in the null channel {.
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We see that for X our model for equal arms agrees with
the simulations, while the equal-arm-length model for ¢
diverges from the simulations for frequencies smaller than
60 mHz. Considering three unequal but constant arms for
our semianalytical response calculation for { extends the
validity of the model to almost the entire LISA required
frequency range, while we still see a divergence between
simulations and the model at very low frequencies below
0.3 mHz. A preliminary study indicates that the mismatch
is probably linked to the fact that we neglect the Sagnac
effect in our model, i.e., that we assume the delays across
the two directions of each arm to be equal.

However, as the mismatch mostly occurs outside the
required LISA frequency band and the response of (
remains sufficiently small compared with that of X inside
the LISA band down to 0.1 mHz this does not significantly
impact our conclusions.

B. Combining Sagnac channels

First, let us consider the apparent possibility of using { to
characterize and subtract the noise in a. As discussed
Sec. I1 C 2, the OMS noise contributions in « and ¢ fulfill
Qoms (T) ® 3¢ oms(7) at low frequencies. This implies that
subtracting 3¢ from « allows you to remove the common
OMS noise. In Fig. 4 we report the simulations of the TM
acceleration noise plus OMS noise for a — 3¢ compared
with the respective analytical models, which confirms what
was predicted by the analytical calculation. What is then
left as a dominant noise source at low frequencies is a
combinations of the following four TMs:

[ Qoms.g 3Coms g]( )
~ 6T (xfy" (1) — xis" (1) + x3," (1) = x4,"(1)).  (14)

We notice that Eq. (14) is equal, up to a constant factor, to
the low-frequency TM acceleration noise of the TDI X
channel [see Eq. (4a)]. This means that using the null
channel ¢ to reduce the noise, with the purpose of retrieving
the GW signal in «, gives you back the channel X, which is
sensitive to GWs as well as to the TM acceleration noise. '’
We therefore focus on just the X and { channels in the
following.

C. Upper limit on instrumental noise in X

Let us now consider the expression for the OMS noise
and TM acceleration noise for TDI { and X without

OAsa remark, instead of utilizing ¢ to remove the excess OMS
noise in a, one could also construct the optimal channels A and E
out of the Sagnac variables, in which the dominant OMS noise
terms also cancel. This follows readily from the result stated in
footnote 7 that the Sagnac channels fulfill e~ f~y for low-
frequency OMS noise. Thus, OMS noise is canceled to first order
inboth A~a—yand E~a—2f+ y, giving these channels the
same sensitivity as their Michelson equivalents.

10—10
N e
I jo-11 =
k<
E
o8 -
=L | T
()
10-12 —— total noise a LISA Instrument
— total noise 3¢ LISA Instrument
— total noise a - 3 LISA Instrument
—— acc. noise Z X LISA Instrument
acc. noise model a — 3¢ low freq. approx
— = OMS noise model a— 37 low freq. approx
10—13 - -
-4 -3 -2 -1
10 10 10 10
f [Hz]

FIG. 4. Amplitude spectral density of the TDI a, 3¢, and a — 3¢
for the acceleration noise and metrology noise. For TDI X only
the amplitude spectral density of the acceleration noise is shown.
The simulations use realistic ESA orbits included with [29] while
the models are derived assuming equal arms and considering only
the low frequency component of the acceleration and metrology
noise for the TDI combination a — 3¢.

considering the presence of GW signals in our data. To
put an upper limit on the instrumental noise in X we are
looking for a frequency dependent factor F such that
F Sg > Sy, which implies

F(S; + qu) 2 Sx,,, T Sx,- (15)

oms

Referring to Egs. (8a), (8¢), (9a), and (9c¢), this means

dis
FTComs Z Somsij + FTCg Z Sg:jp

ijel, ijel,
d d
= T)(’(,ms Z Somsij + TXg ( (Sgizp H:ZP)COS (Tw)
ijely
disp disp
+ ngl + Sg}l ) (16)

Since Zy C 7, and Soms,-j and Sg,-j are strictly positive, we
have

> Soms; = D Soms, (17)

ij€L, ijeTy

and further considering that cos?(zw) < 1 we get

disp dlsp disp 2 disp disp
ng,, 2 (( g+ Sas )COS (zw) + Sg," + Sy, )
ijE€L,

(18)

We see that F(S;
long as

+S¢,) = Sx,,, +Sx, is valid as

oms

F>Ty /T: —and F > TX,,/TCg' (19)
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We can therefore define our noise estimate factor as

F = Max(Ty, T T T,) = 256c05* (5 Jeos* ().

(20)

Note that by inspection of Egs. (8a), (8c), (9a), and (9¢c) we
find the ratio Ty, / T to be dominant at all frequencies,

which allows us to evaluate the maximum in the previous
equation.

We show in Fig. 5, in the left plot, the overall noise upper
limit F SEOiSC obtained in this way next to the actual noise
S%ise in X. In addition, we show the two individual upper
limits we would obtain for just the OMS noise and just the
TM acceleration noise by considering only the contribution
of %S‘g}"i“ and ;—Z’SE"“"‘, respectively.

Coms

Inspecting the right plot of Fig. 5, we observe that
(assuming noise at the required levels) the upper limit on
the instrumental noise in X posed by ¢ is up to a factor of 50
in amplitude above the actual noise level, in particular at
low frequencies. This results in a rather weak upper limit,
reflecting OMS noise in a frequency band where only TM
acceleration noise is relevant. At high frequencies, on the
other hand, where both X and ¢ are dominated by OMS
noise, the estimate is significantly more stringent, and stays
below a factor of 2 in amplitude from 25 to 100 mHz.

We want to underline that the derivation of the expres-
sion F SEOiSC for the noise upper limit does not rely on any
assumptions on the actual noise levels of the individual TM
and OMS noise terms, as only sums over all TM and OMS
channels affect Eq. (16). Additionally, it could be evaluated
at any time, and is therefore robust against nonstationarity
of the noise. However, this upper limit does rely on our
assumptions on noise correlations made in Sec. II, and the
particular outcome we show in Fig. 5 reflects the nominal
values assumed for the level of TM acceleration and
OMS noise.

10-10

10"

 Stoi [M/y/Hz]

10712

= Total upper limit

10°13

I L
0.010 0.100 1

f[Hz]

|
104 0.001

FIG. 5.

D. Upper and lower limits on a SGWB

We now additionally consider the presence of possible
SGWBs in our data, on which we can put lower and upper
bounds as follows. As before for the instrumental noise, we
will remain agnostic to the spectral shape and amplitude of
the SGWB. We do however assume to know the response
function of the different TDI channels, which we compute
as described in Appendix D for the case of an iso-
tropic SGWB.

In the presence of such a SGWB we can introduce

S?eas — Sgl(oise + th’ (21)
as the combination of instrumental noise and GW signal
that we can actually measure in the TDI X channel.

We recall that Eq. (13) together with Eq. (21) immedi-
ately allows us to put an upper bound on possible SGWBs,

S) <SP/ Ty, (22)
as any model predicting a higher value of §;, would be
incompatible with our measurements S¥*.

To put a lower bound on S, based on our data (i.e., claim
a detection), we can make use of our previously derived
upper bound F S‘g"ise on the instrumental noise in X.

To this end, as ¢ is not perfectly insensitive to GWs
(cf. Fig. 1), we need to define

S(meas — SEOISS + Sé'h' (23)

The upper bound [cf. Eq. (15)] on the instrumental noise
now becomes F(SF* — S, ) > Shoise - which allows us to
write

Spess < F(STe — S, ) + S, (24)

50

n
o

N
o

oms . .
[adimensional]

|
\J Sx.g + Sx,oms
)

| F(Sz.g+ Szoms)

N
—
—
_—

0.001 0.010

f[Hz]

0.100 1

Left: Upper limit on the instrumental noise in X derived from the noise observed in {, for the case where all TM acceleration

and optical metrology noises are at the levels specified by Egs. (11) and (12), respectively. Moreover, the dotted yellow and blue curves
show the estimate one could put on just the OMS or TM noise, respectively. Right: Ratio between actual noise in X and the overall upper
limit, in amplitude assuming required levels of TM acceleration and OMS noise.
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FIG. 6. Left: Comparison of the detection threshold derived from ¢ (red curve) and the upper limit given by X (blue curve),
both expressed as a relative arm-length change (strain) assuming OMS and TM acceleration noise at the requirements level. Right: GW
response functions of TDI X, FS,, and S;, computed assuming 51 stochastic GW sources isotropically distributed over the sky.

where we simply add Sy, on both sides of the previous
inequality and consider the definition of S¥°. Then,
considering Eq. (13), this implies the lower bound

S}leas _ FSgleaS

XTI validif Ty, > FT,,. (25
Ty, — FT, v x> Pl (29)

Sy >

Note that the right-hand side of this equation can be
negative even if there is a SGWB, in which case it is
compatible with S;, = 0 and we cannot claim a detection of
a SGWB. On the other hand, if it is positive, this would
indicate the presence of a GW background, at least in the
assumptions used here.

Assuming that we only consider the frequency range in
which Eq. (25) is valid, i.e., if Ty, > FTy, the right-hand
side of Eq. (25) will be positive if S¥*** > FS§7*, which
means we are able to identify a SGWB if

SWSe 4 Ty S, > F(SP™ +T,S,)  (26a)
anoise _ Snoise
&8 >— X (26b)

Ty, —FT;,

Equation (26b) allows us to define a detection threshold
assuming known noise levels, as depicted in the left plot of
Fig. 6, where it is shown alongside the upper limit defined
in Eq. (22) in case we do not have a GW background. Note
that both these quantities now apply to the fundamentally
unknowable instrumental noise levels, and cannot be
evaluated from the raw data. We recall that the scaling
factor F used in this derivation was computed in the equal-
arm assumption. While we showed in Sec. IVA that the
equal-arm noise models are generally valid across most of
the LISA frequency band, we expect them to diverge in

small frequency bands around the zeros of the TDI transfer
function."'

This issue might be circumvented by using a different set
of second generation TDI variables which lack zeros at
such low frequencies, as for example described in [22].

V. CONCLUSION

The LISA data analysis, particularly in the search for a
SGWB, should be as robust as possible to ignorance of the
noise model and to variations of the noise from the different
components of the instrumental setup.

It will likely be impossible to accurately predict and
faithfully model the instrumental noise performance pre-
flight. Therefore, it is important to utilize in-flight observ-
ables to characterize the noise as much as possible. We
present here how one can use the ¢ channel to estimate the
level at which two of the main noise sources, the uncorre-
lated TM acceleration and OMS noise, will affect the GW
sensitive X channel. This is a rather conservative estimate,
in the sense that it assumes nothing about actual instru-
mental noise levels, homogeneity between different TM
acceleration or OMS noise terms, and noise stationarity.
However, there are potential limits due to our assumptions
on noise correlations, as ¢ is highly insensitive to correlated
noise entering both single-link measurements on board a
single spacecraft, while X is not.

We show that using { we estimate the noises under
consideration in X within a factor of 2 in amplitude in the
band from 25 mHz to 100 mHz, while this estimate worsens
to within a factor of 50 in amplitude at the lowest frequencies

"For example, the first zero of the second generation Michel-
son variable lies at roughly 30 mHz. Assuming the arms of the
constellation to be mismatched by 1%, the equal-arm model is
accurate to within 90% in a bandwidth of roughly 1 mHz around
this zero.
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(assuming the instrumental noise levels from the require-
ment). We can use this upper bound on the instrumental
noise to compute a lower bound on the GW background
needed to explain the overall observed PSDs of both { and X.
To this end, both the response of X to gravitational waves,
Tx 1, and that of our instrumental noise estimate to gravi-
tational waves, FT; , have to be considered. While FT;
is strongly subdominant to Ty, at low frequencies, this
relationship is inverted at high frequencies, such that the
lower bound becomes less stringent than one would expect
from the performance of the noise estimate alone, and
eventually becomes invalid. As visible in the right plot of
Fig. 6, we have Ty, > FT, only up to around 50 mHz.

Note that the fact that the noise estimate { provides at
low frequencies is a factor 50 above the actual instrumental
noise in X implies that, at these frequencies and within the
assumption of this study, we could only identify SGWBs
significantly above the expected instrumental noise.'”

Still, even assuming the nominal instrumental noise
levels, this lower bound would allow one to detect big
stochastic backgrounds in a large part of the frequency
band. Given the large uncertainties in the range of possible
stochastic background levels [30], including spectral shape
and amplitude, as well as the demonstrated difficulty in
predicting instrument noise, the results shown here might
proof useful. As such, our paper addresses the idea of
simultaneous signal plus noise measurement, and shows the
limit of achieving this with the TDI null channel.

Note that while our approach is agnostic to the noise
levels, the predicted performance is computed assuming
OMS noise to be exactly at the required noise levels (which
includes a strong low-frequency relaxation), but, especially
at low frequency, this noise has high uncertainty. If the
actual hardware turns out to perform better in flight than
what can be demonstrated on ground, the estimate would
consequently improve. For example, earlier studies which
performed similar estimates (e.g., Ref. [31,32]) assumed
the OMS noise to be white across the whole frequency
band, and came to the conclusion that we can make a better
use of the null channels at low frequencies to estimate the
SGWB. We remark that for the OMS noise in £ to reach the
same level as the TM acceleration noise (limiting the X
channels at low frequencies) would require order of
magnitude improvements in the performance of the OMS.

We want to reinforce that the upper and lower bounds
we compute here are agnostic to the actual instrument
performance and do not rely on any model of the indivi-
dual noise spectral shapes or stationarities. This is in contrast
to some other results in the literature (see for instance
[16-18,33,34]), which showed it is possible to put signifi-
cantly more stringent bounds on the noise assuming

"Such a strong SGWB could potentially bury the coherent
signals associated with most of the LISA science case in
gravitational noise.

stationarity over the whole mission duration and a fixed
(and known) noise shape which only depends on a single
amplitude parameter. If indeed such a priori knowledge of
the noise level and shape were possible, it would be possible
to resolve SGWB even below the threshold of the instru-
ment noise.

The results presented here demonstrate the necessity of
using realistic assumptions of the prior knowledge of the
instrumental noise, noise correlations, and stationarity. It is
important to consider that the data analysis pipelines in
LISA operations will likely rely on some model for the noise
(even if Bayesian techniques for a parameter’s estimation
with unknown noise have been introduced in the literature;
see for instance [35]). Although procedures like those
described in this manuscript do not translate naturally into
a Bayesian data analysis framework we believe they might
still prove useful to cross check and interpret the results from
a full Bayesian analysis, given the large number of param-
eters such a procedure has to determine. Additionally, the
lower and upper bounds provided from our method could be
used as priors in a Bayesian framework.

Further studies should be performed to quantify the real
impact this has on achieving the LISA science objectives to
detect SGWBs.

To conclude, we reiterate that this study is limited in that
we only considered the two main classes of noise, TM
acceleration and OMS noise, and that we further assume
that these are fully uncorrelated for the six TMs and six
one-way optical metrology links. Follow-up studies could
investigate other known noise sources with different
correlation properties, such as sideband modulation
noise [36] or TTL couplings [37], to verify to which extent
the results presented here hold for such noises.
Furthermore, we only considered here the case of an
isotropic SGWB for simplicity. Any anisotropic SGWB,
such as the expected foreground from Galactic binaries,
will have an annual modulation in the response function,
which might help to distinguish it better from the instru-
mental noise. We want to remark that some instrumental
noises might also show annual modulations due to the
position of the LISA satellites along the orbit, which one
should account for when studying this scenario.
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APPENDIX A: TIME-SHIFT OPERATORS

We define the following notations related to time-shift
operators and TDI combinations [22].

1. Delay operator

Dyjn(z) = n(z — dyj(z)), (A1)
given a time of reception 7 of a beam on spacecraft i,
evaluates the measurements # (we dropped the double
index for simplicity) of that beam at the time of emission at
spacecraft j, which we write as 7 —d;;(z). Note that
depending on what frame #(7) is defined in, the compu-
tation of d;; can include a change in reference frames and
clock offsets, as discussed in [38].

2. Multiple delay and advancement operators

Ain(t) = n(t + a;(7)), (A2)
given a time of emission 7 of a beam from spacecraft j,
evaluates the phase 7 of that beam at the time of reception
on spacecraft i, which we write as 7 + a;;(z). This is the
inverse operation to that of the delay operator, such that we
Multiple delays operators are evaluated as a nested delay
and are computed as
DD yn(t) = n(t — d;j(r) — dy(t — djj(z)) (A3)
The same notation can be applied to advancement
operators. For example, we can write

AiDiD yn(t) = n(z + a,(t) — d;j(7 + a,(7))
— dj(7 + a,i(7) — dij(z + a,(7))))
(A4)
Only the delays d;;(z) are directly accessible from the

LISA measurements. The advancements a;;(z) can be
computed from them by iteratively solving

a;j(7) = dji(t + a;;(7)), (AS)

which directly follows from A;;D;n(t) = n(t).

APPENDIX B: TM ACCELERATION AND
DISPLACEMENT NOISE MODELS

Following the convention that L ji 18 the link vector from
the emitting satellite OBj to the receiving one OBI, and g;
the OBi acceleration relative to its inertial reference frame,
we can define the acceleration of OBi that points toward
OBj, at time t, as

S

9ij(t) = gi(t) - L. (B1)

Then, the relative acceleration Aggiolesink (Z), between the
two free-falling TMs along the line of sight of the unit

vector L ji» at time ¢ on OB;, can be computed as
Absingtetink (1) = (9:(t) = g;(t = 7)) - I:ji (B2)
=(g;;(1) + g;i(t — 7)), (B3)
where we approximated
gi(t) - I:ji ~—gi(1) - I:ij- (B4)

We can estimate the PSD of Aggpgeqink under the
assumption of uncorrelated but statistically equivalent
acceleration noises for the two TMs as

SAgsingle-link (w) = ZSgij <a))’ (BS)

where S, is the PSD of the single TM acceleration noise.
To give an estimate of the OMS noise for the inter-
spacecraft interferometer in a LISA link, we should
consider that it enters just at the time ¢ when we perform
the measurement, as

Axsingle—link(t) = xij(t>' (B6)

Here x;; is the readout noise expressed in term of

ij
displacement at OBj that faces the far OBi.

APPENDIX C: ANALYTICAL COMPUTATION
IN TIME DOMAIN OF THE ACCELERATION
NOISE AND DISPLACEMENT NOISE
FOR THE TDI X, a, ¢

We can compute how the TM acceleration noise prop-
agates through the TDI X, a, and £, assuming equal and
constant arm lengths as follows:
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X (1) = g1o(t — 87) = 2g15(t — 47) — gy53(1 — 87) + 2g13(¢ — 47) + 295, (1 = T7)
=205, (t = 57) = 295, (t = 37) + 2951 (t = 7) — 293, (¢t = T7) + 295, (t — 57)

+ 2931 (2 = 37) = 2931 (1 = 7) + g12(1) — 913(2),

(Cla)

ay(7) = gia(t = 67) = 2g15(t = 37) — g13(¢ — 67) + 2g13(¢ = 37) + g1 (1 — 57) — g (t — 47)
= 901 (t=27) + go1 (1 = 7) + go3(t = 57) — go3(t — 47)
= 93(t =27) + go3(t = 7) = g31(t = 57) + g3, (t = 47) + g3, (t — 27) — g3 (t = 7)

= g32(t = 57) + g3 (t = 47) + g32(=27) — g3 (t — 7) + 912(0) — 913(0),

(C1b)

$o(t) = g2t =27) = 2g15(t = 7) — g1 3(t = 27) + 2913( = 7) = g2 (1 = 27) + 295, (t = 7)
+ g03(t = 27) =29, 53(t —7) + 931 (t = 27) — 293, (¢ — 7)

— g3 (1 = 27) + 295, (t = 7) + g12(2) = 913(1) = 921 (2) + 923(1) + g31 (1) — 932 ().

(Clc)

Following the same assumption we used for computing the TM acceleration noise, we can also compute how the OMS

noise enters in the above mentioned TDI channels:

Xoms (1) = x12(t = 67) — x5 (t — 47) — x5 (1 — 27) — x13(f = 67) + x13(—47)
+ x13(t = 27) + xp1 (1 = T7) — X204 (t = 57) — 2xp (1 = 37) + xp, (1 — 7)

= x31(t = 77) + x31 (t = 57) + X3 (£ = 37) — x5, (t — 7) + x12(2) — x13(2),

(C2a)

Aoms (1) = —x12(t = 37) + x13(t = 37) + x (1 — 57) — x4 (1 — 27)
—X23(t - 47) +)C23(t - ‘L') —X31(t - 5‘[) +X31(t - 27) +X32(l —47)

—x3(t = 7) 4+ x12(1) — x13(2),

(C2b)

Coms(t) = =x12(t = 7) + x13(t = 7) + x4 (t = 7) — x23(t — 7) — x3,(t — 7)

+ x50 (t = 7) 4+ x12(2) = x13(2) = 291 (1) + 293(2) + 231 (1) — x3(2).

APPENDIX D: COMPUTATION OF
THE SENSITIVITY

Following [39] and [4], we consider stochastic sources
with both plus and cross polarizations in their source
frame. In the solar system Barycenter (SSB), these will
appear with h(t,r) and h,(t,r) given by h3SB(z,r) =
h(t,r)cos(2y) — h,(t,r)sin(2Qy) and  A3SB(z,r) =
h(t,r)sin(2y) + h,(t,r) cos(2y), where y is the polari-
zation angle. The sensitivity to GW sources coming from
different directions is computed for each source consider-
ing the relative frequency shift that an incoming GW causes
on a LISA link as for example given in [24]. We then
convert this frequency shift to an equivalent displacement.
We computed both the case of three equal arm lengths
and three unequal constant arm lengths. Assuming that
our signal is made of the superposition of many GW
sources coming from different directions and with different

(C2¢)

polarizations, we can consider that the output of a TDI;,
given superpositions of n plane waves is

n
Sjp = D_ T}, (@)S), (@), (D1)

]
where S, () is the PSD of the ith GW source expressed as
dimensionless strain, and Tj-h (w) is the absolute squared
value transfer function for the jth TDIL including the
conversion factor such that §; 1is in units of m?/Hz!.
Labeling the PSD of the TM acceleration noise and OMS
noise for each TDI j as § i, and §; ., respectively, the
sensitivity of each TDI combination is computed by
renormalizing the total instrument noise ASD by the
GW transfer function as

3T+ S),.,

S, =—— D2
Infh rms{T;h(w)} (D2)
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where the rms{} denotes the root mean square over all

sources i and as before S?;Sp is the TM acceleration noise
expressed as an equivalent displacement.

The response to a SGWB can also be written using a
continuous integral over the whole sky as for example
shown in [40] and [16]. The angular integral reported

there is then evaluated numerically to get a result which is

valid for the whole LISA frequency range. The computa-
tion reported in this paper is one possible method for
numerically approximating the result of the continuous
integral by replacing it with a sum over discrete stochastic
sources from different directions. Indeed, in the limit of an
infinite number of sources, this converges to the same
integral.
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