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The anharmonicity of atomic motion limits the thermal conductivity in crystalline solids. How-
ever, a microscopic understanding of the mechanisms active in strong thermal insulators is lacking.
In this letter, we classify 465 experimentally known materials with respect to their anharmonicity
and perform fully anharmonic ab initio Green-Kubo calculations for 58 of them, finding 28 thermal
insulators with κ < 10 W/mK including 6 with ultralow κ . 1 W/mK. Our analysis reveals that
the underlying strong anharmonic dynamics is driven by the exploration of meta-stable intrinsic
defect geometries. This is at variance with the frequently applied perturbative approach, in which
the dynamics is assumed to evolve around a single stable geometry.

Efficient energy conversion is one of the key chal-
lenges for the 21st century. In this context, the ther-
mal conductivity κ is an important material property
that can strongly influence device performance and ef-
ficiency. This is the case, for example, in combustion en-
gines, where thermal barrier coatings are used to increase
operating temperatures [1, 2], or in thermoelectric ma-
terials for waste-heat recovery [3]. In both cases, strong
thermal insulators are required and the best available
materials intrinsically have a low κ < 10 W/mK. Addi-
tional defect and grain boundary engineering can reduce
κ even further [4, 5]. Since heat transport is limited by
effects beyond the harmonic phonon picture [6], eluci-
dating the microscopic anharmonic mechanisms leading
to a low intrinsic thermal conductivity is a prerequisite
for searching the next generation of thermal insulators.
However, our current knowledge about thermal insula-
tors is rather limited. Experimental measurements are
hindered by the challenge of growing macroscopic, well-
characterized samples [7]. In turn, Springer Materials
lists only a little over one thousand measurements for all
inorganic solids, and just a few hundred semiconductors
and insulators are characterized well at ambient condi-
tions [8, 9].

One way to expand on this knowledge is via compu-
tational materials discovery based on (high-throughput)
screening of chemical space that is accelerated by
artificial-intelligence techniques [10–12]. To this end, re-
liable simulations of lattice thermal conductivites in the
sub-10 W/mK regime are necessary. Typically, Peierls-
Boltzmann [13, 14] or Wigner-type [15, 16] approaches
based on a (renormalized [17]) phonon-picture are em-
ployed for this purpose. However, these methods are
only applicable as long as the phonon quasi-particle pic-
ture is valid, i. e., when the phonon lifetime exceeds the
vibration period, as formulated within the Ioffe-Regel
limit [16, 18]. In this letter, we demonstrate that the
presence of metastable defect geometries is associated
with strong anharmonic effects, which break the Ioffe-

Regel limit and result in the exploration of different en-
ergy minima. This breakdown of the phonon picture
leads to unexpectedly low thermal conductivities.

To this end, we employ the ab initio Green-Kubo
(aiGK) method which is not affected by the aforemen-
tioned limitations since the atomic motion is evalu-
ated via ab initio molecular dynamics (aiMD) simula-
tions [19, 20]. Here, we benchmark and validate the
approach for 24 crystalline materials for which reliable
experimental measurements are available, showing that
the necessary accuracy to predict materials in the sub-
10 W/mK regime can be reached, even when the phonon
picture is no longer valid. We subsequently devise a hier-
archical screening strategy to search for strongly anhar-
monic thermal insulators in a chemically and structurally
diverse space of materials that covers 465 experimentally
known compounds that are stable at ambient conditions,
but without experimentally known κ. By that, we iden-
tify 28 materials with κ < 10 W/mK and we discuss the
role of structural displacements to meta-stable geome-
tries for the underlying strongly anharmonic dynamics.

The aiGK approach evaluates the Green-Kubo (GK)
equation [21, 22]

κ(T ) =
V

3kBT 2
lim

t0→∞

∫ t0

0

〈J(t) · J(0)〉T dt , (1)

with the heat flux J(t), volume V , temperature T , and
Boltzmann constant kB. Here, 〈•〉T denotes an ensem-
ble average. In this work, the heat flux J(t) is computed
from first principles along aiMD trajectories using the
formalism defined in Ref. [20]. We use the FHI-aims
code [23, 24] and the PBEsol [25] exchange-correlation
functional. By neglecting convective contributions to
J(t), which are usually negligible in solids [26], physi-
cally well-founded strategies to overcome finite-size and
-time effects can be established. This includes noise-
filtering of the integrand in Eq. (1), i. e., the heat flux
autocorrelation function (HFACF), and accounting for
long-wavelength excitations missing in the simulation cell
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FIG. 1. Correlation between measured (• single-crystals, ?
polycrystals) and computed (aiGK) thermal conductivities at
room temperature on a log-log scale. The gray area indicates
50 % deviation in terms of κ from experiment and the error
bars denote the standard error between trajectories. Where
multiple experimental references were available, the average
was taken.

via reciprocal-space interpolation [20] as discussed in de-
tail in a separate work [27] and implemented in FHI-
vibes [28]. Computational parameters were chosen to ob-
tain reliable values of κ at room temperature: All aiMD
simulations are performed in extended supercells (160–
256 atoms) with trajectory lengths of up to 60 ps. Er-
ror bars are estimated by ensemble averaging over at
least three independent trajectories. Lattice expansion
is accounted for by minimizing the thermal pressure at
300 K [29]. Further details are given in the supplemental
material (SM) [30].

To benchmark the aiGK approach, we investigate 24
dielectric compounds, for which experimental values of
the bulk thermal conductivity κ at room temperature
are reported in the literature [30]. The reference data
covers two orders of magnitude in κ, but also carries
an uncertainty which is rooted in differences in sample
quality and experimental techniques [9]. For instance,
available data for tin selenide (SnSe) varies by up to
50 % [7]. As shown in Fig. 1, the aiGK calculations pro-
vide a satisfactory agreement with experiment over the
whole range of κ: For mildly anharmonic conductors with
κ > 20 W/mK, the quality of the predictions [mean abso-
lute percentage error (MAPE) of 22 %] is on par with re-
sults from advanced perturbative methods [31, 32]. Good
accuracy is retained also for strongly insulating materials
with κ < 20 W/mK, which show a comparable MAPE
of 28 % and a resulting mean absolute error (MAE) of
just 1 W/mK. Accounting for strongly anharmonic effects
is decisive to reach this accuracy in the sub-10 W/mK
regime, as exemplified by the fact that the aiGK method
correctly predicts κ to be 1.4 W/mK for copper iodide
(CuI), just 16 % smaller than in experiment. In con-
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below the transition temperature, this configuration only occurs sporadically
on the time scale of several picoseconds during the simulation, and is therefore
not fully stabilized.

4.5.2 CuI
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Figure 4.15: Time-resolved anharmonicity
measure fA (C) for zincblende CuI in three
molecular dynamics runs of 60 ps length. In-
creased values of fA (C) are found in all
three trajectories.

Copper iodide (CuI), also known as marshite, is a simple material with fcc
lattice of the zincblende type. This phase is also known as the W phase (W-
CuI). The time-resolved anharmonicity measures are shown in Fig. 4.15 for
three trajectories of 60 ps simulation time. The characteristic features are the
jumps in fA (C) from values of fA (C) ⇡ 0.5 to fA (C) ⇡ 1.2 or 1.6. In the
simulated time period, these values are taken for 3 to 12 ps, before the initial
value of fA (C) ⇡ 0.5 is restored.

Figure 4.16: CuI viewed in (110) direction.
Top: High-symmetry zincblende structure.
Middle: Copper ion in lower-right quadrant
moves into interstitial site along (111) direc-
tion when fA (C) ⇡ 1.2. Bottom: Several
defects form when fA (C) ⇡ 1.6

As in the case of KCaF3, we compare two time-averaged structures in
Fig. 4.16: A time average with respect to the entire simulation time reveals
the perfect zincblende structure of CuI which corresponds to the minimum
of the potential-energy surface. When averaging over the time span where
fA (C) ⇡ 1.2, however, the average structure has one Cu atom diplaced along
the (111) direction. Viewing the supercell in (110) direction, the diplacement
is clearly visible (Fig. 4.16, middle). This means that the Cu occupies a
metastable interstitial site at the given position for the respective time period.
When fA (C) is restored to the base value of fA (C) ⇡ 0.5, the Cu atom moves
back to the high-symmetry reference position within the zincblende struc-
ture. The third trajectory shown in Fig. 4.15 c) evolves to a situation where
fA ⇡ 1.6. This corresponds to a situation, where more than one defects
forms (Fig. 4.16, bottom).

W-C�I �� ����� �� ������� � ����� ���������� �� � ����������
���������� V ����� above 643 K [150–153]. It is very likely that the
defect formation observed in the aiMD simulations at 300 K are precursors
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FIG. 2. Anharmonicity measure σA(t) for CuI evaluated at
each time step during one aiMD trajectory. The upper row
shows averaged positions in (101̄) direction for time-periods
with σA(t) ≈ 0.5 (blue), and increased σA(t) ≈ 1.2 (red), in
which one Cu cation moves to an interstitial site along (1̄11).

trast, different phonon-based approaches yield values be-
tween 5.8 and 6.8 W/mK, overestimating experiment by
& 350%, cf. SM Sec. IV. Even more importantly, the
accurate lifetimes obtained from fully anharmonic aiMD
reveal a breakdown of the phonon picture in this com-
pound, cf. SM Sec. VI.

For CuI, an analysis of the aiMD dynamics con-
firms that strong anharmonic effects are at play: Fig-
ure 2 shows the time evolution of the anharmonicity
measure σA(t) introduced in Ref. [33], which quanti-
fies the differences between the actual and the harmonic
potential-energy surface (PES) and hence would vanish
in perfectly harmonic materials [30, 33]. The sudden in-
crease of σA(t) from its value of 0.5 to 1.2 signals that
the harmonic approximation becomes qualitatively in-
capable to describe the dynamics: In this several pi-
coseconds long period, a meta-stable Frenkel defect is
formed [34]. As shown in Fig. 2, one Cu cation moves to
an interstitial site along the (1̄11) direction and vibrates
around this meta-stable defect geometry, before it jumps
back to the zincblende equilibrium configuration associ-
ated with σA(t) ≈ 0.5. This temporary defect formation
may be viewed as a local precursor of the superionic β-
phase of CuI, which is known to exhibit a considerable
defect concentration > 10 %, but only becomes stable at
significantly higher temperatures (>643 K) [35].

In the next step, we employ the aiGK method to
screen for thermal insulators via a hierarchical work-
flow: We study 465 experimentally known binary and
ternary materials for which κ at room temperature has
not been measured. This set of materials covers seven
space groups (62, 122, 166, 186, 216, 221, 225), including
not only simple rock salt materials with two atoms per
unit cell, but also more complex compounds, e. g., or-
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FIG. 3. Thermal conductivity κ vs. anharmonicity at 300 K, σA
300K (tabulated data given in the SM [30]). The dashed trend

line and grey areas are shown to guide the eye. a) The qualitative scaling of κ with σA
300K suggested in Ref. [33] and used to

disregard good thermal conductors during screening is showcased using experimental measurements (black •) as well as our
aiGK calculations [black �: benchmarks from Fig. 1; red ?: predictions from subplot (b)]. b) Thermal conductivity aiGK
predictions for materials with σA

300K > 0.2. The symbol and color code indicate the lattice type.

thorombic perovskites with 20 atoms in the unit cell.
Note that only materials with elements lighter than Lan-
thanum are considered to avoid potential artifacts in the
dynamics associated to the treatment of spin-orbit cou-
pling. First, we compute the band gap and the anhar-
monicity measure at 300 K, σA

300K, for all 465 compounds.
The results cover the range σA

300K = 0.1 − 0.7, cf. SM.
Over 50% of the materials feature an anharmonicity of
σA
300K ≈ 0.23 or less, in line with Ref. [33]. Second,

we exclude materials with DFT-PBEsol band gaps be-
low 0.2 eV to ensure that electronic contributions to heat
transport are negligible and we discard more harmonic
materials with σA

300K < 0.2 to avoid unnecessary and
expensive calculations, since those materials can be ex-
pected to be good thermal conductors [33] that can be
treated with perturbative approaches. The first aspect
is substantiated by Fig. 3a, which shows that the ma-
terials with σA

300K < 0.2 feature κ values (much) larger
than 10 W/mK. From the remaining σA

300K > 0.2 pool,
we generate a diverse test set of materials that uniformly
cover the range σA

300K = 0.2 − 0.6. Materials with a
particularly slow phonon dynamics were excluded to en-
sure that simulation time convergence can be reached
within reasonable trajectory lengths ≤ 60 ps, as detailed
in the SM [30]. Finally, we obtain thermal conductivities
for 34 materials for which κ has not been measured yet,
see Fig. 3b.

Although the σA-criterion is only qualitatively valid for
the identifcation of thermal insulators, no good thermal
conductors are found within this set. On the contrary,
we find 28 new materials with a thermal conductivity of
κaiGK < 10 W/mK, 6 of which with an ultralow conduc-
tivity . 1 W/mK. These compounds comprise simple
binary, cubic materials such as the rock salts CsF and
LiI or the fluorite Na2Te, but also more complex struc-
tures such as the KCdF3 and KCaF3 perovskites. Fur-
thermore, we find four chalcopyrites (AgAlSe2, AgAlS2,
LiGaTe2, LiInTe2), a material class that has recently
gained interest for thermoelectric applications [36–38]. In
the strongly insulating regime shown in Fig. 3b, the sim-
ple power-law correlation between κ and σA

300K observed
in Fig. 3a is no longer valid due to the increased vari-
ety and complexity of the compounds. This can be ex-
plained by comparing two materials (LiGaTe2, KCaF3);
more details are given in the SM [30]: The strongly in-
sulating character of the chalcopyrite LiGaTe2 (κaiGK =
0.8 W/mK) can already be rationalized in a harmonic pic-
ture, since most phonon branches of this compound, in-
cluding the acoustic ones, exhibit only an extremely weak
dispersion, cf. Suppl. Fig. 1. Accordingly, only few modes
with ω < 4 THz can contribute to thermal transport, and
even these feature very low group velocity . 1.5 km/s,
cf. Suppl. Fig. 2. Since this is a common property in
chalcopyrites, Plata et al. were able to correctly pre-
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dict thermal insulators in this material class [37], even
if the employed perturbative approach might overesti-
mate κ due to the low-order description of anharmonic-
ity. In comparison, KCaF3 features much more disper-
sive phonon frequencies: The majority of modes across
the whole frequency range contributes to heat trans-
port with considerably larger group velocities that reach
5 km/s, suggesting a moderately good thermal conduc-
tion. In this case, the strongly insulating character of
KCaF3 (κaiGK = 2 W/mK) can only be explained by its
strong anharmonicity (σA

300K = 0.5), which results in ex-
tremely low phonon lifetimes . 1 ps. As shown in Fig. 4,
this is reflected in the real-space dynamics that displays
temporary rearrangements towards different, meta-stable
configurations. These involve an increase of σA(t), as
discussed above for CuI in Fig. 2. Unlike CuI however,
in which these rearrangements correspond to the forma-
tion of intrinsic point defects, we observe more extended
distortions in KCaF3 that span multiple primitive unit
cells, cf. Fig. 4. As discussed in the SM, these configura-
tions are associated to reorientations of the CaF3 octa-
hedra into different, nearly-degenerate octahedral tilting
patterns. These meta-stable configurations are a com-
mon feature of perovskite materials and their dynam-
ics often leads to the stabilization of higher-temperature
phases [39, 40]. For KCaF3, the described dynamics is
a precursor of the cubic phase, which becomes stable at
temperatures > 550 K [41].

Note that these temporary atomic rearrangements into
meta-stable geometries are not observed in all trajec-
tories. Nonetheless, their microscopic origin, i. e., a
strongly-anharmonic PES featuring multiple minima, in-
fluences the whole dynamics. Even when these minima
are not explicitly explored, harmonic and anharmonic
contributions are at least of equal importance, as sig-
naled by the high σA value ≥ 0.5, and the fact that
the fully anharmonic lifetimes, which violate the Ioffe-
Regel limit in both compounds, demonstrate a break-
down of the phonon picture, as shown in Suppl. Fig. 3
and Sec. VI in the SM. These observations are direct ev-
idence that the existence of barely accessible meta-stable
states is sufficient to increase the anharmonicity in CuI
and KCaF3 beyond the level at which it can be treated
as a perturbation. We also note that these localized ef-
fects are different from other local, anharmonic scattering
mechanisms such as “rattlers” that do not involve tem-
poral lattice distortions [42].

In summary, we presented a comprehensive set of aiGK
calculations to search for thermal insulators. By hierar-
chically screening over 465 experimentally known mate-
rials, we identified 28 new materials with κ < 10 W/mK
including 6 compounds with ultralow κ . 1 W/mK. Our
analysis reveals that the dynamics in many thermal insu-
lators is not limited to displacements around a single, sta-
ble equilibrium geometry, as assumed in perturbative ap-
proaches like the Boltzmann transport equation (BTE).
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FIG. 4. Anharmonicity measure σA(t) for KCaF3 evaluated
at each time step during one aiMD trajectory. The upper
row shows time-averaged positions in (100) direction for the
periods with a) σA(t) ≈ 0.4 (blue), and b) σA(t) ≈ 1.1 (red).
Note the rearrangement of Ca-F bonds from zigzag to straight
shape when comparing a) and b). See SM for a video of the
tilt rearrangement around 18 ps.

On the contrary, strongly anharmonic dynamical effects
such as point defect formation in CuI or extended re-
arrangements in KCaF3 involve multiple meta-stable ge-
ometries that need to be accounted for. Besides providing
a microscopic explanation of the insulating character of
these materials, our findings suggest a fundamentally dif-
ferent route for reducing κ that is complementary to tra-
ditional phonon-based approaches [43, 44]: For instance,
incorporating defects that promote the formation of ad-
ditional meta-stable states [45, 46] can strengthen the
anharmonic effects leading to low thermal conductivity
even at temperatures at which these states are not fully
accessible. Our results and the more than 10 nanosec-
onds of available PBEsol–aiMD trajectories can be used
to benchmark the various methods available for comput-
ing κ in increasingly anharmonic materials. Similarly,
this data lends itself to train machine-learning potentials
to accelerate κ predictions in the future [47–49] and to
develop improved descriptors for κ [10–12]. In this re-
gard, quantitative models that go beyond the qualitative
σA scaling used in this work to identify anharmonic ma-
terials can accelerate materials’ space exploration consid-
erably.

The electronic-structure theory calculations and aiMD
trajectories produced in this project are available via the
NOMAD repository [50]. Resources for the plots can be
found on figshare [51].

This project was supported by the NOMAD Center
of Excellence (European Union’s Horizon 2020 research
and innovation program, grant agreement No. 951786),
the ERC Advanced Grant TEC1p (European Research
Council, grant agreement No. 740233), the North-
German Supercomputing Alliance (HLRN), BigMax (the



5

Max Planck Society’s Research Network on Big-Data-
Driven Materials-Science). We acknowledge PRACE for
awarding us access to JUWELS at GCS@FZJ, Germany.
F.K. acknowledges support from the Swedish Research
Council (VR) program 2020-04630, and the Swedish e-
Science Research Centre (SeRC). T.P. would like to
thank the Alexander von Humboldt Foundation for their
support through the Alexander von Humboldt Postdoc-
toral Fellowship Program.

[1] J. H. Perepezko, Science 326, 1068 (2009).
[2] D. R. Clarke, M. Oechsner, and N. P. Padture, MRS

Bulletin 37, 891 (2012).
[3] G. J. Snyder and E. S. Toberer, Nature Materials 7, 105

(2008).
[4] K. Biswas, J. He, I. D. Blum, C.-I. Wu, T. P. Hogan,

D. N. Seidman, V. P. Dravid, and M. G. Kanatzidis,
Nature 489, 414 (2012-09).

[5] P. Ferrando-Villalba, S. Chen, A. F. Lopeand́ıa, F. X.
Alvarez, M. I. Alonso, M. Garriga, J. Santiso, G. Garcia,
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