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ABSTRACT

The focused ion beam (FIB) is a powerful tool for fabrication, modification, and characterization of materials down to the nanoscale. Starting
with the gallium FIB, which was originally intended for photomask repair in the semiconductor industry, there are now many different types
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of FIB that are commercially available. These instruments use a range of ion species and are applied broadly in materials science, physics,
chemistry, biology, medicine, and even archaeology. The goal of this roadmap is to provide an overview of FIB instrumentation, theory,
techniques, and applications. By viewing FIB developments through the lens of various research communities, we aim to identify future
pathways for ion source and instrumentation development, as well as emerging applications and opportunities for improved understanding
of the complex interplay of ion–solid interactions. We intend to provide a guide for all scientists in the field that identifies common research
interest and will support future fruitful interactions connecting tool development, experiment, and theory. While a comprehensive overview
of the field is sought, it is not possible to cover all research related to FIB technologies in detail. We give examples of specific projects within
the broader context, referencing original works and previous review articles throughout.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0162597
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NOMENCLATURE

AES Auger electron spectroscopy
AFM Atomic force microscopy
API Application programming interface
APT Atom probe tomography
ASIS Atomic-size ion source
BCA Binary collision approximation

BI Backscattered ion
CAD Computer-aided design

CMNT Colloidal micro Newton thrusters
CMOS Complementary metal–oxide–semiconductor
CNT Carbon nanotube

COMB Charge optimized many body
DAC Digital-to-analog converter
DC Direct current
DFT Density functional theory
EAM Embedded atom method
EBIT Electron beam ion trap
EBL Electron beam lithography

EBSD Electron backscatter diffraction
ECR Electron cyclotron resonance
EDS Energy-dispersive X-ray spectroscopy
ESI Electrospray ionization source

EELS Electron energy loss spectroscopy
ESEM Environmental scanning electron microscopy
ETD Everhardt–Thornley detector
EUV Extreme ultraviolet
ESA Excited surface atom
FEB Focused electron beam

FEBID Focused electron beam induced deposition
FEBIE Focused electron beam induced etching
FEEP Field emission electric propulsion
FIB Focused ion beam

FIBID Focused ion beam induced deposition
FIBIE Focused ion beam induced etching
FIM Field ion microscopy

FinFET Fin field-effect transistor
FMR Ferromagnetic resonance
FOV Field of view
GAP Gaussian approximation potential
GUI Graphical user interface

FWHM Full width at half maximum
GFIS Gas field-ionization source
GIS Gas injection system
hBN Hexagonal boron nitride
HIBL Helium ion beam lithography
HIM Helium ion microscope

HRTEM High resolution transmission electron microscopy
HSQ Hydrogen silsesquioxane
IBIC Ion beam induced charge
IC Integrated circuit

ICD Image charge detector
ICP Inductively coupled plasma

IIAES Ion induced Auger electron spectroscopy
IL Ionoluminescence

ILIS Ionic liquid ion source
kMC Kinetic Monte Carlo

LE-FIB Low energy focused ion beam
LJ Lennard-Jones-type

LMAIS Liquid metal alloy ion source
LMIS Liquid metal ion source
LoTIS Low temperature ion source
MC Monte Carlo

MCP Micro channel plate
MD Molecular dynamics

MFM Magnetic force microscopy
ML Machine learning
MS Molecular statics

MEMS Micro-electro-mechanical systems
MOTIS Magneto-optical trap ion source
MRAM Magnetic random access memory
NAIS Nano-aperture ion source
NEMS Nano-electro-mechanical systems

NIL Nanoimprint lithography
NSOM Near-field optical microscopy

NV Nitrogen vacancy
PEMFC Proton exchange membrane fuel cell

PFIB Plasma focused ion beam
PI Primary ion

PIXE Particle induced X-ray emission
PMMA Poly(methyl methacrylate)
QMS Quadrupole mass spectrometer
RBS Rutherford backscattering spectrometry
SDD Silicon drift detector
SE Secondary electron

SEM Scanning electron microscopy
SFIM Scanning field ion microscope

SI Secondary ion
SII Single ion implantation

SIMS Secondary ion mass spectrometry
SNMS Secondary neutral mass spectrometry
SNR Signal to noise ratio
SPE Single photon emitter
SPM Scanning probe microscopy
SSPD Superconducting single-photon detector
STEM Scanning transmission electron microscopy
STIM Scanning transmission ion microscopy

SQUID Superconducting quantum interference device
TDDFT Time-dependent density functional theory

TEM Transmission electron microscopy
TIC Total ion counter
TOF Time-of-flight
UHV Ultra-high vacuum
YBCO Yttrium barium copper oxide
YIG Yttrium iron garnet
YVO Yttrium orthovanadate
YSZ Yttrium stabilized zirconia
ZBL Ziegler–Biersack–Littmark
ZPL Zero-phonon line

I. INTRODUCTION

The technological origin of the focused ion beam (FIB) instru-
ments we use today lies in outer space, or more precisely, in the appli-
cation of ion beams for spacecraft propulsion. In space, thrust can only
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be generated by ejecting matter, the so-called reaction mass, which
must be carried along with the spacecraft. In addition to chemical
thrusters based on combustion, ion thrusters have emerged as an
important tool for high-precision movement. The positively charged
ions that are generated by field ionization or by electrospraying are
accelerated by electric or magnetic fields and then neutralized before
being ejected in the opposite direction to that of the intended motion.
(Neutralization is important here because otherwise the spacecraft
would accumulate negative charge and thus attract the ejected positive
ions.) Different types of thrusters based on liquid metal ion sources are
currently being tested in space for ultra-precise position control of sat-
ellites, e.g., for the LISA gravitational wave interferometer.1 One of
these thruster technologies, the electric field emission propulsion sys-
tem (part of the LISA Pathfinder mission2 and more recent CubeSat
launches3) is in fact very similar to the heart of many of our ground-
based FIB instruments.

Whereas ion thrusters enable the exertion of forces in the micro-
newton range for the navigation of space objects, our ground-based
FIB instruments enable fabrication, modification, and characterization
of micrometer- to nanometer-sized objects.

The leading example of FIB processing is still the site-selective
preparation of samples for high-resolution imaging techniques, in par-
ticular, for transmission electron microscopy (TEM) and atom probe
tomography (APT) and for 3D volume imaging using scanning elec-
tron microscopy (SEM). Several reviews have already been devoted to
these important, well-established applications.4–6

However, since focused ion beams can be used to modify any
material down to the nanoscale in a variety of ways, from targeted
doping to structural modification and geometric shaping, the FIB
is a powerful tool in all areas from basic research to technology.
Our focus is, therefore, on these novel and advanced applications
of the FIB.

This document presents the state of the art of FIB research
and development today and discusses future perspectives. It is
organized as follows: Sec. II gives an overview of FIB instrumenta-
tion, starting with the generation and control of the focused ion
beam, followed by detectors and other complementary tools and
accessories. Section III summarizes the theoretical approaches that
can be used to describe various aspects of ion–matter interactions,
including the binary collision approximation (BCA), molecular
dynamics (MD), kinetic Monte Carlo (kMC) techniques, density
functional theory (DFT), and continuum modeling. The last of
these enables modeling over the longest length- and timescales,
including treatment of ion- and electron-induced surface chemis-
try. The wide range of applications of the FIB is discussed in Sec.
IV, which is organized according to the various experimental tech-
niques (subtractive processing, defect engineering, imaging and
tomography, elemental analysis, gas-assisted processing, and sev-
eral other emerging directions). For each application field, a selec-
tion of examples is discussed. As a service to the community,
summary tables with references have been compiled in order to
provide a more comprehensive (albeit non-exhaustive) literature
review of each of these application fields. These tables can be used
as a starting point to help the reader identify new FIB opportuni-
ties for their own research.

Central to this document is the roadmap in Sec. V, which high-
lights future perspectives for FIB research and development based on

the state of the art in instrumentation, theory, and applications previ-
ously described. Here, key drivers for the FIB in different areas of sci-
ence and technology have been identified and linked to FIB-specific
challenges and the steps needed for future developments. We hope
that this roadmap can serve as an incubator for future developments
and will provide inspiration for scientific and technological break-
throughs, as well as serve as a unique resource for funding agencies
and industry.

II. INSTRUMENTATION

The creation of a finely focused beam of ions presents several
engineering challenges. Moreover, the beam requirements can vary
widely depending on the application, sometimes with conflicting speci-
fications. For example, for many applications, a high-current beam is
desired to enable efficient milling (i.e., material removal by sputtering).
However, high-current sources tend to deliver ions with a large energy
spread, resulting in strong chromatic aberrations. Because of this (and
other reasons, such as spherical aberrations from the lenses, as dis-
cussed later), it is challenging to build a high-current high-resolution
source. Similar conflicting scenarios present themselves in many other
areas of focused ion beam (FIB) instrumentation.

In the following, the various components of the FIB instrument
are discussed. We start by describing the different ion sources that are
used (Sec. II A). The source defines many properties of the final instru-
ment, including the achievable spot size. Then we address beam trans-
port via the ion optical column (Sec. IIB), and subsequently detectors
and analytics (Sec. IIC); these elements, which are used to steer, shape,
and detect the ions, must be designed in such a way as to ensure the
best possible end performance of the particular source being used. In
the sample chamber, there are several other components that can be
incorporated, including specialized sample stages for in situ or in oper-
ando experiments, micro-/nanomanipulators, and gas injectors. These
are discussed in Sec. IID. Next, we address considerations concerning
experiments with radiaoactive samples (Sec. II E). Finally, we outline
software needs and correlative approaches for beam control, automa-
tion, and multi-modal analysis (Sec. II F). An overview of these topics
can also be found in the book chapter by Note.7

A. Ion sources

In order to achieve high spatial resolution in a FIB instrument, an
ion source with high brightness is required.8 Analogous to the defini-
tion in electron microscopy, the brightness B of an ion source is a mea-
sure of the compactness and directionality of the ion beam, according
to

B ¼ I
AX

; (1)

where the emission current I from a source area A is emitted into a
solid angle X.9,10 In practice, this means that ions are suitable for
microscopy and nanofabrication if they are emitted from a highly
localized area into a well-defined direction. The reduced brightness is
derived from the above definition by taking into account the accelera-
tion voltages of the FIB instrument; representative values for the differ-
ent ion sources are given in Table I. In general, a smaller (virtual)
source size means a higher brightness and, consequently, a higher
achievable lateral resolution. However, for the final resolution of the
instrument, additional parameters such as the extractable ion current,
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energy spread, and of course the performance of the ion optics are also
of importance.

In the field of ion sources, the first breakthroughs came in the
1970s with the development of the liquid metal ion source (LMIS) and
the gas field-ionization source (GFIS). While the latter evolved from
field ion microscopy (FIM) dating back to the 1950s34 and was first
employed for scanning transmission ion microscopy (STIM) of biolog-
ical specimens,35,36 the LMIS was originally developed for space
thruster applications.37–39

The LMIS consists of a capillary or a sharp needle tip, wetted
with a molten metal. Through a combination of surface tension and
applied electric field, the so-called Taylor cone40 is formed, resulting in
the extraction of ions from the source apex by field evaporation. The
most common form of LMIS is based on gallium due to its low melting
temperature and low vapor pressure. In fact, the Ga-LMIS is still the
most used source for FIB instruments, not only because of its high
brightness, but also because of its high source stability.

Directly related to the LMIS is the liquid metal alloy ion source
(LMAIS), which through the use of a variety of alloys enables access to
a much wider range of ion species,12,15,41–49 but with strongly varying
source lifetimes from minutes to months. Based on the same source

principle, the ionic liquid ion source (ILIS) is wetted with a compound
that dissociates into molecular anions and cations such as the ionic
liquids C6N2H11-BF4 (EMI-BF4), C6N2H11-GaCl4 (EMI-GaCl4), or
C8N2H15-I (BMI-I).16,50–55 The ILIS is, thus, capable of producing
beams of molecular ions, both positively and negatively charged, but
has not yet been implemented commercially.

The GFIS operates at low temperature, producing ions from the
field ionization of adsorbed gas atoms, and is characterized by the
highest brightness and hence the highest deliverable spatial resolution
of all sources developed to date.21,25,56 This is a consequence of the
atomically sharp emitter, which consists of only three atoms at its tip,
the so-called trimer, whereby each atom emits a beamlet and thus
forms a virtual source with a size in the Angstrom range. The trimer
must be formed by the user and has a typical lifetime between a few
days and a few weeks. The source gases that are widely used for high-
resolution imaging and high-resolution (metal-free) milling are He
and Ne. Operation of the GFIS with H2,

57 N2,
58,59 Xe,60 and Kr61 has

also been demonstrated. A closely related source technology is the
atomic-size ion source (ASIS) source,62,63 which uses field emission of
adatoms (Au and Ag have been demonstrated) deposited onto a tip
made from refractory metal or another inert material with a high field

TABLE I. FIB sources compared according to key parameters. Only common ion species are listed. All published or commercially available ion species can be found in Fig. 1.
Superscript q marks different charge states (from 1 to 3) obtained from LMIS/LMAIS; for plasma sources even higher charge states are obtained. Subscript n for LMIS/LMAIS
indicates the possible emission of polyatomic clusters comprising up to ten ions (or even more). Parameters for ionic liquid ion source (ILIS) indicated by � are estimated values
from Ref. 11. For better comparison, the lateral spatial resolutions have been converted to FWHM values assuming a Gaussian beam profile resulting in an error-function-like
edge profile.

Source Common ion species
Reduced brightness
(A m�2 sr�1 V�1)

Min. energy spread
(eV)

Max.
current (nA)

Lateral
resolution
FWHM(nm)

Key
applications

LMIS/LMAIS (Li, Si, Ga, Ge, In, Sn,
Sb, Au, Pb, Bi,…)qþ1::n

1� 106 (Ref. 12) 2–40 (Refs. 12 and
13)

100 2–2.8 (Refs. 14
and 15)

Surface patterning
and cross-
sectioning, volume
imaging, local dop-
ing and implanta-
tion, SIMS, mask
edit, ion thruster

ILIS EMIþ, BMIþ, BF�4 ,
I�,…, cluster ions

5� 106� (Ref. 11) 7–10 (Refs. 16 and
17)

0.75� (Ref. 11) 50�–30 000
(Ref. 11)

Ion thruster, reac-
tive ion etching,
SIMS

PFIB (Xe, Ar, Kr, N, O …)qþ 1� 10� 103 (Ref. 18) 7–10 (Ref. 18) 2500 (Ref. 19) 20–100
(Refs. 18–20)

High rate sputter-
ing, volume imag-
ing, implantation of
gaseous elements

GFIS (He, Ne)þ 1� 4� 109 (Refs. 21–23) 0.25–1 (Refs. 21
and 24)

0.15 (Ref. 23) 0.5/4.0
(Refs. 25–27)

High resolution
imaging and nano-
structuring, mask
repair, implantation
of gaseous elements

LoTIS/MOTIS (Li, Cs, Cr, Rb)þ 1� 240� 105 (Ref. 28) 0.2–2 (Refs. 29 and
30)

25 (Ref. 31) 4.9 (Ref. 28) SIMS, implantation

NAIS Hqþ, Arqþ 4� 105 (Ref. 32) 0.9–2.3 (Ref. 33) 0.2–20 (Ref. 32) �2000 (Ref. 32) SEM as an ion
source, proton
beam writing
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ionization strength. High resolution is to be expected due to the single
atomic ionization site employed in this technology. However, among
other issues, it is the limited lifetime of the ASIS which has hindered
its application in actual FIB instruments so far.

Another source option offering nonmetallic ions is the plasma
ion source of the so-called plasma focused ion beam (PFIB) instru-
ment. Plasma ion sources achieve high currents of up to 2lA and
have a long lifetime, but lower brightness than LMIS sources. The
plasma can be generated by electron impacts, as in a duoplasma-
tron,18,64 by inductive coupling of alternating currents in a radio fre-
quency antenna [an inductively coupled plasma (ICP)],65 or by
microwaves in an electron cyclotron resonance (ECR) ion source.66

In addition to the systems mentioned above, most of which are
commercially available, there are other less common types of ion
source. One example is the so-called cold atom ion source, of which
there are two varieties: the magneto-optical trap ion source (MOTIS)
and the low temperature ion source (LoTIS). These use magneto-
optical trapping (in combination with laser-cooling in the case of the
LoTIS) to generate a trapped cloud of atoms or an intense atomic
beam with a (transverse) temperature in the microkelvin
regime.31,67–72 The atoms in the trap or beam are then field- or photo-
ionized to produce an isotopically pure, singly charged ion beam of
high brightness and low energy spread.29,30,73–75 MOTIS/LoTIS
achieve good resolution at low energies and are suitable for a wide vari-
ety of ions75 but require a high degree of sophistication in their design
and handling. Consequently, these sources have so far only been dem-
onstrated for a few ion species (see Table I and Fig. 1).

Another example is the nano-aperture ion source (NAIS) that
uses an electron-impact gas ion source76,77 and can be installed on
standard scanning electron microscopy (SEM) instruments to deliver
ions from all noble gases or protons. Further less common source types
are Paul traps,78 the electron beam ion trap (EBIT),79,80 the multicusp
plasma ion sources,81 the solid electrolyte ion source (SEIS),82 and the
electrospray ionization source (ESI).83

A systematic overview of all ion species currently available for
FIB instruments is displayed in the form of the periodic table of ele-
ments in Fig. 1. The most common types of ion sources that are used
for FIBs, and their key parameters are compared in Table I.

Crucial factors to be optimized for the routine use of new ion
sources are source lifetime and stability. Lifetime issues are usually
related to contamination and can often be handled by working in
cleaner conditions. However, in other cases, lifetime and stability issues
can be traced to the source itself. For example, the formation of stable
beams from certain elements, such as Al and P extracted from a
LMAIS, remains challenging. The exact reasons for these complica-
tions are not yet fully understood. Source stability is also of particular
importance for large volume sputtering applications, as well as for
focused ion beam induced deposition (FIBID) and resist-based FIB
lithography. For maximum patterning fidelity, these applications
require FIBs with highly stable emission currents and beam position-
ing. Examples of poor stability are the short term current fluctuations
and long term current drift of the Ne-GFIS27 and effects such as pulsa-
tion, droplet, and globule emission from the source tip in LMIS and
LMAIS.84

B. Beam transport

The main components responsible for transporting the beam in a
FIB column from the source to the sample are shown in Fig. 2. The
labels on the left correspond to components found in more standard
instruments and the labels on the right correspond to additional com-
ponents found in more specialized instruments. To summarize: after
extraction from the source, the ions are formed into a beam by the
condenser lens (often after passing through an entrance aperture) and
then guided toward the probe current selecting aperture (often via a
quadrupole lens). The current selecting aperture defines the probe cur-
rent by selecting a small portion of the beam and thereby also reducing
its angular dispersion. To monitor the beam current, the beam is

FIG. 1. Periodic table of elements of available ion species for FIBs. The color of each element shows the corresponding ion source type. Ions of elements that are not available,
toxic or only available as radioactive isotopes are also indicated by color. If ions from a particular element are available using multiple types of ion source, this is shown as
labeled. Diagonal stripes indicate that the ions of those elements are not widely used and/or are produced with a low yield.
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deflected into a Faraday cup. The lower part of the column often
houses a stigmator for final beam shaping, plus an octupole for beam
scanning and a second electrostatic lens (objective) for beam focusing.
In more specialized instruments, a Wien filter is used to select isotopes,
i.e., ions of a specific mass-to-charge ratio.

The condenser and objective lenses are convergent electrostatic
lenses with a cylindrical geometry and are used to steer and focus the
ion beam. They are composed of several electrodes (typically three, i.e.,
an Einzel lens), which are electrically biased to generate electric fields
that change the trajectories of the transiting ions through the electric
force ~F ¼ q~E (see Fig. 3). Electrostatic lenses can be operated in
retarding mode where the ion energy is reduced inside the lens, or in
accelerating mode where the ion energy is increased inside the lens.
Figure 3 shows an example of a lens operated in retarding mode.
Given the curved shape of the field lines inside the lens, the electric
forces imposed on the ions have a radial component in addition to the
deceleration and acceleration axial components of these forces. The
radial force components result in the overall focusing effect of the
lens.84 The focal length of an electrostatic lens depends on the ion
energy, the charge state of the ions, the voltage applied to the lens, and
the lens geometry (and not on the ion mass, as would be the case for a
magnetic lens). For a lens operated at a given voltage, the focal length

will be smaller if the retarding mode is implemented compared to the
accelerating mode.

The beam blanker comprises an electrostatic deflector that diverts
the ion beam into a Faraday cup. This allows the user to both blank
the beam to prevent ion impingement on the specimen as needed, and
also to measure the probe current. Beam blanking is an important fea-
ture, not only for standard applications such as nanostructuring by
FIB milling or FIBID but also for ion implantation tasks. In the most
extreme case, beam blanking must be fast enough so as to allow
implantation down to the single ion level from a non-deterministic ion
source. In this context, fast means that for an assumed primary ion
current of 1 pA, it is necessary to deliver a 10 ns ion pulse in order to
achieve the correct probability, following Poisson statistics, of no more
than one ion per pulse. Fast blanking is achieved using dedicated elec-
tronics and electrodes located at a specific position in the column such
that the beam is blanked in a really short time without creating any
beam tail artifacts. Detection on the sample must also be able to count
the arrival of each ion, one by one (see Sec. II C on detectors).

Other optical elements present in nearly all FIB columns are
quadrupoles and octupoles, which are used to steer the beam and are
key for proper alignment of the beam with respect to the major optical
elements in the column (such as the lenses and apertures). These ele-
ments are comprised of two sets of either four or eight electrostatic
deflectors, which allow the user to tilt and shift the beam (by applying
two counteracting deflections) onto the vertical axis of the subsequent
optical element. In the lower part of the column, close to the final lens,
a stigmator is often implemented, which allows the user to correct the
shape of the beam by applying electric fields that compress (or expand)
the beam along directions perpendicular to the optical axis. All three
of these elements (the quadru-/octupoles and stigmator) enable some
compensation for the aberrations introduced by the imperfections of
the lenses as well as correction for the mechanical alignment of the col-
umn. In the FIB instruments commercially available today, chromatic
or spherical aberrations are not routinely corrected. This is mostly
because the magnitude of both is strongly defined by the source.
However, theoretical papers have shown the possible benefits of such
corrections85,86 and prototypes have been built using an electrostatic
corrector.87,88

FIG. 2. Principal components for beam transport in a FIB column (not to scale).
Components labeled on the left are found in standard Ga-FIB columns, whereas
labels on the right indicate components usually only found in special-purpose
columns.

FIG. 3. Example of an electrostatic (Einzel) lens, showing three cylindrical electro-
des (in orange) where the central one is biased to focus the ions onto a given posi-
tion. Equipotential lines are drawn in red, ion trajectories in blue, and the black
arrows indicate the direction and magnitude of the electrostatic force.
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More specialized columns are equipped with a Wien filter,89,90 by
which perpendicular electric and magnetic fields separate the ions in
the primary beam according to their mass-to-charge ratio (see Fig. 4).
This is necessary when the ion source produces ions from several ele-
ments and/or ions of different charge states. The electromagnetic selec-
tion of ion species has of course no effect on any neutral atoms that
may be present in the beam. To prevent neutral atoms reaching the
specimen, the beam can be sent through an electrostatic chicane
blanker,91 whereby all non-deflected particles (neutrals) are blocked
such that only the charged particles (ions) reach the sample.

As mentioned previously, the performance of a given FIB instru-
ment ultimately depends on the specifications of the ion source. Most
of the optical elements typically used in today’s FIB columns do not
correct for any beam aberrations, although they might create some due
to inherent/manufacturing imperfections. If the source has a poor per-
formance, this will inevitably be propagated to the sample.
Consequently, adjusting the design of the beam transport elements on
a state-of-the-art FIB instrument will typically only result in small
improvements in the overall FIB performance.84,92,93

The main gap between the desired performance of a FIB instru-
ment and its actual performance is currently in the area of low energy
beams (<2 keV). With the ongoing trend to reduce the dimensions
and increase the complexity of (3D) device and sample architectures,
the interactions between the ion beam and the sample become ever
more critical. Thus, the penetration depth and straggle of the ions
inside the material must be minimized. The key way to reduce these
effects is to decrease the energy of the beam, but the consequence is an
increase in beam spot size. This increase in beam spot size is due to
chromatic aberrations from the energy spread of the ions in the beam,
whereby the relative energy spread and hence aberrations become
more pronounced when the beam is retarded.

Finally, the performance of current FIB systems is also limited in
terms of the attainable processing speeds. Using a single focused beam
requires scanning with varying exposure and move/blank sequences,
and is inherently serial. In contrast, template masking of a broad ion
beam on the sample can provide much higher throughput, but at the
expense of flexibility and spatial resolution. Therefore, it has been theo-
retically proposed to combine masking of a broad beam with full con-
trol of single beams in a multibeam approach that significantly
improves throughput for nano-applications.94 A working proof-of-
concept demonstration of such a multibeam FIB column has been
built around a controllable array of ion beamlets.95 In brief, an aperture
plate splits a broad parallel ion beam into a large number of 2.5lm-
wide beamlets. Each of these 43 000 beamlets can be individually
deflected by an array of apertures with adjacent electrostatic electrodes,

fabricated using complementary metal–oxide–semiconductor (CMOS)
technology. All the beamlets are then passed through 200� reduction
optics, which blocks any deflected beamlets. The remaining beamlets
irradiate a user-defined pattern of pixels with a resolution of less than
20nm. This multibeam technique has been optimized for electron irra-
diation96 and is commercially available as a mask writer,97 but further
development of the concept for different ion species is highly desirable.

C. Analytical tools and detectors

Irradiating a sample with an ion beam to trigger and measure a
response is a very common analytical technique, and FIB instruments
that perform imaging, local irradiation, milling, etc., are typically
equipped with various accessories to confer a range of analytical capa-
bilities. For imaging purpose, the secondary electrons (SEs) emitted
from the sample surface are routinely detected using an
Everhardt–Thornley detector (ETD).98 The ETD is scintillator-based,
converting SE strikes to photons inside the sample chamber that then
travel via a light guide to a photomultiplier outside the chamber. As a
complementary imaging channel, secondary ions (SIs) can be detected
using a total ion counter (TIC) (typically in positive SI detection mode
using a Faraday cup or a channeltron). In addition to these imaging
modes, various other analytical techniques are implemented on FIB
platforms; a general overview is given in Table II.

Secondary ion mass spectrometry (SIMS) enables the mapping of
elemental/chemical compositions in the form of 2D/3D images or
depth profiles with high sensitivity (down to the ppm level) in combi-
nation with a high dynamic range (i.e., a given element can be mea-
sured over a concentration range of several orders of magnitude). In
principle, all elements including their isotopes can be measured.
However, for a truly quantitative analysis, reference samples are
required since the ionization yields strongly depend on the local envi-
ronment in the sample (known as the matrix effect).178 Several imple-
mentations of FIB-secondary ion mass spectrometry (SIMS) systems
have been explored with three main system types described in the liter-
ature for units installed on both FIB and FIB-SEM instruments:

(1) Historically, quadrupole mass spectrometer (QMS) systems
have been used on FIB platforms due to their simple design, low
weight, and reduced costs.101,104 In a QMS, only ions with a spe-
cific mass-to-charge ratio are able to travel through the applied
quadrupole field. Ions with different mass-to-charge ratios
travel on unstable trajectories, thus leaving the mass spectrome-
ter before the final exit aperture and so are not counted. QMSs,
therefore, have the disadvantage of not allowing parallel detec-
tion (i.e., only one mass can be detected, the detection of several
masses requiring sequential analyses and hence a duty cycle)
and also have a lower performance in terms of sensitivity.

(2) More recently, various orthogonal and linear time-of-flight
(TOF)-based mass spectrometers have been introduced.121,122

Here, mass separation is achieved because ions with different
mass-to-charge ratios will reach different velocities; measuring
their time-of-flight allows the mass of the ions to be inferred.
The TOF systems offer the advantage of parallel detection, but
since pulsing of the primary or secondary ion beam (or both) is
required, a duty cycle results.

(3) Magnetic sector SIMS systems can offer parallel detection if
using so-called continuous focal plane detectors107,179 and the

FIG. 4. Principle of a Wien filter, with orthogonal electric and magnetic fields and an
aperture to select the desired ion velocity.
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highest sensitivity enabling high-resolution imaging applica-
tions.140 In a magnetic sector mass separator, ions are forced
onto circular trajectories by a perpendicular magnetic field. The
radius of curvature of this trajectory depends again on the
mass-to-charge ratio of the ion. Parallel detection of all masses
can be achieved using focal plane detectors and the appropriate
spectrometer geometry. Magnetic sector systems are operated in
direct current (DC) mode, i.e., they feature a 100% duty cycle.
In terms of disadvantages, these systems typically have a larger
footprint and are heavier because of the integrated
electromagnet.

By combining a gas injection system (GIS) with FIB-SIMS, fur-
ther improvements in analytical output have been demonstrated. For
example, in work combining FIB-TOF-SIMS with a GIS, ionization
probabilities and hence SI signals were found to significantly increase
by 2–3 orders of magnitude, thereby improving the quality of 2D and
3D chemical maps.123 Furthermore, it was observed that co-injection
of XeF2 during the ion bombardment can reduce mass interfer-
ence125,126 and invert the polarity of the negatively charged SIs to posi-
tive,127 thus allowing the collection of more complete chemical
information. Enhancements in SI yields have also been obtained with
magnetic sector SIMS instruments using Cs deposition and O2 flood-
ing to boost the yield of negative and positive secondary ions,
respectively.180,181

Related to SIMS, secondary neutral mass spectrometry
(SNMS)130,131 can obtain similar information, analyzing sputtered
neutrals through laser-based post-ionization, and has the advantage of
matrix-independent ion yields. However, while resonant post-
ionization is an efficient process, non-resonant ionization yields are
low. SNMS requires significant experimental effort and is, therefore,
associated with high costs.

Scanning transmission ion microscopy (STIM) is performed
using the ions of light elements. It can provide mass-thickness contrast
and also crystal structure information due to ion channeling.138

Several different STIM implementations have been investigated, most

based on the collection of secondary electrons generated from impact
of the transmitted ions on a conversion plate,132,133,139 but also some
using direct detection of the transmitted ions.134,135,138 STIM is a
quasi-nondestructive imaging technique and for biological specimens
has been shown to deliver structural contrast comparable to scanning
transmission electron microscopy (STEM).140 Similar to STEM, STIM
demands thin samples (<100 nm). STIM can also be used to obtain
high-resolution images that can be correlated with elemental/chemical
maps determined by SIMS.110

Backscattering spectroscopy in a FIB instrument is similar to
Rutherford backscattering spectrometry (RBS) but is performed at
much lower energies of around several tens of keV. This results in mul-
tiple scattering events due to the relatively large nuclear scattering cross
sections. Even when performing time-consuming simulations of the
ion spectra, quantitative results from the raw energy spectra are diffi-
cult to obtain. However, it has been shown that when coupled with a
TOF setup, backscattering spectroscopy can deliver damage-free
depth-resolved elemental compositions.120 Signal levels are good, since
in addition to the SIs, the backscattering method is also sensitive to the
large number of neutrals generated during the primary ion impact.

One can also analyze the yield of the backscattered primary par-
ticles, for which larger solid angles and higher signals can be achieved.
This is accomplished using an annular micro channel plate (MCP)
located beneath the objective lens of the microscope. While the back-
scatter yield approach is feasible regardless of FIB instrument type, it is
most useful in a helium ion microscope (HIM). In this case, the back-
scatter yield of the primary He ions is high enough (in particular upon
interaction with heavier elements) that damage from the primary
beam can be neglected.120 Backscatter yields depend strongly on the
atomic number of the target.141 To a certain extent, elemental analysis
is also possible but requires prior knowledge of the elements in ques-
tion.147 The backscatter approach has been shown to reveal elemental
contrast from buried layers151 and has also been applied to biological
specimens.182,183 Since backscatter yields depend strongly on ion
channeling effects, this approach can be used to map crystal orienta-
tions.149,152,184–186 SE yields are in fact also influenced by ion

TABLE II. Overview of FIB based analytical methods.

Technique Primary ion Detected signal

Spatial resolution

ReferencesLateral Depth

QMS-SIMS Heþ, Neþ, Gaþ, Csþ, Xeþ,
Oþ, Biþ, Binþ, Auþ, Aunþ, O�

Secondary ions 100 nm <20 nm 99–106

Magnetic sector SIMS <15 nm <2 nm 107–115
TOF-SIMS/orthogonal TOF <50 nm (<30 nm) <10 nm 101,116–127
SNMS Gaþ Post-ionized neutrals 20 nm 87,128–131
STIM Heþ Transmitted ions/neutrals,

backside SEs
<5 nm 132–140

Backscattering spectroscopy Heþ Backscattered ions/neutrals �50 nm 120,141–150
Backscattering yield Heþ Backscattered ions/neutrals 5 nm 151,152
Ion induced SE spectroscopy Heþ, Arþ Secondary electrons Several nm 153–161
IIAES Siþ, Neþ, Arþ, Auþ, Krþ, Gaþ Auger electrons 10 nm 162–167
PIXE Heþ, Neþ, Gaþ X-rays 100 nm 168,169
IL Heþ Photons 20 nm 170–177
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channeling and provide stronger signals, hence crystal orientation
mapping based on the detection of SEs offers a simple alternative149

and has been shown to enable the visualization of interfacial nanoscale
dislocation networks in thin-film alloys.187 The ability to infer crystal-
lographic information from the SE yield has been extended to other
ions and automated.188

Ion induced SE spectroscopy (using He ions) draws on variations
in SE energy to map chemical variations on a sample surface.155,189–191

The approach allows the user to maximize imaging contrast, thus per-
mitting short beam exposure times, which is beneficial for beam-
sensitive samples. However, a quantitative application of the SE spec-
troscopy method is currently limited by the complicated nature of the
data obtained and the lack of a suitable reference database.

Ion induced Auger electron spectroscopy (IIAES) allows the
chemical identification of surface layers, including bond structure, via
the energy-resolved detection of Auger electrons emitted following an
ion induced inner-shell electronic transition.166,192 For elements in the
third row of the periodic table, ion induced Auger electron spectros-
copy (IIAES) has a superior signal-to-noise ratio compared to electron
beam based Auger electron spectroscopy (AES).

Ion/particle induced X-ray emission (PIXE) in a FIB instrument
is essentially the equivalent of energy-dispersive X-ray spectroscopy
(EDS) in the SEM, whereby characteristic X-rays (used for elemental
mapping) are generated as a result of particle bombardment. However,
in the FIB case, PIXE suffers from extremely low X-ray yields and,
hence, has not proved practical thus far.

The final entry in Table II, ionoluminescence (IL), has been tested
on various materials.172 However, the authors of these works con-
cluded that the merits of this technique only really emerge in the case
of in situ characterization of beam induced defects173 and for the local-
ization of rare earth elements.175

Specialized ion detection methods for single ion implantation
(SII) also deserve mention (see Sec. IVB for more detail). These meth-
ods can be categorized into pre- and post-detection techniques. In the
pre-detection category, one example is the use of an image charge
detector (ICD) incorporated into the FIB column that registers the
passage of a single ion (or ion bunch) and is coupled with fast blanking
electronics.193,194 Post-detection can involve standard SE detection195

or more complex sample-integrated detection schemes such as ion
beam induced charge (IBIC) or source-drain current
measurements.196–199

D. Other FIB accessories

In addition to the above-described key components, a number of
other accessories have been developed that extend the capabilities of
FIB instruments even further. A summary of these is given below.

The most common addition to a FIB instrument is an electron
column (SEM). Vice-versa, FIB columns are often added to SEMs. The
electron column enables correlative imaging, in situ monitoring of
milling processes, FIB-SEM volumetric reconstructions, and SEM-
based analytics such as EDS. The SEM addition facilitates sample navi-
gation, since by imaging with electrons rather than ions, beam damage
to the sample can be rendered negligible. Certain FIB-SEM implemen-
tations also allow automated metrology and analysis.200,201

For high-resolution, large-area direct patterning applications,
laser interferometer stages become critical, since the positioning accu-
racy and stability of standard mechanical stages are not sufficient for

these high-end applications. In conjunction with specialized sample
holders, laser interferometer stages enable a sample positioning accu-
racy in the nanometer range over a lateral distance of several
100mm.202

A further rather common addition is a gas injection system
(GIS), which enables focused ion beam induced deposition (FIBID)
and, in combination with an electron column, also focused electron
beam induced deposition (FEBID).203

FIB columns are also sometimes operated in conjunction with an
electron flood gun, whereby in situ charge neutralization is achieved
by illuminating an insulating specimen with low energy electrons. In
particular for HIM, this enables imaging of insulating samples at high
spatial resolution without the need for conductive coatings204 (see Sec.
IVC2), and more generally, FIB milling of insulating samples.205 A
low resolution approach to allow charge-free macroscopic sample nav-
igation is to use an optical camera. The latter has been extended to
enable in situ fluorescence206 and Raman spectroscopy.207

Various types of micro/nanomanipulators have been developed
for intuitive control and mechanical manipulation of micro- to nano-
scale objects, including in situ lift-out of lamella specimens for trans-
mission electron microscopy (TEM),208 and to allow local electrical
connections for various in situ experiments as demonstrated for
SEM.209–211

Through the addition of a femtosecond laser ablation system,
large amounts of material can be removed very efficiently from around
the final target area for subsequent finer milling with the FIB. This ena-
bles higher throughput for applications such as advanced package fail-
ure analysis and process optimization in the semiconductor
industry.212

Numerous add-ons for a wide range of in situ characterization
experiments have also been developed, both by manufacturers and by
researchers. These solutions include electrical probing stations, systems
using Peltier elements for sample heating or cooling (not to be con-
fused with more complex cryo-FIB add-ons), in situ mechanical test-
ing, plasma-based sample cleaners, and automatic laser-based height
sensing. Other often sought-after add-ons are inert gas transfer boxes
to allow oxygen-free loading (and unloading) of air-sensitive sam-
ples.213 Various solutions for incorporating atomic force microscopy
(AFM) into FIB and FIB-SEM instruments have also been developed,
e.g., Ref. 214, which can be implemented in combination with FIB-
SIMS to allow an assessment of surface roughness and thus improve
the accuracy of the 3D reconstructions.117 A recent review article sum-
marizing state-of-the-art solutions for in situ characterization and
micro-/nanomanipulation has been published by Shi et al.210

E. FIB processing of radioactive samples

The investigation of radioactive samples using a FIB system raises
a number of critical issues (legal and technical) that need to be
addressed. The reason the FIB is such a useful instrument in the analy-
sis of these samples is that it allows the preparation of small-scale
specimens (by FIB milling), which by default have significantly
reduced radioactivity levels. These small-scale samples can then be
handled much more easily for a wide range of characterization experi-
ments, both in situ and ex situ, including specimens for small-scale
mechanical testing,215 3D volume imaging,216,217 lamellae for TEM or
synchrotron investigations,216,218,219 and needle-shaped specimens for
atom probe tomography (APT).220
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The exact protocols to follow may vary widely depending on the
national guidelines, individual facility, and the local safety regulations.
For example, individual sub-samples prepared from a larger radioac-
tive sample may still be subject to radiation protection guidelines even
in cases where radioactivities are below a clearance limit for which the
sample can be considered quasi non-radioactive. The type of material,
form of radioactivity, and isotopes involved are all key factors to take
into account.

FIB instruments that are used for radioactive samples can be cate-
gorized as follows, depending on the laboratories where they are
installed and on the shielding implemented:

1. Instruments classed for “low–medium” radioactivity samples.
These instruments are typically also used for experiments with
non-radioactive samples, and are installed in labs with radiation
protection guidelines and moderate shielding.

2. “Hot cell” instruments that are highly shielded (lead wall around
the whole instrument) and may even allow spent fuel samples.

Irrespective of the particular regulations, the main concerns when
working with radioactive samples in FIB instruments are:

• Dose limits for the operator when loading and unloading the
sample;

• Contamination of the instrument to the extent that system main-
tenance becomes difficult;

• Cross contamination between samples in the case of work with
radioactive and non-radioactive samples;

• Lifetime of detectors and other add-ons installed on the instru-
ment (EDS, EBSD, etc.).

Regarding contamination of the instrument itself, it has been
determined that most of the milled material that does not redeposit on
the sample is deposited on the pole piece and surrounding areas.221,222

In the case of materials that generate dust, the sample stage can also
easily become contaminated. One approach to address contamination
of the pole piece is to use a dedicated pole piece insert for experiments
with radioactive samples. FIB-SEM instruments with environmental
scanning electron microscopy (ESEM) capabilities can also be helpful
here, as these provide another aperture for low-pressure mode, and the
water vapor that is typically injected helps to volatilize the radioactive
sputtered material. Frequent cleaning of areas prone to contamination
is another effective strategy to increase the lifetime of the instrument.
The inside of the chamber can also be covered to protect from contam-
ination. Some approaches use sample shields to reduce the spread of
the sputtered material by capturing most of it inside the shield.
However, sooner or later, the entire FIB chamber will need to be
treated as radioactively contaminated equipment and handled
appropriately.

F. Software and correlative approaches

The software infrastructure of a FIB instrument needs to control
various elementary subsystems, e.g., the vacuum system and sample
stage, as well as the ion source and column functions (beam extraction
parameters, aperture selection, column alignments, etc.). This is imple-
mented by the manufacturer using a graphical user interface (GUI)
that allows control of all FIB system components and integrated add-
ons. Customized FIB setups employing, e.g., specialized, noncommer-
cial FIB columns, or nonstandard add-ons, usually use separate control

software developed for these specific use cases, which are often difficult
to set up and maintain due to closed hardware interfaces and patent
issues. Regardless of the particular configuration, software control for
the following applications is required:

• Imaging (including 3D volume imaging) and elemental analysis
using various detectors, see Secs. II C, IVC, and IVD;

• Milling, ion irradiation, and implantation, see Secs. IVA and
IVB;

• Gas-assisted processing and resist-based lithography, see Secs.
IV E and IV F.

All of the above demand a scan generator that controls the path
of the ion beam on the sample with high precision and repeatability.

Beam scanning is realized using a digital-to-analog converter
(DAC) patterning board that determines the number of addressable
pixels in each direction (e.g., 65 536 for 16bits) and sets the voltages of
the beam deflection system accordingly. The beam path is then a
sequence of pixels with a certain dwell time and spacing depending on
the field of view. Simple line-by-line scanning routines are used for
imaging and elemental analysis, and the respective detector output is
synchronized to assign a signal (e.g., a gray value or a mass spectrum)
to each pixel position.

For subtractive processing, deposition, resist lithography, etc.,
special beam paths are needed. Here, manufacturers typically offer
software tools that enable the creation of geometric shapes that are ras-
tered according to a chosen set of parameters. Grayscale patterning
offers an even easier way to realize complex shapes and the milling of
3D profiles, by loading an image in which the grayscale values of the
individual pixels correspond to the local relative ion doses to be
applied. The latter is an appealing plug-and-play solution for markers,
text, and other non-quantitative designs, yet it is difficult to optimize
systematically and is, therefore, not commonly used for actual struc-
tures. In the case of more advanced patterning needs, design files can
be imported from lithographic software, assigned with parameters,
and rasterized, thus enabling complex and large-scale structuring
tasks.223 Standalone lithography systems from third-party manufac-
turers can also be directly integrated as accessories via the use of an
external scan control unit for the FIB column. Such systems typically
also have access to stage control, allowing multi-step processing with
marker-based registration or stitching, the latter requiring a laser inter-
ferometer stage for the highest level of positioning accuracy.

The capabilities of these various patterning systems are sufficient
for many applications, but reach their limits when more complex geo-
metric shapes and the highest spatial resolution are required, and/or
when the position of the beam must be known with certainty at all
times. This is because with these systems, the user has limited control
over the actual raster process and possible auxiliary routines can be
hidden in the proprietary software (e.g., for stabilization of the beam
position). The most robust solution is to address pixels directly on the
patterning board using a point cloud, which can be encoded in so-
called stream files or deflection lists. This allows arbitrary rasterized
beam paths to be executed by the integrated patterning software.
Various groups have developed codes to generate such beam paths
and the corresponding point clouds for specific tasks.224,225 For arbi-
trary geometric shapes, an open-source Python-based solution is avail-
able, which allows the generation of patterns and geometry-adapted
beam paths that can be both variably rasterized and optimized.226 For
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the creation of 3D profiles, approaches based on computer-aided
design (CAD) have also been developed.227–231 These solutions imple-
ment material removal via thin slices plane-parallel to the sample sur-
face, which allows systematic optimization since the amount of
material removed per slice remains constant (a significant advantage
over the grayscale patterning mentioned above). Modeling of the mill-
ing process can also be used to take into account angle-dependent
sputtering228 and redeposition,232 or more generally, non-isotropic
surface erosion.229 For more details, see Secs. III A and IIID.

In addition to beam control, another software need focuses on
enhancing the analytical capabilities of the instrument. Commercial
FIBs are often coupled to a SEM column and/or equipped with analyti-
cal instrumentation such as SIMS. Most FIB instruments are thus fur-
nished with electron detectors for the collection of SEs to allow for
SEM-like imaging (albeit the physics of the signal formation is differ-
ent).233 Additional detectors offer a variety of other imaging possibili-
ties via the detection of transmitted ions,138 backscattered ions,120

secondary ions,140 photons,170,171 Auger electrons,166,167 etc., see Table
II. These FIB instruments, thus, need to be equipped with the neces-
sary interfaces to allow for either direct control of the beam position,
or synchronization between the detector signal and internal scan gen-
erator. Such interfaces are standard for the commercial FIB platforms
offering these analytical modalities.

For common repetitive FIB tasks, instrument users can employ
various forms of software automation. Examples of automated tasks
include column alignments and focusing, trench milling (including
for TEM lamella preparation), large-scale sequential lithography
projects, serial sectioning, and complex analytical tasks such as 3D
tomography using multiple detectors. In the past, the technical chal-
lenges of many of these processes were handled largely without auto-
mation by expert FIB operators following intensive training.
However, over the last decade, this situation has been significantly
relieved by the introduction of various semi and fully automated
processes by the major FIB manufacturers. It must be stressed that
there is still room for improvement and further automation is highly
desired. Here, automation routines that are more customizable or
user-programmable with well documented application programming
interfaces (APIs) or scripting environments within the FIB software
stack would be of great benefit. This would allow standard automa-
tion routines to be set up and executed by lab technicians after just a
short training period.

Finally, the correlative microscopy and spectroscopy functionali-
ties of modern FIB instruments (both for 2D110 and 3D234–236 analysis,
see Secs. IVC and IVD) require a combination of the aforementioned
software controls as well as advanced software tools for correlation,
analysis, and visualization.237,238 In the simplest case, a correlative
dataset is acquired using multiple detectors and a single scan of a sur-
face (or in the case of 3D analysis, a stack thereof) such that multichan-
nel data are available for every beam location (pixel). If this is not
possible, datasets from separate experiments have to be combined
post-acquisition under the condition that some form of alignment is
possible, e.g., via fiducial markers. For the correlation of 2D images,
open-source software is available, e.g., in the form of the Fiji/ImageJ
image processing package239 and its plug-ins such as Correlia..240,241

Additional resources can be found on the webpages of the COMULIS
project242 and the BioImage Informatics Index.243 For the most com-
plex cases (e.g., the correlation of X-ray and FIB tomography data),

dedicated analytical software244 and novel approaches for data storage
and management are required, see Sec. VC3.

III. SIMULATION APPROACHES FOR FIB PROCESSING

Simulations carried out at various levels of sophistication have
the potential to provide insights into the interaction of the FIB with
the target. These calculations can help rationalize the experimental
results, optimize the beam parameters (ion energy, incidence angle,
etc.), and guide the experimental work. Various theoretical methods
have been developed to describe the interaction of the impinging ions
with the target and to assess the amount and type of sample modifica-
tion produced by a given ion irradiation.245–247 Among them, atomis-
tic computer simulations, which describe the system as a collection of
interacting atoms, have provided much insight into the behavior of
materials under the impact of energetic ions. These approaches can
give precise information on ion ranges and energy losses and on the
types of irradiation induced defects. Defect stability and long-term evo-
lution under ambient conditions or at elevated temperatures during
annealing can also be simulated. Continuum models, on the other
hand, can be computationally more efficient and eliminate the statisti-
cal noise inherent to many atomistic methods. They describe the sys-
tem under investigation by continuum quantities, such as
concentrations or surface contours, which conceptually require averag-
ing over finite volumes. In practice, these quantities are often discre-
tized on a mesh of elements with sizes larger than atomic dimensions.
Continuum models also require parameters to be provided by
experiments.

The choice of simulation method is dictated not only by the main
goal of the simulation (e.g., to assess the electronic stopping power or
to calculate ion ranges, amount and type of damage, atomic mixing,
surface evolution, etc.), but also by the system size, the required level of
sophistication, and the computational costs. A typical approach is to
find a suitable compromise between the necessary computational
resources and accuracy. Multiscale simulations are frequently used, in
which more accurate but computationally demanding approaches are
employed as tests, or to provide parameters for lower spatial or tempo-
ral resolution techniques.

An overview of the time and length scales accessible via the vari-
ous simulation methods is given in Fig. 5. The binary collision approxi-
mation (BCA) method, discussed in Sec. IIIA, describes the ballistic
phase of the slowing down of the ions and of the development of colli-
sion cascades. Since the ballistic phase is over in less than a picosecond,
application of the BCA method makes sense only on a sub-picosecond
timescale. Ab initiomethods, in practice mostly density functional the-
ory (DFT), are the most accurate techniques, but are restricted to pico-
second and nanometer ranges because of their computational cost.
Classical molecular dynamics (MD) may be used for system dimen-
sions of roughly up to 100 ns and 100nm. These methods are
described in Sec. III B. Longer time scales are accessible by the kinetic
Monte Carlo (kMC) method (Sec. IIIC), which describes the evolution
of a system given the probabilities of events. The actual limits of kMC
are determined by the event frequencies and the density of objects in
the system to be studied. Finally, continuum models (Sec. IIID) usu-
ally study systems beyond the single digit nanometer range, as they do
not resolve materials on the atomic level.

In the following subsections, a concise review of the available
computational techniques, with examples of their use, is presented. It
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is hoped that this overview provides a clear picture of the opportunities
simulation provides for FIB processing.

A. Simulation techniques based on the binary collision
approximation (BCA)

The BCA approach is the most widely used method to assess the
scattering and slowing of energetic ions in matter and the effects of the
associated collision cascades, i.e., sputtering, atomic mixing, and the
formation of point defect damage. The motion of each energetic atom
is described as a sequence of asymptotic trajectories between binary
collisions with target atoms that are at rest before the collision.
Detailed information on the associated algorithms is provided in the
book by Eckstein.249

1. Principles and limitations

The binary collisions are normally treated as elastic with
repulsive-only screened Coulomb interaction potentials, as, e.g., in the
“universal”250 or “Kr–C”251 parameterization. Energy transfer to the
target electrons is included either nonlocally along the free paths
between the collisions (e.g., using a universal analytical description252

or specific semiempirical data253) or locally dependent on the colli-
sional impact parameter254 or as a combination of both.

Simulations based on the BCA method are often denoted as
Monte Carlo (MC) simulations due to the random choice of collisional
parameters, such as the impact parameter and the azimuthal position
of the target atoms relative to the trajectory of the moving atom. In
random and amorphous media, this applies to all binary collisions dur-
ing the simulation. In contrast, in crystalline media only the initial
position of the incident projectile relative to the lattice atoms is treated
randomly, while the subsequent slowing down, including the genera-
tion and termination of a collision cascade, is largely deterministic due
to the positions of the lattice atoms being fixed except for thermal
vibrations.

A prominent advantage of BCA simulations is their low compu-
tational cost and very fast performance, which allows modeling even of

large systems up to the macroscale and the treatment of incident ion
energies up to the MeV regime. However, in contrast to MD simula-
tions (see Sec. III B), the BCA model fails if a significant fraction of the
collisions occurs between moving atoms. Such so-called “collisional
spikes” or “elastic thermal spikes”255 form in dense cascades generated
under heavy-ion bombardment in the energy regime centered around
the maximum of the nuclear stopping force256 (typically around
100 keV). However, any collision cascade also dissipates into a colli-
sional spike before its final thermalization, which sets a low-energy
limit on the validity of the BCA. Depending on the material, esti-
mates249 and comparisons with molecular dynamics simulations257,258

indicate a failure at energies below several tens of eV. However, experi-
ence shows that sputtering, which is dominated by cascade atom ener-
gies slightly above the surface binding energies of 2–8 eV,256 is rather
well described.259,260 This suggests a practical lower energy limit of
validity. Undoubtedly, BCA breaks down below the bulk binding
energy of typically a few eV, where the purely repulsive interaction
potential is no longer appropriate and many-body interaction has to
be taken into account. This excludes, e.g., the derivation of local atomic
configurations after thermalization.

It must also be noted that BCA simulations require predefinition
of a number of options and parameters, such as the choice of interac-
tion potential, the addition of “soft” collisions with more distant target
atoms, the type of electronic interaction, and the surface binding and
atomic relocation threshold energies, which are often difficult to iden-
tify and unavailable in the literature, particularly for compounds.
(Note that except for the electronic interaction, these predefinitions are
unnecessary in MD simulations because proper choice of the interac-
tion potential ideally covers all bulk and surface interactions down to
thermal energies.) Whereas ion ranges derived from BCA simulations
are mostly reliable within 5%–10%, sputtering and defect results are
significantly influenced by these preselections. As a result of parameter
variations within physically sound limits, calculated sputtering yields
may easily change by more than 50%.261 For the different BCA codes,
parameters are often not chosen from theoretical or experimental
information, but justified based on prior experience comparing the
simulation results to experimental data.

Originally, BCA codes were designed for “static” simulations dur-
ing which the system is assumed not to be altered by the irradiation.
This allows the prediction of range and damage distributions as well as
sputtering yields with high statistical precision when a sufficiently large
number of incident projectiles is employed. In the simulation of ion
implantation into single-crystalline targets, “dynamic” consideration of
damage buildup is required if the fluence exceeds a certain thresh-
old,262,263 as crystal damage reduces or suppresses channeling. This is
achieved by choosing collision partners randomly instead of from the
crystal lattice, with a probability proportional to the damage. More
often, the term “dynamic BCA simulation” refers to the modification
of the chemical composition and geometry of the target, which occurs
experimentally for a sufficiently large number of incident ions. Specific
BCA codes track implanted ions as well as relocated and sputtered
recoil atoms in order to continuously update the local composition in
multicomponent systems and the surface position or the surface con-
tour in 1D or 2D/3D systems, respectively. Simultaneously, the
composition-dependent local atomic density must be updated by vol-
ume relaxation and/or material transport. (Again, this dynamic modi-
cation is straightforward in MD simulations, but in systems exceeding

FIG. 5. Time and length scales accessible via simulation methods. The smallest
time scales are accessible only using certain types of continuum models. kMC can
cover the entire length-time space displayed depending on the details of the system
studied and on the sub-method used, and is therefore not included in the graph. For
more information, see Ref. 248.
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the nanoscale and for higher ion energies it is often impeded by exces-
sive computational cost.)

2. Specific BCA codes

Among the large variety of BCA-based simulation codes that
have been described in the literature, we will in the following only
address a few selected ones, in particular those that are presently in
broader use and/or offer new features with respect to nanosystems,
specifically for FIB applications. For a rough classification, see Table
III, access information for most of the codes can be found in Ref. 264.

TRIM265,266 has been the most widely used BCA code for several
decades. It offers a very convenient graphical user interface253 for fast
generation of range and damage statistics, and rough estimates of sput-
tering yields in amorphous semi-infinite or thin-film systems with a
flat surface. The restriction to amorphous media is often not a severe
limitation, since many materials become highly damaged or even
amorphized under irradiation and, depending on the conditions, most
ion or recoil atom trajectories are random in nature, even in crystalline
materials. TRIM partly fails in detail, such as for sputtered atom angu-
lar/energy distributions.292

Sometimes the crystal structure of the irradiated material does
matter. Typical cases include low-fluence or single-ion implantation
aligned with a low-index crystallographic direction293 and the sputter-
ing of elemental metals.260 Codes that consider the crystal structure are
Crystal-TRIM,262,271 which is restricted to certain materials, and
IMSIL,263,272–274 which allows more general crystal systems and sput-
tering simulations.

Based on the early TRIM sputtering version TRIM.SP,261 1D
dynamic relaxation has been implemented in TRIDYN267,268 and in
SDTrimSP.269 In connection with the recent broad interest in nano-
structures, BCA codes have been extended to treat 2D and 3D systems
using pixel and voxel grids, respectively. For static operation only, the
surface for simple bodies may be defined analytically, such as in
TRI3DST278 and IM3D,280 or triangularized as in a second option of

IM3D.With a pure voxel approach, the stepped surface contour result-
ing from pixel or voxel grids may cause artifacts by, e.g., capturing
atoms at glancing incidence (which could in fact occur experimen-
tally). This may be overcome by a local adjustment of the near-surface
nodes274 (IMSIL) or by local planarization of the surface284

(TRI3DYN). In IMSIL for 2D dynamic simulation,273 pixels that are
affected by collisional transport become distorted based on an algo-
rithm which optimizes their volumes and are subsequently projected
onto the original pixel grid. In contrast, SDTrimSP-2D275 relaxes the
pixel volumes along one dimension only toward a specified surface.
3D dynamic simulations have been demonstrated using
TRI3DYN282–284 and EnvizION.285–291 For overall volume and surface
relaxation, TRI3DYN makes use of material exchange with nearby
voxels or the surface, whereas in EnvizION the relaxation is limited to
near-surface regimes. TRI3DYN even works for macroscopic systems,
while EnvizION is limited to the nanoscale, since each voxel contains
only one atom. A characteristic result of a TRI3DYN simulation is pre-
sented in Fig. 6, demonstrating surface erosion and contamination
during irradiation of a Au nanosphere on a Si surface.

3. BCA-based simulations of FIB processing

1D static BCA simulations have often been employed for under-
standing experimental findings in FIB processing such as in recent
studies of FIBID.294–297 These have also been used to generate, e.g.,
angle-dependent sputtering yields and angle-energy distributions of
sputtered atoms to describe erosion and re-deposition, respectively, in
2D and 3D “level set”298 or “segment based”299–301 simulation models
of the surface contour development during FIB induced erosion, see
Sec. IIID.

A direct 2D dynamic BCA simulation of FIB induced erosion is
described in Ref. 273, where the milling of trenches is exemplified. The
results shown in Fig. 7 demonstrate the slowing of the milling process
by atoms sputtered from the bottom and redeposited to the sidewalls.
In addition, a high concentration of implanted atoms at the bottom of

TABLE III. Classification of selected BCA simulation codes. Note that the individual codes contain specific algorithms, use different parameters, and/or are designed for specific
application areas, which are not detailed here.

Code Geometry Atomic structure Surface Dynamic relaxation

TRIM253,265,266 1D Amorphous Planar …

TRIDYN267,268 1D Amorphous Planar 1D
SDTrimSP269 1D Amorphous Planar 1D
IMINTDYN270 1D Amorphous Planar 1D
Crystal-TRIM262,271 1D Crystalline Planar …

IMSIL263,272–274 1D/2D Amorph./cryst. Polygons/pixeled (adjusted) –/1D/2D
SDTrimSP-2D275 2D Amorphous Pixeled 2D
CORTEO276,277 3D Amorphous Voxeled …

TRI3DST278 3D Amorphous Analytical …

IRADINA279 3D Amorphous Voxeled …

IM3D280 3D Amorphous Analytical/triangularized …

SDTrimSP-3D281 3D Amorphous Voxeled 2D
TRI3DYN282–284 3D Amorphous Voxeled (planarized) 3D
EnvizION285–291 3D Amorphous Voxeled 3D, near-surface
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the trench emerges, which pushes material upward along the trench
sidewalls via volume relaxation. The simulation of the milling of a slit
in a membrane is described in Ref. 274.

With particular focus on FIB processing, Rack and co-workers
have published a series of 3D dynamic results obtained with
EnvizION.285–291 In addition to the collisional BCA simulation and
relaxation algorithms used, simplified models have been implemented
for reactive-gas assisted erosion and deposition, including secondary-
electron mechanisms.160 Selected results have recently been reviewed
in Ref. 302. For an introduction to gas-assisted processes, see also Sec.
IIID 2.

Dynamic BCA simulations may also be employed to characterize
specific FIB based nanoanalytical methods. An example is a 1D
TRIDYN simulation of damage buildup during FIB milling of nano-
membranes for TEM analysis.303 Another example is the 3D
TRI3DYN simulation of STIM in a HIM device, as shown in Fig. 8.
Simulations such as those presented in Fig. 8(a) help us to identify the
detector geometry for optimum image contrast and resolution.
Furthermore, Fig. 8(b) indicates that there is only minor degradation

of the sample by surface sputtering and recoil atom transport between
the core and the shell and between the sphere and the substrate.

B. Molecular dynamics and molecular statics

Although BCA methods are able to provide insight into processes
developing during the ballistic (sub-picosecond) phase of ion irradia-
tion, they cannot predict details of the permanent modification of the
target’s atomic structure, such as defect clusters or dislocations includ-
ing their strain fields. Particularly with heavy ions, heat spikes may
develop even in keV energy cascades, and the local melting of the tar-
get affects the amount of damage formation and atomic mixing.304

The accuracy of the BCA approach diminishes257,258 at energies
roughly below 100 eV, and it completely fails in the low single-digit eV
energy range. Hence, MD is often the method of choice for the simula-
tion of phenomena associated with atomic motion at eV and sub-eV
kinetic energies.

1. Principles and simulation codes

Most approaches in practical use are based on the
Born–Oppenheimer approximation, which assumes that the electronic
subsystem relaxes instantaneously to its ground state at any time as the
atomic nuclei change their positions. Consequently, the effect of the
electrons can be embodied in a potential energy function that depends
only on the nuclear positions.305 Analysis of this energy function
allows determination of many material properties as well as the time
evolution of the system, e.g., in an irradiation experiment. This is even
true when deposition of energy into electronic degrees of freedom
dominates, such as for 30 keV He ions impinging on Au clusters306

where defect production is still governed by ballistic energy transfer as
excitations are quickly delocalized.

FIG. 6. Sputter shaping of Au nanosphere of diameter 50 nm on Si, (a) initially and
(b) after irradiation with 30 keV Ga ions under normal incidence for fluences of
4� 1015 and (c) 1� 1016 cm�2. The TRI3DYN simulation (with periodic lateral
boundary conditions) demonstrates size reduction and shaping by sputtering, sub-
strate surface erosion, and contamination of the original sphere with sputtered sub-
strate material and vice versa. The incorporation of Ga is small and not shown. For
more information, see Ref. 283.

FIG. 7. Bombardment of Si target with a sharp 50 nm-wide, 50 keV Ga beam with a
fluence of 5� 1018 cm�2. Final target composition displaying concentrations
(cm�3) of (a) Ga atoms, and (b) Si atoms that originate from a depth greater than
30 nm in the virgin sample. Surface contours track fluence increments of
5� 1017 cm�2. The scan area of the beam is in the center of the top boundary. The
simulations have been performed with IMSIL. For more information, see Ref. 273.
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In the MD method, Newton’s equations of motion are solved for
all atoms in the system, using forces calculated from the potential
energy function.305,307,308 This is done iteratively with time steps on
the order of 1 fs with the time step being dependent on the ion/atom
velocities and their masses. At the end of the simulation, when the
energy is equilibrated everywhere in the system, the final structure can
be analyzed. Due to the short time step required, total simulation times
are limited to the nanosecond or at most microsecond range for classi-
cal MD and to picosecond for ab initio MD. Effects corresponding to
longer timescales are sometimes mimicked by increasing the tempera-
ture in the system, which then allows observation of annealing (recom-
bination) of defects and the relaxation of strain.309 Detailed
descriptions of the principles of these MD methods can be found in
Refs. 247 and 310.

Molecular statics (MS) methods are concerned with finding min-
ima and saddle points in the potential energy function. The former
identify (meta-) stable atomic configurations, while the latter allow the
determination of energy barriers for diffusion and chemical reactions.
Finding global minima, corresponding to stable as opposed to metasta-
ble configurations, can be tricky. Various methods have been devel-
oped, see Ref. 305 for details.

Simulation codes can be classified into classical and ab initio
codes. In the first group, the potential energy and forces are calculated
by evaluating mathematical expressions with empirical parameters,
while in the second group, they are determined by solving approxima-
tions to the Schr€odinger equation. The most widely used classical MD
code is LAMMPS.311,312 Another general purpose MD code is
DL_POLY.313 Codes specifically designed for the simulation of radia-
tion effects include PARCAS,314 DYMOCA,315 and MOLDYCASC.316

GROMACS317 and NAMD318 mainly target biomolecular systems.
Popular ab initio codes capable of performing MD simulations are
VASP319 and QUANTUM ESPRESSO.320

2. Models for the potential energy function

Among the ab initio methods, DFT321 with local and semilocal
exchange-correlation (XC) functionals provides a good compromise
between accuracy and computational expense for the calculation of the
potential energy function. Some phenomena, such as van der Waals
interactions, magnetism (especially when spin–orbit coupling is taken
into account) or accurate evaluation of the bandgap in semiconduc-
tors, require one to go beyond “vanilla” DFT by either using more
sophisticated XC functionals322 or post-DFT methods, such as GW/
RPA (many body perturbation theory/random phase approxima-
tion).323 Yet otherwise, DFT simulations normally provide reliable
results with respect to the atomic coordinates and energetics on the
scales relevant for the modeling of ion irradiation effects. DFT is capa-
ble of predicting charge states of defects and static charge transfer,324

while time-dependent density functional theory (TDDFT) can describe
charge transfer dynamics in ion collisions. The advantage of ab initio
simulations is that they do not require any material-dependent param-
eters from the user. The disadvantage is their high computational cost,
which scales as n2…3, where n denotes the number of valence electrons
or atoms in the simulation. This imposes a practical limit on the sys-
tem size that can be handled by DFT, which using supercomputers is
currently on the order of 1000 atoms.

If larger systems need to be handled, empirical interatomic poten-
tials (sometimes called force fields) must be used to describe the poten-
tial energy function. The computational expense of these simulations
scales nearly linearly with the number of atoms. On the downside, the
mathematical expressions describing the interatomic potentials are
only approximations of the true potential energy function, and the
parameters in these models must be fitted for each combination of
chemical elements in order to reproduce the physical properties of the
material (e.g., lattice parameters, elastic properties, bond energies,
energetics of defects, stability of sputtered fragments, etc.). Care is
needed if the simulation results in atomic arrangements that are out-
side the range of atomic arrangements used for the fit. Moreover, the
availability of force field parameters can be a limiting factor when look-
ing for new applications, since the development of new parameter sets
is a tedious task.325 To overcome this bottleneck, various methods
have been developed in recent years.326–333

FIG. 8. TRI3DYN simulation of scanning transmission ion microscopy (STIM) in a
helium ion microscope (HIM). (a) Ion transmission relative intensity image for Au
(20 nm diam.)/SiO2 (50 nm diam.) core/shell nanosphere on Si3N4 membrane of
thickness 20 nm. A 20 keV Heþ beam with a Gaussian beam profile of 0.5 nm full
width at half maximum (FWHM) is scanned across an area of 90 mm� 90 nm up to
a fluence of 2� 1016 cm�2, with the transmitted ions being registered in an annular
dark-field detector of 0.6 and 5 cm inner and outer radius, respectively, mounted
2.5 cm behind the sample. Custom evaluation software correlates the detection of
the transmitted ions with the actual y–z scan position of the beam. (b) Cross-
sectional image of the total atomic density after the irradiation, averaged over a cen-
tral slice of thickness 2 nm.
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Collections of 1000þ interatomic potentials together with their
parameters for individual systems are available in the NIST
Interatomic Potentials Repository334 and the Knowledgebase of
Interatomic Models (OpenKIM).335 Educated choice of an appropriate
interatomic potential is essential for the success of a simulation. In
Table IV, the most popular options are listed together with the types of
atomic interactions they can describe and their computational expense.
All but the CHARMM force field, which is mainly used to describe
biochemical molecules such as proteins, lipids and nucleic acids, allow
for bond breaking, a prerequisite for the simulation of almost all irradi-
ation effects. For an introductory text on interatomic potentials, see
Ref. 305.

Overall fitting of a single functional form with a limited number
of parameters to reproduce a vast range of material properties has fre-
quently proven to be an unmanageable task. To overcome this limita-
tion, machine learning (ML) potentials have recently been
developed.348,349 Common to all flavors of ML potential is their
description of the potential energy using multiparameter functions of
the local environment around each atom. To determine the parame-
ters, a large dataset of potential energies and corresponding inter-
atomic forces for a specific set of chemical elements in different
configurations is generated by DFT calculations. Hence, the flexibility
of these potentials is much greater than that obtained using empirical
interatomic potentials, and if carefully developed, they are able to pro-
vide results with an accuracy comparable to DFT. There have also
been attempts to train ML potentials on-the-fly to handle situations
that had not originally been anticipated, such as large surface recon-
structions or rare chemical events.350,351

As an example, Fig. 9(a) demonstrates the ability of the Gaussian
approximation potential (GAP)352 to reproduce the DFT results for
the cohesive energy of pure W as a function of atomic volume in

different phases.353 Similar agreement between predictions of the
tabGAP potential (a more efficient version of GAP354) and the DFT
calculations of mixing energies and bulk moduli is shown in Fig. 9(b)
for multiple combinations of binary, ternary, and quaternary alloys.

The interatomic potentials discussed so far describe the potential
energy function near equilibrium or a few eV above equilibrium.
During irradiation simulations, much higher potential energies occur
in close collisions. In this regime, purely repulsive potentials such as
also used in BCA simulations, e.g., the universal Ziegler–Biersack–
Littmark (ZBL) potential355 or the potential obtained with the all-
electron DFT code DMol,356 provide accurate results. These potentials
need to be smoothly joined with the material-specific empirical potential

TABLE IV. Some popular interatomic potentials listed with the type of interaction they
are able to describe and the execution times per atom relative to the Lennard-Jones
potential taken from Refs. 336 and 337 using LAMMPS. Mean values are given in
cases where both of these references list values. Execution times for ML potentials
vary widely, depending on which formalism they are implemented in (see main text),
but still scale linearly with the number of atoms n. DFT times are usually orders of
magnitude larger than those for empirical interatomic potentials. Ratios strongly
depend on the system size, since DFT times scale as n2…3, hence it is not reason-
able to give a scaling factor for DFT.

Interatomic potential Type of interaction Execution time

Lennard-Jones338 van der Waals 1
EAM339 Metallic 1.8
Stillinger–Weber340 Covalent 3.4
Tersoff341 Covalent 4.4
Coulomb–Buckingham342 Ionic 4.7
CHARMM343 Biomolecules 14.1
MEAM344 Metallic/covalent 16.5
COMB345 Chem. reactions 188
ReaxFF346 Chem. reactions 197
Kieffer347 Chem. reactions …

Machine learning (ML) All �10–10 000
DFT All �

FIG. 9. Example of the agreement between DFT training data sets and machine-
learned interatomic potentials using (a) GAP353 and (b) tabGAP354 for computing
the cohesive energy of pure W in different phases, and the mixing energies and
bulk moduli of various alloy combinations, respectively. The symbols are the DFT
data points and the lines show the GAP and tabGAP results. (a) Reproduced with
permission from Byggm€astar et al., Phys. Rev. B 100, 144105 (2019). Copyright
2019 American Physical Society. (b) Reproduced with permission from Byggm€astar
et al., Phys. Rev. B 104, 104101 (2021). Copyright 2021 American Physical Society.
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at small distances.357 For ML potentials, it is advantageous to already
include the repulsive potential in the training phase.353

3. Applications of molecular dynamics to FIB irradiation

Large-scale MD simulations have been employed to gain insight
into nanostructure formation and the modification of nanostructures.
Das, Freund, and Johnson358 investigated the Ga FIB-induced forma-
tion of nanopores in Si membranes, which are of interest for biological
applications. They identified a local boiling mechanism that could be
explosive at high enough ion fluxes.358 Moreover, they found recircu-
lating material flow, which they explained as being driven by
temperature-gradient induced surface tension gradients.359 Another
interesting phenomenon occurs during ion irradiation of Si nanopil-
lars. At room temperature, the pillars shorten [Fig. 10(a)], while at ele-
vated temperature, they become thinner [Fig. 10(c)]. In the MD
simulation performed at room temperature [Fig. 10(b)], Si amorphizes,
which initiates viscous flow due to the ion hammering effect361 result-
ing in a shortening of the nanopillar as seen in the experiment. In con-
trast, in the BCA simulations shown in Fig. 10(d), the nanopillar
mainly shrinks in diameter, in agreement with the experimental results
at elevated temperature. This is explained by the neglect of viscous
flow in the BCA simulations, which in fact does not occur when the

target remains crystalline at the higher temperature. As a third exam-
ple, MD simulations have examined how a balance among beam
spreading, erosion, and defect-induced strain limits the thinning of
FIB lamellae.362

Chemical effects in sputtering cannot be described by BCA simu-
lations but can be using MD simulations employing reactive force
fields. For instance, the sputtering of Si by low-energy O and Si ions
using the Kieffer force field347 showed that two mechanisms are mainly
responsible for sputtering: (i) emission of atoms forming clusters a few
Angstroms above the surface, and (ii) ejection of clusters that are
loosely bound to the surface.363 As another example, the impact of
residual water molecules on sputter yields of Si bombarded with Ar
has been studied (cf. Fig. 11). Here, MD simulations using the ReaxFF
potential optimized for the Si–C–O–H system364 are compared to
SDTrimSP BCA simulations. For the MD simulations, a much weaker
dependence of the O and H partial sputter yields on the incidence
angle is found. The difference might be explained by the random posi-
tions of the H and O atoms in the SDTrimSP simulations, presenting
more efficient scattering centers than the more regular atomic configu-
rations in the MD simulations at incidence angles between about 50�

and 80�. At angles closer to perpendicular and grazing incidence, the
MD results show higher sputter yields than BCA. This may be
explained by the desorption of water molecules, which is not included

FIG. 10. Comparison of the deformation of Si nanopillars under high fluence 25 keV
Ne or Si ion irradiation. (a) scanning electron microscopy (SEM) images before
(left) and after (right) Ne ion fluence of 2� 1016 cm�2 at room temperature.360

Note the short, but still wide shape of the pillars after irradiation. (b) Results of MD
simulations for the Si/SiO2/Si pillar (r ¼ 5; h ¼ 50 nm) before and after Si fluence
of 7:6� 1015 cm�2. In the top-down views, the dashed squares outline the bottom
pedestal and the purple circles show the size of the ion beam irradiation pattern
used throughout the simulation.361 (c) Experimental images of the evolution of Si
nanopillar under prolonged Ne ion irradiation at 400 �C.360 Since the Si does not
amorphize, the shape is modified only due to erosion from the top and the sides of
the pillar, which is well captured by BCA simulations. (d) Corresponding nanopillar
images from BCA simulation.360 (a), (c), and (d) Reproduced with permission from
Xu et al., Semicond. Sci. Technol. 35, 015021 (2019). Copyright 2019 Authors,
licensed under a Creative Commons Attribution (CC BY) license and (b) reproduced
with permission from Fridlund et al., Phys. Rev. Mater. 4, 013601 (2020). Copyright
2020 Authors, licensed under a Creative Commons Attribution (CC BY) license.

FIG. 11. Results obtained by MD and BCA (SDTrimSP) simulations after 100 eV Ar
irradiation of Si covered with a monolayer of water molecules to a fluence of 5�
1015 ions/cm2. For the MD Si(100) was used. The SDTrimSP sample was amor-
phous. The evolution of (a) the sputtering yields and (b) the fraction of sputtered H
and O atoms, are shown as a function of incidence angle.
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in the BCA model. Note that the maximum Si sputtering yield is found
at around 65�, whereas the maxima for H and O are found between
70� and 80�. As a practical conclusion, when the mixing of contami-
nants into the sample should be minimized, angles closer to grazing
incidence should be favored.

Defect formation in all kinds of materials has been a traditional
application field for MD simulations.247 Although much insight has
been gained, quantitative and sometimes also qualitative results are in
doubt due to the inaccuracies of empirical interatomic potentials. For
instance, the threshold displacement energy, the essential parameter
for damage calculations in the BCA method, turned out to be substan-
tially different for Si when calculated by DFT-MD compared to using
the Tersoff or Stillinger–Weber interatomic potentials.365 On the other
hand, when using a ML potential, essentially the same values were
obtained as with DFT.366 Likewise, sputter yields for low-energy Ar
irradiation of Si obtained with the ML potential were found to be close
to experimental values, while the empirical interatomic potentials
largely underestimate the yields.366 Moreover, it was shown that dam-
age buildup in keV energy cascades is strongly overestimated by the
empirical potentials (see Fig. 12).

MD simulations have also provided good understanding of ion
induced defect formation in free-standing367–369 and supported370–372

2D materials, which is of interest for developing ultrathin membranes
to encapsulate gases and other volatile systems for ion beam analysis373

and also for the development of nanoporous membranes for advanced
nanofiltration applications. As with bulk materials, new insight is
gained for 2D materials using DFT-MD.374–376 As an example, in the
study by Kretschmer et al.376 the importance of accounting for chemi-
cal interactions when evaluating the threshold displacement energy in
graphene and hexagonal boron nitride (hBN) has been demonstrated.

4. Limitations and extensions

While in the BCA method, trajectories are only followed for
atoms with energies exceeding a few eV, MD simulates all atoms in a
region encompassing the collision cascade. Therefore, MD simulations
are much more computationally demanding than BCA simulations.
Taking into account that actual FIB processes often use rather high flu-
ences, it is clear that the computational cost of this may be a challenge.
Moreover, due to the limitation of the MD time step to values that
resolve lattice vibrations, the time between collision cascades cannot be
fully simulated. Thermally activated events occurring during these
time spans may be covered by kMC simulations as needed (see Sec.
III C). Often, however, such thermally activated events are neglected,
and in addition, the system is artificially quenched to ambient temper-
ature at the end of each cascade in order to shorten the time required
to dissipate the energy deposited by the collision cascade.363 This
comes at the risk of possibly missing some relevant defect annealing.

The limitations of empirical interatomic potentials have already
been discussed above. Another drawback of Born–Oppenheimer MD
is the absence of an inherent description of electrons in the system.
Electronic stopping can be included in MD as a frictional force,307 and
the same stopping powers may be used as in BCA simulations.
Modeling of electronic stopping of channeled ions, however, cannot be
directly transferred from BCA to MD. Here, attempts have been car-
ried out on a more sophisticated level.377,378 In addition, there is uncer-
tainty about the low-energy limit to electronic stopping, which has
been shown to be relevant for predicting sputter yields379 and damage
formation.380 A related problem is electron–phonon coupling, which
describes the exchange of energy between the electronic and ionic sub-
systems. Electron–phonon coupling may be included in MD simula-
tions by the so-called two-temperature model.381 However, so far no
general consensus on the model for electron–phonon coupling nor its
significance at FIB-relevant energies has been reached.382 Recent
insights from TDDFT383 show promise for enabling a physically moti-
vated parameterization of how electronic stopping and electron–
phonon coupling relate to one another.384–386 Other possible effects to
consider include the modification of atomic interactions due to elec-
tron excitations in the system.387

Born–Oppenheimer MD also fails to describe, e.g., the transitions
between electronic states or the neutralization of ions in the vicinity of
a 2D target. These situations may be treated by TDDFT-MD
(Ehrenfest dynamics). In irradiation simulations using Ehrenfest
dynamics, the nuclei are usually approximated as classical particles
moving in the time-dependent average potential of the electrons, while
the electron subsystem evolves according to TDDFT. Due to their
complexity and high computational cost, Ehrenfest dynamics simula-
tions using massively parallel computers are currently only feasible for
systems comprising tens of atoms and for times up to picoseconds.
The method has been successfully applied to electronic stopping power
calculation in various targets,388–391 excitation mediated diffusion
modeling,392 and simulations of the behavior of inorganic 2Dmaterials
under electron beam irradiation,393 but its applicability is limited by
the mean-field approximation and the resulting propagation of mixed
states. For example, the sputtered atoms may have fractional charges
that are unphysical. It is also worth noting that this approach has been
demonstrated to work for describing the formation of HIM images by
assessing the spatial distribution of excited electrons immediately after
the ion impact.394

FIG. 12. Typical snapshots of 2 keV collision cascades at the heat spike phase and
the resultant defects in Si. Heat spike snapshots (left panel) present the atoms with
kinetic energy above 1 eV. Atoms have been color-coded based on the time of gen-
eration after firing the primary knock-on atom. Surviving defects (right panel) are
acquired from Wigner–Seitz analysis of the cell after cooling to 300 K ambient tem-
perature. The comparison visualizes the overestimated defect formation in Si pre-
dicted by the classical potential Tersoff (T3)341 compared to Gaussian
approximation potential (GAP).366 For more information, see Ref. 366.
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C. Kinetic Monte Carlo (kMC)

The timescale accessible by MD simulations is in the nanosecond
range, which is sufficient for the system to reach thermal equilibrium
after an ion impact. After this time, diffusion and interaction of defects
take place by thermally activated events. Examples of such events are
diffusion hops, attachment of an atom to a cluster, or recombination
of two defects. The rate constant of each event may be determined by
the transition state theory using the potential energy function of the
system, e.g., using DFT and the nudged elastic band (NEB) method.395

Sometimes, this parameterization can be achieved directly from experi-
mental data, e.g., by fitting to a known temperature-dependent diffu-
sion coefficient. kMC is a method that evolves systems described by
such events stochastically. For a basic introduction to the method, see
Ref. 396. Another review is found in Ref. 397, and more recent ones
with special emphasis on radiation effects and semiconductor process-
ing can be found in Refs. 398 and 399, respectively. Other approaches
for extending the timescale of MD are discussed in Ref. 400.

Several variants of the kMC method have been developed. On-
the-fly kMC determines energy barriers of possible events during the
course of a simulation. This technique has been used to simulate defect
diffusion in Fe,401 defect evolution in graphite402 as well as deposition
and sputtering.403 On-the-fly kMC can easily be combined with MD,
since both methods can use the same potential energy function, and
neither needs prior knowledge of possible events. However, the search
for possible events makes the on-the-fly variant of kMC the most com-
putationally expensive.

Setting up a catalog of events a priori can be approached in two
ways. In lattice (or atomistic) kMC, a lattice is defined where each site
can be empty or occupied by an atom. Events are hops from one lattice
site to another with rates modeled based on the local environment of
each site. Use cases include vacancy diffusion,404 solid-phase epitaxial
regrowth,405,406 sponge structure formation in Ge,407 self-organized
surface pattern formation,408 knock-on damage in hBN,409 and phase
decomposition of substoichiometric SiO2 into Si nanoclusters in an
amorphous SiO2 matrix.410

In object kMC, in addition to vacancies and impurity atoms,
other defects including clusters are treated as individual objects that
are tracked as they move and/or react with each other. The atoms of
the “background” material are not explicitly represented. Therefore,
the system size accessible by object kMC is determined by the number
of objects in the simulation, rather than by some fixed volume. The
object kMC approach has mainly been used in simulations of radiation
effects in nuclear materials411 and semiconductor processing.399,412

Lattice and object kMC can be combined not only with
MD402,403,408,411 but also with BCA.404,410–412 In addition, kMC
schemes are occasionally also used to describe system evolution due to
non-thermally activated events. For instance, in Ref. 373, the accumu-
lation of defects in a graphene sheet is modeled based on defect pro-
duction probabilities obtained by MD simulations of ion impacts.

D. Continuum modeling

Unlike the methods described in Subsections IIIA–III C, contin-
uum models do not use individual atoms as the objects of simulation,
but instead use quantities that are continuous functions of space and
time. For example, in a continuum approach, the ion beam is described
by its spatially dependent flux (number of ions per area and time incre-
ment), the adsorbed precursor molecules are described by their

concentration (number of molecules per surface area), and the bound-
aries of solids are described by mathematical surfaces.

1. Ion implantation andmilling

In the absence of ion beam mixing and other secondary effects,
the distribution of implanted ions may be obtained by the convolution
of the beam flux Fbeamðx; yÞ and a “point response” f ðx; y; zÞ. The
point response is the probability density function for the stop position
of an ion entering a planar target at the origin of the coordinate system.
For the purpose of this discussion, we assume the ions to be incident
along the negative z axis; x and y denote the other two Cartesian coor-
dinates. If the surface is described by a height function z ¼ hðx; yÞ, the
increase in the concentration of implanted atoms Cðx; y; zÞ with time t
is given by413

@C
@t

¼
ð ð

Fbeamðn; g; tÞ f ðx � n; y � g; z � hðn; gÞÞdndg: (2)

For practical reasons, f ðx; y; zÞ is often approximated by a Gaussian
function whose parameters can be determined by a BCA simulation.
For an unscanned beam, the beam flux Fbeamðx; y; tÞ is constant in
time, for a digitally scanned beam it is piecewise constant, and for an
analog scanned beam it is a continuous function of time.

Displaced atom and deposited energy distributions can be calcu-
lated in a similar way. They may be of interest for estimating the dam-
age to the target, and as input for solving the heat transport equation,
respectively.

Sputtering causes the surface to recede. The resulting surface
velocity in the direction of the surface normal is given by

v? ¼ X F; (3)

where X denotes the atomic volume of the target atoms and F is the
flux of atoms through the surface element around the point under con-
sideration. In the absence of secondary effects, F is given by the flux of
sputtered atoms, F ¼ FbeamYðhÞ cos h, with h being the local incidence
angle of the ions and YðhÞ being the sputter yield. The sputter yield
may be determined by BCA simulations or experiment.

As long as an initially flat surface, hðx; y; t ¼ 0Þ ¼ 0, develops
only small slopes, the surface contour reflects the beam profile

hðx; y; tÞ ¼ �
ðt
0
v?dt ¼ �XYð0Þ

ðt
0
Fbeamðx; y; tÞ dt: (4)

Once larger slopes occur, further prediction of the target topography
usually requires iteration414 or more refined numerical techniques.
One option is to move surface marker points along the surface nor-
mals.415 The drawback of this method is that as the nodes move, they
tend to form loops which have to be removed. A simple technique to
avoid loops, which works for surfaces that remain as height functions
h(x, y) throughout the simulation (i.e., the surface has no overhanging
structures), is to interpolate the surface back to an (x, y) grid after each
time step.416 More general solutions are cell-based and level-set meth-
ods. The former represent the target by filled or partially filled voxels,
while the latter describe the surface as the zero level-set of a distance
function and solve a differential equation for this quantity.415

Implementations of the marker and level-set methods for FIB milling
have been presented in Refs. 417–422 and Refs. 298 and 423–426,
respectively.
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When the surface develops larger slopes, two additional effects
come into play (see Fig. 13). First, sputtered atoms may be redeposited
on other regions of the surface (dark blue arrow). Second, ions may be
backscattered from their primary incidence point and impact the target
somewhere else (red arrow), where they cause sputtering. The second-
ary sputtered atoms may then be redeposited (light blue arrow). These
processes add significantly to the complexity of the simulation: the
angular (and possibly energy) distributions of the sputtered and back-
scattered atoms (blue and red elliptical lines, respectively) have to be
described in some way, and the computation of the fluxes at each
marker point (D1 and D2) requires the summation over the contribu-
tions of all other marker points (S1 and S2).

232,421,422 This summation
may be substituted by randomly starting individual rays at the source
points, which adds a MC aspect to the simulation.423,427 In contrast to
a BCA simulation, however, the atom trajectories are not followed
within the target, but their exit characteristics are chosen according to
precalculated angular (and energy) distributions. Either way, redeposi-
tion and backscattering add contributions to the flux F of Eq. (3). The
same applies to contributions from etching and deposition in the case
of gas-assisted processes (see Sec. IIID 2).

In principle, many physical and chemical effects may be consid-
ered in a continuum approach. However, when a new ion–material
combination is considered, each model requires input from more fun-
damental simulations or experiments. This may be straightforward for
the parameters of the most basic models, such as the mean values and
standard deviations of implanted ions or the sputter yields. However,
as the model complexity increases, parameter determination becomes
more cumbersome.

Our discussion so far has neglected dynamic changes to the target
composition. As the irradiation proceeds and ions are implanted, how-
ever, the stopping power for the ions changes, and so does the point
response f ðx; y; zÞ in Eq. (2). The same applies to sputter yields and
angular distributions. Consideration of dynamic effects would also
require modeling of atomic mixing. This has not been attempted so far
in a multidimensional continuum approach. Moreover, sputtering is a
nonlocal effect, i.e., the sputtered atoms are not emitted exactly at the

impact point of the ion, which may be important in nanofabrication.
In addition, ion implantation and atom relocation may cause topogra-
phy changes through volume relaxation (cf. Sec. III A). These effects
are building blocks of the theory of spontaneous pattern formation428

but have not been considered in continuum simulations of FIB pro-
cesses so far.

Another effect that can be treated within a continuum approach
is beam induced heating. Temperature distributions can be calculated
by solving the heat transport equation with heat sources given by the
energy deposition of the collision cascades, using finite element or
finite difference methods.429,430 The estimates are important because
elevated temperatures may reduce deposition rates in FIBID (see Sec.
IIID2) and may lead to heat damage in biological samples (see Sec.
IIID3).

2. Gas-assisted deposition and etching

Gas assistance enables selective 3D nanoprinting and enhanced
etch rates in FIB processing. Continuum models attempt to quantify
the local deposition or etch rate caused by the chemical surface reac-
tion between the volatile adsorbates and the primary ions (PIs), their
locally generated SEs, and excited surface atoms (ESAs), as follows.

Deposition reaction:

adsorbateþ ðPI; SE; ESAÞ
�!FIBID

deposit fragmentsþ volatile fragments: (5)

Etch reactions:

adsorbateþ ðPI; SE;ESAÞ
�!FIBIE

reactive fragmentsþ volatile fragments; (6a)

reactive fragmentsþ substrate atoms

! volatile compound: (6b)

FIBID typically employs volatile metalorganic compounds to deposit
metal-containing nanostructures.431 For focused ion beam induced
etching (FIBIE), the adsorbed precursor needs to dissociate upon irra-
diation into a reactive species that removes atoms from the underlying
substrate by forming a volatile compound but does not leave traces of
other dissociated precursor elements.

Present FIBID and FIBIE models treat the desorption of volatile
fragments in reactions (5) and (6) as instantaneous and assume that
the etch reaction (6b) is fast compared to reaction (6a), see Ref. 432 for
a review. Both processes share the same formalism to calculate the sur-
face coverage H (normalized concentration) of adsorbates, which is
defined by the rate equation (in units of inverse time)

@H
@t

¼ �gasð1�HÞ � �desH� �disHþ Dr2H: (7)

The terms �gasð1�HÞ and �dif ¼ Dr2H are adsorbate source terms
describing gas and surface-diffusion transport, respectively, while the
other two terms are adsorbate sink terms related to the rates of desorp-
tion and dissociation, �des and �dis, respectively, as schematically
depicted in Fig. 14. This approach could be extended to multiple
chemical pathways, as in models developed for FEBID and focused
electron beam induced etching (FEBIE).433

FIG. 13. Illustration of ion backscattering (red lines) and redeposition of sputtered
atoms (dark and light blue lines) during FIB milling of a trench.232 The ellipse-like
curves represent angular distributions. In this case, the surface may be described
by a height function z ¼ hðxÞ. For clarity, no variation in y direction is assumed.
Reproduced with permission from Lindsey et al., Nucl. Instrum. Methods Phys.
Res., Sect. B 341, 77–83 (2014). Copyright 2014 Elsevier.
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PIs, SEs, and ESAs are the co-reactants. The concentration of
impinging PIs is given by the ion beam spatial profile Fbeamðx; yÞ and
the FIB exposure time. Energy and spatial distributions f ðE;~xÞ of SEs
and ESAs result from the interaction of the PIs and the recoils with the
etched substrate or growing deposit. f ðE;~xÞ must be determined from
more fundamental simulations. For SEs, BCA simulations of PIs and
recoils combined with MC simulations of electron transport435 have
been performed using a simple model for SE generation. More refined
theories of SE generation also exist.436–438 For ESAs, BCA simulations
reach their low-energy limit of applicability, since atom energies of
around 1 eV can already dissociate the precursors. An alternative for
simulations of ESAs would be MD. Recently, first attempts of MD were
undertaken for FEBID where atomistic detail on metal grain size, distri-
bution, and composition in the deposited metal-carbon material could
be obtained.439,440 The treatment of adsorbate dissociation by electrons
relied on experimentally measured fragmentation mass spectra and frag-
ment ion yields for structurally similar molecules, which needed smart
appropriate scaling. Desorption of the adsorbate fragments was
approached using an external force field. Both approaches limit the pre-
dictive power of the simulations at present but show promise if appro-
priately refined in the future. Modeling of FIBID would require
inclusion of the ESA and milling mechanisms into the simulation.

Finally, the chemical fluxes of deposition Fdep or etching Fetch (in
units of atoms per area per time) are proportional to the dissociation
rate �dis and the coverage of adsorbatesH as shown

Fdep;etch ¼ m�disHns; (8)

wherem denotes the number of atoms deposited or etched per dissoci-
ated precursor molecule and ns is the number of adsorbate sites per
unit surface area. Note that the product �disH defines the rate of depo-
sition or etching for a single site in units of inverse time. The flux
according to Eq. (8) must be added to the flux of sputtered and rede-
posited atoms discussed in Sec. IIID1.

Modeling of the four terms on the right-hand side of Eq. (7) is
key to the successful simulation of FIBID and FIBIE. The first term
�gasð1�HÞ represents a widely used pragmatic simulation approach.
It assumes non-dissociative Langmuir adsorption, which treats adsorp-
tion as physisorption with a maximum coverage of one monolayer of
adsorbates. Other adsorption schemes include dissociative adsorp-
tion,441 multilayer adsorption,442 and chemisorption.443 Open source
MC codes are available for the calculation of the gas impingement
rate �gas on the irradiated area for a given geometrical arrangement of
nozzle and substrate.433,444,445 Typical values are in the range
0:1� �gas � 103 s�1.

The desorption rate �des, contained in the second term on the
right-hand side of Eq. (7), is the inverse of the surface residence time.
It depends exponentially on the temperature as well as on the type of
adsorption occuring on the growing/etched surface being irradiated.
The desorption rate can cover several orders of magnitude depending
on the molecule–surface interaction.

The third term, the adsorbate dissociation by irradiation, is key
for selective FIBID and FIBIE as it captures the crucial non-thermal
irradiation-driven chemistry of the process. Different contributions
involving PIs, SEs, and ESAs are involved in adsorbate dissociation, see
Fig. 14. In principle, the dissociation rate can be calculated from the
energy dependent dissociation cross section rðEÞ and the energy dis-
tribution f ðE;~xÞ of the SEs or ESAs via

�disð~xÞ ¼
ð1
0
rðEÞf ðE;~xÞ dE: (9)

rðEÞ describes the efficiency of reactions (5) and (6) as functions of
the energy of the PIs, SEs, and ESAs. Such energy dependent calcula-
tion is hampered by the fact that so far reliable rðEÞ only exist for elec-
tron induced dissociation reactions of molecules in the gas phase, see,
for example, Ref. 446. A pragmatic approach assumes that such gas
phase rðEÞ can be linearly scaled to the net deposition (etch) cross sec-
tion (see below). This approach omits the quenching of certain dissoci-
ation channels (fragment production) due to the adsorbate state
situation.432,447–449 Simulations will thus not be accurate with respect
to deposit composition, but the deposit (etch hole) shape can probably
be adequately modeled. The only established energy dependent cross
section for deposition conditions exists for the molecule (CH3)3Pt-
CpMe under electron irradiation,450 describing the observed dissocia-
tion of one volatile CH3 ligand from the adsorbed molecule leading to
a deposit of atomic composition Pt:C¼ 1:8.

So far, the ESA induced adsorbate dissociation reactions have not
been studied, probably due to experimental issues in deconvolution of
the naturally involved (secondary) electron contributions. Recent con-
densed phase studies using Ar-ion irradiation451 point to the impor-
tance of the additional mechanical sputtering effect of the PIs, which
can help remove more ligand fragments than SEs alone and thus
achieve a higher metal content material. The elemental species, charge,

FIG. 14. Concept of selective (local) gas assisted FIBID. Volatile physisorbed mole-
cules are dissociated by irradiation into volatile and nonvolatile fragments, the latter
forming the deposit (green spheres). Primary ions typically arrive at keV energy
while ESAs and SEs have an eV energy spectrum. ESAs are generated by the colli-
sion cascade (recoil atoms) and have energies below the surface binding energy
(not sputtered). Rates (�) are explained in the text. Note that ion sputtering, ligand
codeposition, and incomplete adsorbate dissociation have been omitted for clarity.
For more information, see Ref. 434.
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and energy of the ions open up a wide field of fragmentation chemistry
with metalorganic or “etch” adsorbates, which is still unexplored, par-
ticularly with respect to missing rðEÞ. Moreover, the energy distribu-
tions f ðE;~xÞ in Eq. (9) are not easily obtained in a continuum
approach. Therefore, while using Eq. (9) with a MC approach for SE
generation and transport is a promising approach, for the ESA mecha-
nism, one has to resort to simpler approaches, as is also often under-
taken to describe the SE mechanism.

In a simpler approach, dissociation is generically modeled via the
dissociation rate �disð~xÞ ¼ rf ð~xÞ, where f ð~xÞ is the local flux of the
PIs and r is the so-called net deposition or etching cross section, which
is deduced from fitting the shape of the deposit or etch hole. Such cross
sections do not distinguish between the different contributions of PIs,
SEs, and ESAs, nor do they distinguish between the fragmentation
reactions. The modeled shape or rate can sometimes retroactively be
attributed to a certain mechanism, when the yield and/or spatial distri-
bution of either PIs, SEs, or ESAs matches the deposit or etch hole
dimensions. In this way, the ESA dissociation mechanism was identi-
fied to be dominant for FIBID using noble gas ions heavier than
He434,452 and the SE dissociation mechanism was identified as impor-
tant for He-FIBID nanopillar growth.453 In those cases, f ð~xÞ may be
interpreted as the flux of ESAs or SEs. Experimental net cross sections
(yields) obtained from ion and electron induced deposition are avail-
able for a few precursor molecules,431 and deposit compositions upon
electron irradiation were recently reviewed in Refs. 454 and 441.

The fourth term in Eq. (7), the surface diffusion rate, is propor-
tional to the surface diffusion coefficient D and the second spatial
derivative r2H of the adsorbate coverage H. Thus, it becomes largest
for intense and finely focused ion beams and can result in the delivery
of considerable amounts of adsorbates to non-irradiated surface areas.
Increasing temperature increases the surface mobility of the adsorbates
exponentially.

The generation of local heat during ion irradiation can be an
important factor influencing the outcome of a deposition process.
Thermal contributions can alter the nonthermal irradiative dissocia-
tion pathways and exponentially change the diffusion constant (mobil-
ity) and residence times of the adsorbates on the surface. As an
example, thermal effects are thought to be responsible for the bending
of lateral nanowires as they grow.455 As mentioned in Sec. IIID1, the
temperature distribution needed as input for temperature dependent
models of mobility and residence time can be obtained by numerically
solving the heat transport equation.429,430

3. Applications to FIB processing

Simulations of FIB milling may be used to investigate the influ-
ence of beam shape and scan strategy on the final topography of the
target417 and to better understand the milling process. For instance,
Lindsey et al.301 investigated microtrench formation in trench milling
and clarified the roles of redeposition and backscattering. In practice,
often the inverse problem of determining beam and scan parameters
for a desired geometry must be solved. In the simplest case, for low
aspect ratio structures, this can be achieved approximately by choosing
the pixel dwell times proportional to the desired depth at the respective
pixel positions.228 For higher accuracy, a system of linear equations for
the pixel dwell times must be solved in order to consider the effect of
beam overlap.414,456 For higher aspect ratio structures, when redeposi-
tion and/or backscattering need to be considered, repeated numerical

simulations of the milling process must be performed until conver-
gence to the desired structure is achieved. In practice, such structures
are fabricated by applying variable dwell times across the scan area in
multiple passes. Here, one can either choose to apply the same pattern
in each pass232 or define layers to be milled in each pass and determine
individual dwell time profiles.229

Finite element and finite difference simulations of heat transport
have been performed by Wolff et al.,430 who used them to verify a sim-
ple model for the estimation of target heating. Schmied et al.457

employed a similar numerical approach to find beam scanning strate-
gies that minimize local thermal stress in soft matter.

Gas-assisted FIB processes have been treated in a continuum
approach mostly to help identify in which regime the surface reactions
(5) and (6a) take place, i.e., whether they are mass-transport-limited
(adsorbate-limited), or reaction-rate limited (PI, ESA, and/or SE lim-
ited), or driven by desorption or surface diffusion. These regimes
strongly influence shape fidelity, homogeneity, and resolution, all of
which are of utmost importance for 3D nanoprinting/nanoetching
approaches. A review of both time dependent and steady-state analyti-
cal solutions of Eqs. (7) and (8), using simplifying assumptions, is
found in Ref. 432. This theoretical framework closely resembles the
one used for gas-assisted focused electron beam processing (FEBID/
FEBIE) with the exception of physical sputtering and redeposition.
Hence, analytical solutions established for the analog electron-based
FIBID/FIBIE variants straightforwardly apply. These include expres-
sions obtained for steady-state surface diffusion and flat-top focused
beam profiles,458,459 long freestanding rods,460 1D time dependent sol-
utions,461 and expressions for lateral resolution462 and etch/deposition
gas mixtures.463,464 Analytical solutions without surface diffusion can
be used in the PI, ESA, SE limited processing regimes (no concentra-
tion gradient of adsorbates due to high supply from the gas phase) or
approximately when adsorbates cannot diffuse into the center of the
FIB spot profile due their deposition at the perimeter. These conditions
translate into very small FIB current and exposure (dwell) time.465

Without the surface diffusion term, analytical solutions are more easily

FIG. 15. Flying roof structure fabricated by FIBID.300 (a) Schematic illustration of
the structure. (b) Side view SEM image and simulation (green line) of the structure
obtained using a 30 keV Ga ion beam with a FWHM of 60 nm and pentamethylcy-
clopentasiloxane as the precursor. After wall formation, the ion beam was moved to
the left in 16 steps of spacing 60 nm. Reproduced with permission from Ebm et al.,
J. Vac. Sci. Technol., B 29, 011031 (2011). Copyright 2011 American Vacuum
Society (AVS).
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derived and thus cover a broader range of adsorbate-related dissocia-
tion mechanisms. These include the resulting deposit composition
upon injection of two precursor species,466 multistep reactions
involved in gas enhanced etching,433,467 and experimental parameter
maps.442

Full numerical continuum simulations of a FIBID process using
Eqs. (7) and (8) have been performed by Ebm et al.,300 see Fig. 15. In
these simulations, an ESA-based model was used, assuming the con-
centration of ESAs to be proportional to the flux of sputtered atoms.
The authors considered the nonlocal nature of sputtering, a prerequi-
site for obtaining parallel sidewalls in the lower part of the structure
and the flying roof in the upper part. Simulations of pillar growth using
voxel grids have been reported in Ref. 468.

Presently, simulations of FIBID/FIBIE are more advanced in the
BCA-based approaches (cf. Sec. IIIA 3). One reason for this might be
that pure continuum approaches require the modeling of the SE/ESA
intensities f ð~xÞ as an additional step. Also, BCA-based approaches
include several collision cascade related effects, which cannot easily be
modeled in a continuum approach (see Sec. IIID 1). On the other
hand, uncertainties in some of the assumptions of both the BCA and
the continuum approaches might be more significant in practice.
These include the manner in which the energy and spatial distributions
of the ESAs and SEs are determined and assumptions about the frag-
mentation paths. Further development of either approach holds prom-
ise for model-assisted 3D nanoprinting, which has already been
demonstrated for FEBID469,470 and has been started for
FIBID.287,291,455

IV. APPLICATIONS OF FOCUSED ION BEAMS

The various processes that are triggered when a beam of ions
interacts with a sample form the basis of the multitude of FIB applica-
tions that are routinely used today. Accordingly, this section is
intended to provide a comprehensive overview of this wide variety of
experimental applications and is structured according to the different
FIB processing techniques involved (see Fig. 16 for an overview).

In the following paragraphs, the breadth of FIB techniques is
briefly outlined, to be highlighted in more detail in subsections IVA-F.
Further reviews of these topics can be found in a number of recent
articles.7,43,302,471,472

Subtractive FIB processing: local material removal by a focused
ion beam is based on physical sputtering. The incident projectiles not
only knock out substrate atoms by momentum transfer but also pene-
trate the material in a collision cascade. While the ejection of atoms is
desired here, all other interactions with the substrate can cause
unwanted side effects such as amorphization, mixing, doping, dealloy-
ing, and others. Conventional Ga-FIB tools provide spatial resolution
and sputtering yields high enough for multiple prototyping purpose,
but other ion species may offer advantages in terms of increased spatial
resolution or sputter yield, and reduced damage or chemical reactivity.
Section IVA provides an overview of the rich variety of subtractive
FIB milling applications.

Defect engineering: FIB irradiation of materials at doses signifi-
cantly lower than those used for milling has been implemented in a
range of applications to locally tune material properties through the
introduction of defects (vacancies and implanted ions). For example,

FIG. 16. Schematic overview of the different FIB techniques.
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by varying the dose, different concentrations of vacancy defects can be
introduced into a crystalline material, thus modulating properties such
as electrical, magnetic, and thermal behavior in the patterned regions.
In the case of ion implantation, this can be directed at single ion
implantation or can be used to modify the chemical and structural
properties of surfaces for resistless patterning. An overview of defect
engineering applications is given in Sec. IVB.

Imaging and tomography: just as is the case with the SEM, scan-
ning the ion beam over a surface generates secondary electrons that
can be detected to form an image. In this respect, imaging using a
focused ion or a focused electron beam is equivalent. Even the same
secondary electron detectors can be used. However, what strongly dif-
fers, is the mass of the probe. The mass of the ions is more than three
orders of magnitude larger than that of the electrons, which signifi-
cantly influences the contrast mechanisms and interaction volumes,
and can also inflict significant damage on the sample. In this respect,
the light ions of the He-FIB bring great benefit. Section IVC is dedi-
cated to the application of the He-FIB specifically for the imaging of
biological specimens. The FIB can further be used in a subtractive
manner as described above to slice the sample and image the resulting
cross sections by SEM. The images are then used for reconstruction of
the full 3D information via so-called FIB-SEM tomography (see
Subsections IVC3 and IVC4).

Elemental analysis: during ion beam induced physical sputtering,
atoms and ions originating from the sample are ejected and can be
used to study its chemical composition. In SIMS, the generated sec-
ondary ions are collected and separated by their mass in a spectrome-
ter as detailed in Sec. IVD. Other analytical techniques, such as EDS
or electron backscatter diffraction (EBSD), are of minor importance in
conventional FIB systems because the generation rate of X-ray quanta
is negligible, and the typical penetration depth of the conventional Ga
ions is too low to generate sufficient information on lattice orientation.

Gas-assisted FIB processing: gases can also be locally introduced
into the FIB chamber to take advantage of other processing opportuni-
ties. For example, a reactive gas can be introduced to enhance sputter-
ing yields in subtractive processing by milling (see, for example, Sec.
IVA3). Alternatively, precursor gases can be selected to enable the
highly localized deposition of material, which is referred to as focused
ion beam induced deposition (FIBID). The flexibility of FIBID in terms
of shape and spatial resolution (20–30 nm for Ga-FIBID, and 10nm
for He-FIBID) make it highly desirable for applications that require
unique and precise planar or 3D designs. Top–down FIBID applica-
tions are discussed further in Sec. IVE.

Unconventional FIB processing: similar to gas-assisted processing,
FIBs can also be used for the local chemical modification of litho-
graphic resists and condensed or spin-coated metalorganic precursors.
Such “unconventional” FIB processing can increase processing speeds
and provide new chemical reaction pathways for ion induced deposi-
tion of high-purity metals. Focused ions can also be used to form self-
assembled structures or combined with other micro-/nanofabrication
techniques for advanced multiscale processing. Recent advances in the
area of FIB based resist lithography and other nonstandard FIB
approaches are described in Sec. IVF.

A. Applications of subtractive FIB processing

As material removal using a focused ion beam is local and direct,
it offers extraordinary flexibility in terms of the target geometry to be

realized, as well as the substrate materials and their geometries. Often
FIB processing can be monitored in operando using SEM for direct
alignment and quality control. Table V provides an overview of the
variety of applications based on subtractive FIB processing.

1. FIB for materials science

Arguably the most widespread application of the FIB has been
the site-selective fabrication of cross section samples for high-
resolution imaging using TEM.4,6,618–620 Due to the prevalence of Ga-
FIB instruments, Ga ions are most typically employed and various
strategies have been developed to mill and extract cross sections from
bulk materials and to thin samples to electron transparency. This
includes low-energy FIB milling under glancing incidence to minimize
surface amorphization and the use of material specific capping layers
and rocking stages to avoid “curtaining” artifacts. More recently, the
use of other FIB species for TEM lamella preparation has been demon-
strated such as the Ne-FIB473 and the Xe-FIB.474 The advantage of a
noble gas ion species is that it does not chemically react with the sam-
ple or accumulate along grain boundaries, as can be the case with
Ga.621

In the same manner, FIB milling has emerged as an important
tool for the creation of needle-shaped specimens for APT.5,477,622 The
required needle geometry is achieved via annular milling with different
currents and successively smaller milling areas. Similar considerations
regarding beam damage apply as for TEM sample preparation. For
example, minimizing the damage layer is important and possible indif-
fusion of, e.g., Ga atoms623 has to be taken into account. In this respect,
a final polish with Ne-FIB has recently been shown to remove all resid-
ual Ga contamination from Ga-FIB-milled APT needle specimens.624

Performing the Ga-FIB milling at cryogenic temperatures has also
been shown to limit Ga diffusion into the specimen.625

Another important application is the site-specific preparation of
cross section cuts that enable in situ and ex situ imaging626 and/or
other analysis such as EDS or EBSD (e.g., Ref. 497). By automating this
process, full (destructive) tomographies can be performed by slicing
the sample, extracting the desired information from each slice, and
reconstructing the data in three dimensions (see, for example, Refs.
103 and 627). Tomography and its applications for the study of energy
materials and, in particular, complex organic systems in the life scien-
ces, are discussed in more detail in Sec. IVC3.

All of these techniques are part of the standard materials science
repertoire used to study the microstructure, composition, and proper-
ties of materials and devices at specific target locations. In depth over-
views on these topics can be found, for example, in Ref. 628. One
specific area in materials science that particularly benefits from the 3D
sculpting capabilities of FIB concerns small-scale mechanical testing
and is discussed in more detail in Sec. IVA2.

2. FIB for mechanical testing

As technology miniaturizes, the external dimensions of device
components approach critical internal length scales such as dislocation
interspacings. The mechanical properties of such small material vol-
umes are still not fully understood. In 2004, Uchic et al.480 suggested
the use of FIB milling to machine micropillars to study size dependent
mechanical properties of metals, exploiting conventional nanoindenta-
tion equipment for microcompression experiments. In contrast to
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TABLE V. Overview of applications of subtractive FIB processing, in which material is locally removed by FIB based physical sputtering. Applications of FIB-SEM tomography
are discussed in Sec. IV C 3.

Research area Application Ion Material/geometry/device

Materials
science

TEM sample
preparation

Ne Al alloy and Si473

Ga Wide range of materials4

Xe Al and Si,474 Al alloy475

APT sample
preparation

Ne Al alloy and AlOx thin-film structure476

Ga Wide range of materials477

Xe Al alloy,478 Ti alloy479

Mechanical testing Ga Micro/nanopillars,480–489 notches and micro-cantilevers,489–497 “dogbone” tensile
bars,491,498,499 suspended membrane beams,500 other geometries501–503

Xe, Ne Micro/nanopillars,488 trenches503

Semiconductor
technology

Mask repair He, H, N Molybdenum silicide photomasks 57,504–507

Ga Cr-on-glass photomask508,509 including deposition for repair of clear defects510 and gas-
assisted etching for opaque defects in TiN EUV masks511

Au Cr-on-glass photomask,508 Au-on-Si X-ray mask including deposition and gas-assisted
etching512

Circuit edit He, H, N Complementary metal-oxide-semiconductor (CMOS) circuits507,513

Ga Decomposition of Pd acetate for conductive lines514

Quantum and
magnetic
materials

Superconductivity Ga Unconventional superconductivity in Sr2RuO4,
515,516 Josephson-vortices in strongly lay-

ered high-Tc superconductors,517,518 vortex pinning,519 directional vortex motion,520–522

high-Tc superconductivity
523–525

Superconductive
circuitry

Ne Nanoconstrictions and nanoSQUIDs in Nb526–528

Ga Nanoconstrictions and nanoSQUIDs in Nb,529–536 NbN,537 and YBCO538–541

Xe nanoSQUIDs in Nb542

Spintronics and
magnonics

Ne Permalloy microstrip trimming,543 environment dependent FMR544

Ga Magnetic reversal,545 spin wave phase inverter546

Magnetism Ga Surface time-reversal symmetry breaking in delafossites547

Topology Ga Topological semi-metals,548–550 Fermi-arc surface states,551 Kagome conductors552

Strain engineering Ga Sr2RuO4,
553 CeIrIn5(Refs. 554 and 555)

Optics Photonic
components

O Optical bridge in diamond556

Ga Aspherical microlens in Si,557 solid immersion lenses in Si558 and around pre-localized
quantum emitters in diamond,224,559,560 photonic crystal cavity around quantum
emitters in diamond,561 triangular nanobeam cavities in diamond562 and in YVO,563–565

Fresnel zone plates for X-ray microscopy,566 Fresnel lenses milled through hard mask,567

metasurfaces for polarization and phase engineering,568 tapered
nanoantenna for single photon emission of CdSe quantum dots569

Fiber-based optical
components

Ga Lab-on-a-fiber,570 Bragg gratings and microlenses in silica nanofibers,571

superconducting single-photon detector (SSPD) on optical fiber572,573

Plasmonic
components

He Al bowtie antennae,574 Au dimer antennae of different shapes,575–581 Au coaxial582 and
split-ball583 and nanoslit584 resonators, pores in Au pyramidal585 and microsphere586 cavi-
ties, Au oligomers226, inverse Au trimers587 and oligomers588,589

Ga Au groove waveguides590 forming logic gates,591 Au bowtie antennae for EUV light gener-
ation,592 inverse Ag bowties,593 ring-shaped beam patterning of Au antenna arrays,594

Yagi-Uda-type antennae,590,595 k=2 antennae,596 asymmetric Ag
oligomers,597 two-wire waveguides in Au598,599 forming spin-optical nanodevice600

Custom probes
and sensors

Near-field
microscopy

He Square nanopores in pyramidal Au nanocavities,585 Au nanopyramid antenna601

Ga Circular602 and bowtie603 nanoaperture, tip-on-aperture geometry,604,605 Au bowtie606

and nanocone antenna,607 nanoslit grating in Au conical taper608

Xe Probe shaping for near-field scanning microwave microscope609
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TABLE V. (Continued.)

Research area Application Ion Material/geometry/device

Atomic force
microscopy

Ga Nanoscale apertures for liquid and ion transport,610–612 tip sharpening,613 modified
mechanical response614

Magnetic force
microscopy

Ga V-shaped magnetic nanostructure at probe tip615

SQUID microscopy Ga SQUIDs on AFM cantilever532

Mechanical high-Q
resonators

He Phononic crystal616

Ga Graphene trampoline617

TABLE VI. Overview of FIB based property engineering applications, in which fine control over the ion dose, beam energy, and irradiated regions enables local tuning of material
properties.

Engineered
property Experiment Ion Material/device

Electrical and
electronic

Conductivity tuning He Graphene,681–686 few-layer/monolayer MoS2,
687–689 epitaxial MoS2,

690

few-layer/monolayer WSe2,
688,691 monolayer WSe2,

688 InGaZnO thin film692

Ne Si nanocrystals (self-assembly of) in buried silica layer410

Ga AlGaAs/GaAs quantum wires,693–696 GaAs quantum constrictions,697 GaN
nanowires,698 2D MoSe2/graphene heterostructure,

699 MoSi superconducting
thin film,700 In2O3 thin film,701 Al2O3 film,702 ZnO and VO2

703

Si AlGaAs/GaAs quantum wires704

Formation of barriers and
nanoconstrictions

He Superconducting electronic circuitry including Josephson junctions and
nanoSQUIDs in YBCO528,705–711,1198 and MgB2,

712 nanoconstrictions in
BSCCO713,714

Ga quantum dots in single-walled CNT715

Tuning thermoelectric
properties

He MoSe2 thin films716

Tuning superconductivity He Periodic arrays of artificial pinning sites in YBCO717,718

Pinning ferroelectric
domains

He PbZr0.2Ti0.8O3 thin film,719 multilayer MoTe2 flake
720

Ferroelectric phase change He Induced ferroelectricity in HfO2,
721 conversion to paraelectric phase722

Ga HfO2 thin film,723 damage in ferroelectric capacitors724,725

Magnetic Tuning magnetic
anisotropy

He Co/Pt multilayers,726 Ir17Mn83/Co70Fe30 bilayer,
727 Co-based thin-film

stack,728,729 Co/Pt/Ru multilayer system730

skyrmions in Pt/Co/MgO thin film,731 and in Pt/Co60Fe25B15/MgO thin film732

Si/Ge Bi and Ga substituted YIG733

Ga CoPt multilayers,734 Fe78Ni22 thin film,735 Ir/Co/Pt multilayers736

skyrmions in FeGe thin plate,737 and in Co/Pt multilayers738–740

Tuning metamagnetic
transition temperature

He FeRh thin film741

Inducing ferromagnetism Ne Fe60Al40 thin film544,742

Ga Fe60Al40 alloy
743 and Fe78Ni22 on copper744

Magnonics Ga Patterned Fe78Ni22 films,735 spin wave optical elements in YIG745

Optical and
quantum

Tuning
photoluminescence

He SiNx membrane,746 monolayer MoSe2,
747 InGaAs/GaAs quantum well,748

reducing parasitic fluorescence in hBN749

Ga AlGaAs/GaAs and GaInAsP/InP quantum wells750

Tuning of passive optical
components

He Plasmonic resonance in graphene nanostructures,751 Bragg grating in silica
nanofiber752
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conventional cleanroom-based lithography and etching, FIB machin-
ing allows for virtually any material to be shaped into a micropillar at a
specific target location. To achieve uniform pillar circumferences with
minimal taper, lathe milling in combination with annular milling is
often applied.481 Here, lathe milling refers to a particular FIB approach
in which the sample is rotated stepwise, and the ion beam performs a
line scan along the rim of the pillar. While lathe milling can introduce
severe levels of stress requiring careful interpretation of the microme-
chanical testing results,486 it is well suited for insulating or very inho-
mogeneous samples comprising layers with very different sputter
yields.

Today, most small-scale mechanical testing experiments are
performed by SEM or TEM to capture changes from the atomic to

micrometer scale (e.g., formation of dislocations, stacking faults,
twins, grain orientations, contraction and expansion of volume).
Complex workflows include some or all of the following steps: (a)
machining of micro-/nanopillars and other geometries, (b) in situ
mechanical testing under SEM observation, (c) deposition of a reg-
ular pattern of points by FIBID (or FEBID) to follow deformations
via digital image correlation algorithms, and (d) postmortem FIB
slicing for 3D tomographic or 3D EBSD analysis of the deformed
microstructure or the fracture pattern inside the sample.497

Popular types of geometry used for mechanical testing are shown
in Fig. 17. For example, FIB machining of sharp notches with a
specific orientation to the loading axis has enabled a number of
fracture mechanics studies,629 and for in situ TEM tensile testing,

TABLE VI. (Continued.)

Engineered
property Experiment Ion Material/device

Li Si microdisc nanophotonic resonator753

Ga ZnSe quantum dot micropillar cavitities,754 periodic poling of LiNb
waveguide755

Creation of photolumines-
cence, quantum emitters
and qubits

He NV centers in diamond with substitutional nitrogen,756,757

Si vacancy centers in SiC,758,759 luminescent defects in monolayer MoS2
(Refs. 760 and 761)

Li Si vacancy centers in SiC762

Si Si vacancy centers in diamond763 and diamond nanostructures764, W and G centers
in silicon765, isotopic enrichment of 28Si to increase spin qubit coherence times766

Ar NV centers in diamond767

P Deterministic single-atom implantation of 31P into Si293

Ga Luminescent defects in hBN,768,769 monolayer WSe2,
770 MoS2 and WS2

771

Ge Ge vacancy centers in diamond772

Sb, Si Deterministic single-atom implantation into Si773

Xe Recoil implantation of color centers in diamond,774 spin defects in hexagonal boron
nitride (hBN),775 water assisted fabrication of extended defects in hexagonal boron
nitride (hBN)776

Bi Qubits in silicon and germanium777

Chemical Enhancing chemical etch
rates

He Si3N4 thin film,778 SiO2 thin film,779 mono-/bilayer MoS2
780

Enhancing catalytic
activity

He MoS2 and MoSe2 flakes
781

Nucleation of growth He Epitaxial graphene on SiC782

Co CoSi2 nanowires in Co-saturated Si783

Ga InAs dots on GaAs,784 Ge dots on Si785,786

Functionalization Ga Graphene (fluorination using XeF2)
787

Tuning surface wettability Ga Molecular self-assembled monolayer788

Thermal Reducing thermal
conductivity

He Si nanowires,789 Si membrane,790 VO2 nanowires,
791 Bi2Te3 nanoribbons

792

Mechanical Tuning Young’s modulus He Monolayer MoSe2
747

Ga Polymer,793 hydrogels794

Gas bubble effects He Nanobubble superlattice in Cu,795 nanobubbles in Si,796 diamond,797 Eurofer
steel,798 W,799 ultrafine-grained W and W-Cu nanocomposite800
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various milling protocols have been developed to produce electron
transparent specimens.493

To reduce ion beam induced surface damage defects, a multistep
milling strategy is typically employed. In this approach, the beam volt-
age and current are sequentially stepped down to the last polishing
step.4 Among the still open questions are howmuch damage (amorph-
ization, implantation) is induced by FIB milling into the structures and
how the damaged zones affect the mechanical behavior of the milled
structure.484 Key factors are the penetration (implantation) depth of
ions and the collision cascade (amorphization) they trigger (see Secs.
IIIA 3, IIIB 3, and IIID 1).

Once other ion sources, in particular, He, Ne, and Xe ion sources,
became available, the hope was to be able to circumvent some of the
Ga damage issues. Best at al.496 found, however, that using either He,
Xe or Ga for the machining of notches affected the measured fracture
toughness value in all cases. While He ions were shown to yield suit-
able sharp notches with radii below 10nm, Xe ion beams were resolu-
tion limited. It was unclear how the penetration depth of the different
ions affects the fracture toughness. Currently, combinations of FIB
milling with other technologies are becoming more and more popular.
For example, the option of laser machining of large volumes followed
by FIB fine sculpting has recently become available from several manu-
facturers in a single setup.

3. FIB in the semiconductor industry

In the field of semiconductor processing, FIBs are most relevant
during the debugging of new products and for identifying production
errors in the context of circuit edit and fault isolation, as well as for the
repair of photomasks. Among other applications, FIBs have been used
for failure analysis, fault isolation, TEM sample preparation, mask
repair, and backside circuit edit.628,630,631 The ongoing scaling of the
transistor fin, gate, and interconnect via linear and volumetric shrink-
ing, as well as the introduction of new transistor technologies, has led
to a reduction of the critical length scale from 22nm in 2012 to the
current 3 nm technology node to be introduced by all major manufac-
turers between 2022 and 2024.632–634

FIBs have been used since the 1980s for mask repair, initially
using Ga and Au ions from LMIS and LMAIS.508 However, staining
from implanted ions was quickly identified as a problem limiting the
application.509 Later, the application of GFIS based Hþ, Hþ

2 , N
þ
2 , and

Heþ for phase-shift mask and extreme ultraviolet (EUV) mask repair
was investigated.57,505,506 For Hþ

2 , the minimal repairable dimension is
reported to be 11 nm, which is half of what could be achieved using
electron beams.504 The application of FIBID was investigated early on
for adding missing material to masks and for repairing pin holes using
Ga-FIB induced carbon deposition.510 This has been extended using
other deposition precursors. The addition of reactive gases such as
Cl2,

511,635 Br2,
511 XeF2,

636,637 and O2
637 has also been investigated for

mask repair. These gases can significantly increase etch rates, remove
carbon contamination, and trigger resist development. In particular,
XeF2 is now readily available in commercial FIB systems.

For circuit edit and fault isolation applications, Ga-FIB was used
initially,514 but later Ne ions from GFIS instruments were employed.
The latter yielded minimal trench widths of 14nm for high aspect ratio
vias,507 and comparable/less collateral damage compared to Ga-FIB as
measured from changes to ring oscillator timing.513 Recently, GFIS-
based H ions have been demonstrated for successful delayering.638

Other source technologies, e.g., Cr ions from MOTIS,639 also show
potential for circuit edit applications.640 In general, it is found that
lower beam energies are be required while still maintaining a suitably
high spatial resolution.

To better understand the effects of the beam profile on the
achievable mill resolution, approaches have been developed to eluci-
date the probe current distribution.641,642 This is of particular impor-
tance for via fabrication and also for the fabrication of high aspect
ratio holes/pores created by milling with a stationary beam. For these
applications, a good signal to noise ratio is needed for reliable end
point detection, and a new figure of merit—SE yield per sputtered
atom—can be defined. GFIS-based He and Ne milling of these struc-
tures promises superior spatial and temporal precision compared to
Ga-based FIB processing.643 However, GFIS-based milling suffers
from the formation of gas bubbles and the creation of defects far below
the milled surface of bulk samples.644

4. FIB for quantum materials

“Quantum materials” are materials in which quantum phenom-
ena manifest in non-trivial ways, leading to response functions that are
qualitatively distinct from those of standard electronic materials such
as Si or Cu. These functions generally arise from the non-locality of
quantum systems, with topology, frustration, and correlation all play-
ing a central role.645,646 The key goal is to refine our microscopic or
phenomenological understanding of these exotic quantum states and
develop predictors to find promising materials candidates within the
vast space of possible compounds. A second main driver of quantum

FIG. 17. Popular FIB-machined sample geometries for micromechanical testing: (a)
micropillar480 reproduced with permission from Uchic et al., Science 305, 986–989
(2004). Copyright 2004 The American Association for the Advancement of Science.
(b) Notched micro cantilever.629 Reproduced with permission from Ast et al., Mater.
Des. 173, 107762 (2019). Copyright 2019 Authors, licensed under a Creative
Commons Attribution (CC BY) license). (c) Micro-tensile bar499 Reproduced with
permission from Casari et al., J. Mater. Res. 34, 2517–2534 (2019). Copyright 2021
Authors, licensed under a Creative Commons Attribution (CC BY) license and (d)
micro-shear test structure502 reproduced with permission from Heyer et al., Acta
Mater. 62, 225–238 (2014). Copyright 2014 Elsevier.
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materials research is novel electronic applications that harness this
exotic behavior for solving technological challenges. Most famous is
quantum information technology, including quantum computation,
which directly utilizes the entanglement and vast configurational space
of quantum coherent systems. The search for the most effective mate-
rials platform to realize systems like qubits remains an open and very
active field, i.e., the search for the “silicon” of quantum technology.
Beyond coherent information processing, a large materials space has
developed in sensing and data communication that utilizes quantum
coherence indirectly, such as in strongly correlated oxides. The ubiq-
uity of quantum mechanics is the greatest challenge, in that interdisci-
plinary efforts in materials science, chemistry, physics, engineering,
and informatics are required to realize these concepts in a useful way.
In this search for new physics and new quantum platforms, the FIB
excels as a versatile patterning tool that is ideal for rapid processing of
nonstandard materials,647 as it (a) avoids exposure to wet chemistry as
compared to resist-based lithography, (b) can operate with crystallites
and microparticles, i.e., nonstandard samples that do not resemble pol-
ished wafers, and (c) enables 3D structure control that is critical to
many electronic 3D quantum materials. The operational goal of this
research is to fabricate hybrid structures that join micro-/nanostruc-
tures of a quantum material to a Si chip of conventional architecture,
both to demonstrate advanced functionalities and to probe the under-
lying novel physics.

Quantum systems generically respond strongly to changes in
their boundary conditions, in this case, their physical shape. FIBs
enable the sculpting of non-trivial boundary conditions in crystals,
which has been used to study and functionalize superconductivity, e.g.,
investigating the unconventional superconductivity of Sr2RuO4,

515,516

and studying Josephson vortices in strongly layered high-Tc supercon-
ductors and their excitations.517,518 Controlled patterns guide the
motion of Abrikosov lattices by surface structuring520 toward non-
trivial electronic responses such as vortex diodes.521,522 Further toward
superconducting applications on small dimensions, FIB milling also
enables direct nanopatterning of Josephson junctions, nanowires, and
nanoSQUIDs.648,649 The nanoSQUIDs are used for magnetization
reversal detection of individual magnetic nanoparticles529,540 and for
magnetic and thermal sensing in scanning SQUID microscopy.532 In
microwave circuits, nanoSQUIDS can be used as tunable inductors,
e.g., to enable tuning of the resonance frequency of microwave
resonators.526

Beyond superconductors, other exotic materials and proper-
ties can be probed, such as quasiparticle transport in ultra-clean
metals,547 and the magnetic exchange bias in time-reversal symme-
try breaking topological semi-metals.650 Reducing the sample size
to the micrometer scale further enhances the contribution of sur-
face properties to the overall physics. This is particularly important
in the quest to probe the contribution of topologically protected
surface states, which have been proposed to enable novel electronic
and spintronic applications in topological semi-metals.548–551

Precise FIB machining also enables optimization of the edge qual-
ity of structures, which is a prerequisite for the fabrication of effi-
cient superconducting single-photon detectors (SSPDs).572 In
addition, the flexibility of FIB processing on highly 3D substrates
has enabled FIB milling on top of an optical fiber.573

Subtractive FIB processing has also been applied in the fields of
spintronics and magnonics. Examples include guiding and control of

propagating spin waves, which has been enabled using the Ga-FIB.546

High resolution metal free FIB processing using GFIS ion species has
also enabled fine tuning of the interaction of spin waves across gaps.543

Not all applications of FIB aim to alter the material. In addition,
there is a wide class of FIB milling experiments aimed at probing the
bulk properties of novel materials that can be difficult to access when
the material is in its native form, e.g., microcrystals that are too small
for conventional measurements. This has allowed insights into micro-
scopic effects on critical charge transport in Fe-based superconduc-
tors,523,524 the determination of topological bandstructures in
microcrystals,525 and probing of the switchability of anti-
ferromagnetic states under the high current densities achievable in
FIB-machined crystals.651,652 The rich physical responses of quantum
materials tend to be rooted in the competition between multiple elec-
tronic ground states, which leads to a strong (and potentially discon-
tinuous) change in their properties under weak applied stimuli.653 One
can hardly overstate the importance of residual stress in the samples,
with a famous example being the enigma of the “3K phase” of super-
conductivity in Sr2RuO4, which originated from strain mismatch.553

Here, a crucial advantage of FIB milling over mechanical sample prep-
aration techniques, such as polishing or wire sawing, is its kinetic
nature, which results in samples of low residual stress. Precision con-
trol over the physical shape of a sample has also enabled microscopic
control over desired strain fields and their gradients, which imprint
correlation landscapes into quantum materials.554,555

5. FIB for photonics and plasmonics

Miniaturized on-chip photonic components are designed to guide
or focus light while having a footprint as small as possible. The fabrica-
tion of these relies mostly on conventional large-scale lithographic
techniques, but there are applications where a maskless direct-write
strategy has significant advantages. Prime examples are localized light
sources, with the extreme case of single photon sources, where the
optical component often has to be built around a pre-localized (quan-
tum) emitter. Such quantum emitters may be defects in wide-bandgap
materials (see Sec. IVB4), where outcoupling of the generated quan-
tum light is typically hindered by the large refractive index of the host
material, e.g., diamond. Here, FIB milling either using Ga
ions224,559,560 or, to reduce Ga-induced damage, O ions,556 has been
successfully used to engrave solid immersion lenses that enhance pho-
ton collection efficiencies. In the same manner, photonic crystal cavi-
ties with small mode volumes have been milled into a suspended
diamond layer around pre-localized quantum emitters and proven to
enhance spontaneous emission.561 An even further reduction of optical
mode volume can be achieved using metallic nanostructures, since
these have the ability to concentrate light below the diffraction limit by
collective excitations of the free electron gas.654 Since such plasmon-
polariton modes are strongly dependent on geometry, FIB processing
is a powerful tool for rapid prototyping of nanoscale resonators, sub-
wavelength apertures,655 and optical antennae.656

Furthermore, extreme plasmonic field confinement allows the
detection of molecular species down to the single molecule level by
surface enhanced Raman scattering657 (the prime example), enhanced
fluorescence,658 or enhanced F€orster resonant energy transfer.659 The
latter two examples employ Ga-FIB milling to fabricate an antenna-in-
a-box geometry, where the gap region of a dimer antenna provides the
local electric field enhancement and correspondingly an enhanced
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local density of optical states. The remaining metallic film around the
antenna blocks fluorescence from contributing to the background. In
general, Ga-FIB top down patterning, especially of single-crystalline
Au or Ag nanoflakes, is often employed for high-fidelity rapid proto-
typing of plasmonic components.599,660–663 When comparing the per-
formance and material properties of plasmonic antennae, electron
beam lithography (EBL) may lead to better results than FIB milling,
depending on the actual geometry and processing conditions, espe-
cially in the case of Ga-FIB.664 However, electron beam lithography
(EBL) fails in fabricating truly 3D profiles. In contrast, FIB milling has
been used to, e.g., mill out 3D Janus plasmonic helical nanoapertures
for polarization-encrypted data storage.665

A particularly beautiful example of 3D FIB-milling capabilities
combines local material removal by Ga-FIB milling of a suspended
gold film with low dose Ga ion irradiation at selected edges. The latter
induces a stress distribution that leads to up- or downward bending of
the predefined structures.666 This nano-kirigami approach has been
demonstrated for various designs realizing optical chirality, polariza-
tion and phase engineering, and showing potential for opto-
mechanical applications.568

The resolution and shape fidelity of FIB milling especially with
light ions stands out compared to any other lithographic techni-
ques226,471 but comes at the cost of the slow speed of the inherently
serial process. To resolve this issue, lithographic large area processing
by EBL can be combined with, e.g., He-FIB for the ultimate in resolu-
tion. Extremely narrow gaps between large areas of lithographically
defined plasmonic Au577 and Al574 antennae have been realized using
this approach. By combining Ga-FIB patterning with He-FIB pattern-
ing, the achievable spatial resolution can be significantly improved
while keeping a reasonable processing speed.575 Another approach to
increase the speed of top–down FIB processing relies on milling only
the outlines of desired plasmonic features, which are then subsequently
obtained by peeling off the surrounding material.579,667,668 This “sketch
and peel technique,” combining Ga-FIB patterning for the outlines
with He-FIB for the definition of ultra-narrow gaps, was used to repro-
ducibly demonstrate strong coupling in plasmonic dimer antennae.580

6. FIB fabrication of custom probes

Since FIB milling is not restricted to planar sample geometries, a
vast body of research exists on the modification of optical fibers,570

nanofibers,571 and nano-probes. The comprehensive review by Sloyan
et al.570 presents examples for optical near-field imaging, plasmonics,
beam shaping, fiber-based photonic cavities, fiber-chip coupling, and
many more. He-FIB manufacturing was reviewed in detail by Allen.471

Direct control over precise nanostructure geometries by FIB milling is
especially interesting for near-field optical microscopy (NSOM), where
a metal coated glass fiber tip localizes the excitation and/or collection
of light by making use of a nanoaperture or antenna for plasmonic
field concentration. In applications concerned with NSOM, FIB mill-
ing has been employed to fabricate high-definition plasmonic circular
nanoapertures at the apex of a metal coated glass fiber tip.602 Further
signal enhancement and fluorescent background reduction can be
achieved by adding a tip at the aperture rim, combining the concepts
of scattering and aperture NSOM.669,670 While the tip was grown by
FEBID in these works and metalized afterward, later work engraved
the tip-on-aperture geometry into the metallic (Al) fiber coating by
Ga-FIB milling and tuned the tip resonance to behave as a monopole

antenna, thus achieving single molecule imaging604 and imaging of
proteins on cell membranes.605 Additional geometries realized in this
way are bowtie nanoapertures on the end of metal-coated fiber tips603

and square plasmonic nanoapertures in pyramidal cavity structures,585

with the latter example employing He-FIB milling.
Further specific geometries of metallic tips and metal-coated fiber

tips have been fabricated to control the plasmonic response for other
purpose. These include nanocones for resonance and radiation pattern
tuning by Ga-FIB milling,607 nanopyramids for optimizing local electric
near-fields by He-FIB milling,601 and nanoslit gratings into the conical
taper of metallic tips for nanofocusing upon far-field illumination,
again by Ga-FIB milling.608 FIB milling has also been employed to
modify AFM probes for specialized applications. In one example, FIB-
milling was used to partially remove the magnetic layer from a com-
mercial magnetic force microscopy (MFM)-probe. The V-shaped
nanostructure remaining on one side of the triangular pyramid results
in enhanced magnetic phase contrast without compromising spatial
resolution.615 Another example employs nanoscale apertures milled
into hollow pyramidal AFM tips that can be loaded with liquid to dis-
pense attoliter volumes and create droplet arrays.610 Such tips can also
be used for the manipulation and analysis of single cells via so-called
fluidic AFM.611 Tips can be sharpened using FIB milling and can also
be detached from their initial substrate and mounted onto a cantilever
of choice with the help of a micro-manipulator. This technique has, for
example, been used to produce customized tips with high aspect
ratios.613 In other works, the AFM cantilevers themselves have been
fashioned with FIB-milled apertures to enable ion implantation
through those apertures aided by scanning probe alignment.612 FIB
milling of larger patterns into piezoresitive cantilevers has been used to
increase deflection sensitivity to optimize cantilever performance.614

Recently, Ga-FIB milling has also been used for shaping AFM tips to
produce mesa structures on the cantilever onto which Nb
nanoSQUIDs have been fabricated. Such structures simultaneously
enable topographic, magnetic, and thermal imaging.532

7. Outlook

As an all-in-one processing tool, the FIB provides a versatile plat-
form for flexible and fast top–down fabrication and prototyping of
nanostructures and devices.

To further advance these developments, FIB technology needs
improvement not only in spatial resolution but also in the in situ con-
trol of the material removal process. Critical issues include material
sputtering selectivity and increasing the signal to noise ratio of SE
monitoring during the milling of high aspect ratio structures.
However, FIB top–down nanofabrication is intrinsically limited by the
fact that the energetic particles and the chemical species involved cause
structural and chemical damage or changes, such as amorphization or
poisoning. While traditional Ga-FIB still represents the FIB standard,
some of the aforementioned fundamental limitations may be resolved
by using other ion species, such as those offered by GFIS, MOTIS,
LoTIS, PFIB, or LMAIS (see, e.g., Sec. II A).

Additionally, scale-up of FIB based top–down nanofabrication
will only be achieved when increased throughput and reproducibility
are realized. Here, advances in software and hardware tools for, e.g.,
modeling-informed automated operation will be beneficial, also allow-
ing in-line integration of FIB processing into larger (nano)-fabrication
pipelines. Theoretical knowledge, modeling, and simulation tools that
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provide precise descriptions of FIB modifications to materials, from
the atomic to the microscopic scale, are a prerequisite for predictive
design and for the realization of tailored properties and functionalities
of nanostructured surfaces and operating devices.

There are also opportunities for coordinated FIB system develop-
ment based on specific experimental needs. For example, strong inter-
est in emerging fields such as quantum technology, as well as novel
miniaturized platforms in the fields of microfluidics for lab-on-a-chip
or organ-on-a-chip developments, would benefit from synergies with
theory groups and tool makers in the FIB application community.

B. Engineering materials properties through defects

In addition to the subtractive nanofabrication applications
described above, site-specific and dose-controlled irradiation of sam-
ples with the FIB is used to tune material properties in spatially defined
regions down to the nanoscale and even down to the single-atom level,
without surface erosion or deposition. These applications are based on
the local introduction of varying concentrations of defects (vacancies,
dopants, and dopant–vacancy complexes), controlled by the dose.

1. Basics of irradiation induced defect creation

A common technique used to create defects in crystals relies on
bombardment with high energy ions or electrons,246,671,672 and in some
cases photons, protons, or neutrons.673 For example, tuning the fluores-
cence properties or the refractive index of a material for optical applica-
tions by bombardment with ions is a well-established technique.674,675

Ion implanters are often employed for such applications. Since these
deliver broad beams with spot sizes in the millimeter regime, a litho-
graphically defined mask is needed when higher spatial resolution is
required. However, the large collision cascades that are inherent to both
high energy ion beams and light ion bombardment make mask design
rather challenging. This is where FIB processing comes into play.

As described in Sec. III, the incident ion induces a collision cas-
cade in the solid with a size that is determined by the target material
and the ion’s kinetic energy, as defined by the primary beam voltage.
In a simplified picture, when a recoil is generated, it leaves behind a
vacancy and forms an interstitial when it comes to rest.676 In reality,
defect clusters and amorphous pockets may form depending on the
target material677 and on the ion mass and energy.678 Larger defect
structures such as these are usually undesirable for defect engineering,
as their properties are less well defined than those of simple defects.
They are best avoided by using light ions, which cause more dilute col-
lision cascades than heavier ions due to the lower nuclear stopping
power. The recoils in these cases are also less energetic because of the
unequal masses of the ion and target atoms. In addition, light ions
cause less sputtering, which is generally an unwanted effect in defect
engineering. Regardless, the applied ion doses and beam parameters
still have to be carefully adjusted. Considering the example of He ion
irradiation of Si and Cu substrates, Livengood et al.644 differentiated
the various defect regimes according to dose, ranging from individual
point defects at low fluence, to extended subsurface microbubbles at
very high fluence. While the picture will vary somewhat for other ion–
substrate combinations, the same overall trends apply.

Table VI gives the reader a flavor of the breadth of FIB based
defect engineering applications, categorized according to the specific
materials property engineered (electrical/electronic, magnetic, optical,

quantum, chemical, thermal, and mechanical). Further examples can be
found in the review articles by Gierak,679 Or�us et al.,680 and Allen.471

In the remainder of this section, we focus on those applications in
Table VI that are concerned with engineering the electronic, magnetic,
and optical/quantum properties of materials, with additional detail on
property engineering of low-dimensional materials (in particular, thin
films and 2D materials). The study of irradiation damage mechanisms
(e.g., the formation of gas nanobubbles) is also discussed.

2. Engineering electronic properties

From the outset, FIBs have been used to fabricate electronic devi-
ces at the nanoscale. Early examples, using Ga-FIB milling, are the fab-
rication of GaAs quantum wires693 and a quantum wire transistor.695

More recently, however, Ga-FIB irradiation at lower dose was
employed for the fabrication of a lateral diode based on a 2D hetero-
structure of MoSe2 and graphene.699 Here, the preferential sputtering
of Se locally transformed the top MoSe2 layer into a quasimetallic state,
generating a pn junction with rectification performance comparable to
that of a vertical diode. These examples illustrate a development from
the prevalence of subtractive materials modification by FIB milling to
increased interest in engineering the electrical and electronic properties
of materials at lower dose through defects.

Here, light (and often preferably inert) ion beams are of relevance
due to their high resolution defect engineering capabilities. Ion beams
of electronically active elements (e.g., P, Sb, As) also have the potential
for interesting applications such as local doping with high spatial resolu-
tion or the generation of qubits by SII. For applications in superconduc-
tivity, Josephson junctions, i.e., weak links between two
superconducting electrodes, are key elements for superconducting elec-
tronic devices. For Josephson junctions based on conventional metallic
superconductors, such as Nb or Al, thin-film devices with grown insu-
lating (I) or normal conducting (N) barriers, sandwiched between
superconducting (S) electrodes, are well established. However, in the
case of the high-TC cuprate superconductors this as-grown approach
does not produce well-defined SIS or SNS junctions, due to the complex
nature of these materials and their strong sensitivity to defects on the
atomic scale. As an alternative approach, the local FIB-enabled modifi-
cation of superconducting thin films in order to “write” thin N or I
layers as Josephson barriers in prepatterned thin film structures has
been successfully demonstrated. Here, the high spatial resolution
offered by He-FIB has been shown to be of great importance. Prime
examples are the fabrication of insulating or normal-conducting bar-
riers in yttrium barium copper oxide (YBCO) or MgB2 thin films by
He-FIB irradiation that locally suppress superconductivity on the nano-
meter scale,705,707,712 and the creation of He-FIB-induced nanoconstric-
tions in Bi2Sr2CaCu2O8 (BSCCO) single crystal flakes. The latter form
the basis of two-dimensional cuprate nanodetectors with single telecom
photon sensitivity.713,714 Moreover, He-FIB irradiation of YBCO films
has produced artificial pinning arrays with unprecedented lattice con-
stants down to 30nm,717,718 which opens a new regime for motion con-
trol of Abrikosov vortices in superconducting fluxonic devices.

Due to the nanoscale beam size that is achievable with FIBs, in
particular with GFIS-based FIBs, these are ideal tools for the fabrica-
tion of single quantum dots, tunneling devices and single electron tran-
sistors. Examples include the fabrication of single electron transistors
in Si/SiO2 stacks

410 and the fabrication of single quantum dots in car-
bon nanotubes (CNTs).715
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3. Engineering magnetic properties

Ion irradiation, in general, has been used for many decades for
the modification of magnetic materials.801 To achieve this sort of mod-
ification, complex and expensive masking processes have to be used
unless one employs FIBs, which can modify the magnetic properties
locally with nanometer precision. In 1989, Ishii et al.733 used Si and Ge
ions from a LMAIS-FIB to create nucleation sites for controlled
switching of the magnetization in Bi- and Ga-substituted yttrium iron
garnet (YIG) films. Ga-FIB processing has also been used for creating
read/write heads802 for magnetic hard disks, and for modern
approaches such as magnetic random access memories (MRAMs)
composed of magnetic multilayer structures.803 FIB-induced local
changes in magnetic anisotropy have been used to create isolated
tracks of single domain islands in recording media804 and to control
the injection location and field dependency of magnetic domain walls
in multilayers with perpendicular magnetic anisotropy (using Ga- and
He-FIB).726 In the case of Co nanowires fabricated by FEBID, irradia-
tion with Ga-FIB has allowed modification of the propagation speed of
the magnetic domain wall.805 In some materials, FIBs can be used to
generate ferromagnetism in selected regions such as in paramagnetic
FeAl alloys. For example, the spatially resolved creation of disorder-
induced ferromagnetism using Ga-FIB modification has been demon-
strated by Men�endez et al.,743 achieving a spatial resolution of below
100nm with the possibility of erasing the pattern by annealing. Later,
Fe60Al40 was studied in depth for order–disorder phase transitions and
ferromagnetic resonance (FMR) in magnetically written single struc-
tures induced by Ne-FIB irradiation.544,742 Paramagnetic regions in
non-magnetic materials can also be created by FIB irradiation, as has
been done for InGaAs using Ga-FIB to create a spin filter device.806

The continued quest for an increase in storage density in combina-
tion with novel data processing approaches (i.e., neuromorphic comput-
ing) has triggered the development of advanced patterning of complex
magnetic alloys and multilayer systems.807–809 In these systems, various
interactions due to the intrinsic anisotropy, or lattice and system geome-
try, may lead to topologically protected spin configurations such as sky-
rmions or the controlled formation and transport of spin waves. Here,
the FIB stands out, as it enables tuning of magnetic anisotropy land-
scapes without any topographical changes to the devices. This was dem-
onstrated for the nucleation control of skyrmions in Co/Pt multilayers
using Ga-FIB739 and He-FIB,738 and through the patterning of sky-
rmion racetracks in a Pt/Co/MgO thin film using the He-FIB.731 The
patterning of dots as nucleation sites within a low-dose racetrack using
He-FIB realized both the deterministic generation and movement of
skyrmions with nanometric precision.732 Finally, spin-wave optical
components such as graded-index lenses for applications in magnonics
can be created by ion induced modification of the local magnetization
in YIG, which corresponds to an effective refractive index for spin wave
propagation. Here, 50 keV Ga-FIB was employed and the penetration
depth of about 100nm allowed for an effective refractive index of up to
1.8, comparable to light-based optics. Since this depth was only one
third of the actual device thickness, the much lighter He ions are
expected to significantly improve the optical device performance.745

4. Engineering optical/quantum properties

Typical applications of ion irradiation in optics include the local
change of refractive index and the creation of fluorescence.810 Since

FIB processing is serial and the penetration depth is limited, the use of
the FIB in this area is mostly of interest in cases where a small number
of ions needs to be placed with high spatial accuracy. A particularly
beautiful example is the tuning and imaging of resonant optical modes
in a silicon disk resonator using Li-FIB.753 A low beam current of 1 pA
at 3.9 kV acceleration voltage was used to radially raster scan in pulses
of � 3000 ions while the transmitted light passing through a critically
coupled waveguide was monitored. The optical shifts observed could
be attributed to ion damage and a rapid thermal (and thus reversible)
response. Knowledge of this time-varying response was used to enable
imaging of different optical modes with minimum device degradation.

The spatial accuracy of defect creation using the mask-less FIB
approach becomes especially beneficial in the field of quantum tech-
nology. Here, a defect in an otherwise ideally perfect crystal can take
the role of an artificial atom emitting quantum light. Furthermore, the
defect may exhibit electronic and nuclear spin degrees of freedom that
may be coherently coupled to the emitted quantum light, turning the
defect into a solid state quantum bit (qubit). The most popular exam-
ple of a defect-based quantum emitter, or qubit, is the nitrogen
vacancy (NV) center in diamond. Diamond NV centers are routinely
fabricated using ion implanters,811 but have also been realized using
He-FIB processing.756,757 FIB implantation of Si ions has been used to
realize nearly lifetime-limited single Si vacancy (SiV) quantum emitters
in diamond nanostructures.764 This maskless approach achieved
� 32nm lateral precision and <50nm positioning accuracy and is
thus promising for the development of scalable solid-state quantum
information processors. Focused Si ions at 35 keV with beam diame-
ters of 5–10nm have also been used to fabricate negatively charged sili-
con vacancies (V�

Si) in 4H-SiC with single emitters observed starting
from 40 ions per irradiated spot.812 A comparative study by the same
author using H, He, and C ions showed that He ions produced the
highest defect concentration, while the lowest brightness emitters were
observed for C ions.813 In addition, Li-FIB has been employed for the
creation of Si vacancies in SiC.762 Recently, focused Ar8þ ions from an
EBIT were also used for NV-creation in diamond.767 A particularly
interesting study made use of Xe-FIB for recoil implantation of tar-
geted group IV dopants in a deposited surface layer.774 In this work,
Pb, Sn, Ge, and Si color centers in diamond were fabricated with a spa-
tial accuracy of better than 50nm in combination with an ultra-
shallow doping profile. So-called G and W centers in Si have recently
been demonstrated using Si-FIB to create spatially resolved single
defect centers of this type for application as quantum emitters in the
telecom band.765 In a very recent approach, a dedicated FIB system
equipped with a ultrahigh vacuum (UHV) sample chamber814 was
used to suppress unwanted isotopes in Si that would otherwise limit
coherence times and therewith the performance of solid-state spin
qubits. This was achieved using a LMAIS source to implant 28Siþþ

into natural Si, lowering the level of unwanted 29Si to the single-digit
ppm range without introducing contamination from the FIB process-
ing.766 The deterministic placement of single atoms (e.g., Sb or P) into
Si to act as qubits is another challenge where progress has recently
been made.293,773 While the two cited works are a clear demonstration
of the placement accuracy of single (or few) atoms using a FIB, the
approaches rely on implantation into a host material that can also dou-
ble as an active detector of the ion impacts.

In parallel, 2D materials have been heavily explored as hosts for
usable quantum emitters, e.g., sources of single photons.815 Here, ion
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irradiation can be used to both tailor the optical properties of the 2D
system816 as well as to produce defects that introduce novel optical
activity.817,818 He-FIB processing, in particular, has been used for the
site-selective creation of defects in, e.g., 2D MoS2.

761 While the exact
type of defects being introduced is still under investigation (true for
most luminescent defects in 2D materials), they are expected to cause
highly localized trapping potentials for exciton emission. Encapsulation
with hBN leads to very narrow linewidths of the emission lines in the
visible range, 100–220meV below the neutral exciton.761 He irradiation
has also been shown to result in a fivefold reduction in background and
parasitic fluorescence, enabling the isolation of bright and stable quan-
tum emitters in hBN.749 Recent results using Ga-FIB patterning indicate
that the formation of luminescent defects is positively correlated with
material swelling rather than material removal by milling.769 This helps
to explain earlier results on the generation of defects by Ga-FIB, where
it was not clear whether the single photon emission was actually gener-
ated inside the milled holes, at their edges, or in the damaged region
near the edges.768

5. Engineering of low-dimensional materials

2D materials such as graphene and atomically thin transition-
metal dichalcogenides are expected to play an important role in the
realization of future electronic and optoelectronic devices, and there
exists a significant body of work in which FIB based defect engineering
has been used to tune the unique properties of these materials. In fact,
as can be seen in Table VI, the majority of materials that are used in
FIB based defect engineering work are indeed low-dimensional (thin
films, 2D materials, and nanowires). The simple reason for this is that
typical FIB instruments deliver beams with energies of several tens of
keV, which limits the ion penetration depth. For example, in most
materials the maximum penetration depth of the ubiquitous 30 keV
Ga ion beam is around 60nm, which severely limits possibilities for
property engineering of bulk materials. While lighter ions of the same
energy penetrate more deeply, for many defect engineering applica-
tions implantation of the ion into the material is not actually desired.
Rather, it is the local damage created by the ion in transit that is lever-
aged. Therefore, low-dimensional materials are often the ideal testbed
material for defect engineering using the FIB. Notably, an increase in
ion energy typically causes a decrease in defect production in 2Dmate-
rials,819 such that lower beam energies are in fact better suited for effi-
cient materials modification in these cases.

An example of FIB based defect engineering of a low-
dimensional material is the use of the He-FIB to tune the electrical
resistivity of 2D MoS2.

687 In the cited work, the electrical resistivity of
the MoS2 monolayer was tuned from semiconducting to insulating
depending on the vacancy defect concentration, as controlled by the
irradiation dose. Above a certain threshold dose, total amorphization
(i.e., disordering) of the material occurs. By irradiating samples locally
in specific patterns with fluences below the total amorphization thresh-
old, the FIB can be used to tune the defect density and hence the elec-
trical conductivity in spatially defined regions at the nanoscale. For
example, using the He-FIB and a line irradiation strategy on 2D MoS2,
a neuromorphic memtransistor device has been demonstrated.689

Similarly, Ga-FIB has been used for defect creation in supported gra-
phene with MD simulations providing insight into the effect of irradia-
tion angle on the lateral damage distribution.820 He-FIB line
irradiation of graphene has also been used to create graphene

nanoribbons,686 which opens up a bandgap in graphene due to quan-
tum confinement. Tuning of the ribbon width and, hence, the size of
the bandgap is a key step toward the use of graphene in electronic
applications. As discussed in Sec. III B 3, for supported graphene, the
minimum achievable nanoribbon width is limited by the influence of
the backscattered ions from the substrate.370

Other defect engineering applications concerning 2D materials
include the use of Ga-FIB in combination with the simultaneous flow
of XeF2 gas for the localized fluorination of graphene787 and the use of
the He-FIB to create localized defects in graphene to serve as nucle-
ation points for the epitaxial growth of hBN.782 An example of defect
engineering of a 1D structure is the employment of localized He-FIB
irradiation to induce regions of disorder in a silicon nanowire in order
to tune the thermal conductivity along its length.789

6. Study of irradiation damage mechanisms

Fundamental curiosity and the need for experimentally straight-
forward replacements for long-duration reactor-based irradiation
experiments have resulted in FIB instruments being used for the sys-
tematic study of irradiation effects on structural materials. In order to
simulate irradiation damage caused by a particles, for example, Heþ

ions are a convenient species to use. A further advantage of using an
inert species such as He is that fundamental studies of irradiation effects
can be made while avoiding alloying effects and grain boundary embrit-
tlement, as can occur with a metallic ion species such as gallium.621

A phenomenon that was discovered several decades ago is the
formation of He nanobubbles upon He ion irradiation of various metal
targets. These nanobubbles form as a result of vacancy defects and He
interstitials that diffuse and recombine to produce gas clusters.
However, fundamental experimental studies of the resulting changes
in the mechanical properties of the target material were for a long time
confined to the use of large-scale ion accelerators and plasma devices.
The introduction of the He-FIB changed this, enabling the first system-
atic dose-controlled irradiation studies. Using the He-FIB, gas bubble
phenomena that had been observed in large-scale experiments have
been reproduced with much greater control over the experimental
conditions. Initial He-FIB studies in this area used Si targets, mostly
driven by the need of the semiconductor industry to evaluate the inva-
siveness of He-FIB processing.644 Later studies included the investiga-
tion of He gas-bubble superlattices, using single-crystal Cu as a simple
model system and probing the effect of the superlattice on the mechan-
ical properties of the host material using in situ TEM nanoindenta-
tion.795 Since samples are irradiated with the He-FIB on the nanoscale,
individual grains and grain boundaries can be targeted in polycrystal-
line samples.821 By increasing the dose, the coalescence of nanobubbles
forming crack planes that ultimately result in blistering and delamina-
tion can also be studied with a level of control that was previously
unattainable.799 Furthermore, irradiation induced mechanical property
changes of a number of materials that are directly relevant for nuclear
applications have been investigated using the He-FIB combined with
nanoindentation, e.g., in studies of Eurofer steel,798 W,822 ultrafine-
grainedW, and aW–Cu nanocomposite.800

Finally, He gas bubble effects have also been employed for nano-
fabrication tasks using patterning with the He-FIB at high dose for
localized subsurface swelling to deform surfaces and thereby create 3D
nanostructures such as nanopyramids and nanohemispheres.823–826
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7. Outlook

The use of the FIB for property engineering down to the nanoscale
is now well established. Recently, strong efforts have been under way to
increase the spatial resolution and control of the technique even further
with the ultimate goal of creating single defect centers or implanting single
impurity atoms for applications in quantum technology. Here, a signifi-
cant challenge is posed by the intrinsically stochastic nature of both the
production of ions frommost FIB sources and of the ion–solid interaction
itself. The deterministic placement of single ions either into the bulk or at
a surface thus pushes the FIB technique to its fundamental limits.

There are two distinct approaches that are being pursued for real-
izing deterministic SII using the FIB. One is to count the ions as they
travel to the sample and the other is to detect individual ion impact
events, ideally in an universal manner. The first approach can be real-
ized by using an Paul ion trap as a deterministic source of single
ions.827,828 While the presence of the ion can be unambiguously
proven, ejecting the ion and re-loading the trap is time-consuming and
the spatial localization of the eventual impact event using ion-optical
elements causes significant losses. Given that the probabilities for the
creation of specific defects are usually low and highly material depen-
dent (see also Sec. III B), this deterministic ion source approach is
appealing, but technologically extremely demanding. Alternatively, ion
columns can be equipped with image-charge detectors that count ions
produced from different types of ion sources. The beam is directed
toward the sample only if an ion is detected. In this way, imperfect
detection efficiencies can be mitigated since all non-detected ions are
automatically blanked.193 The drawback of this technique is the large
charge state (at least 10þ) that is necessary for detection of the image
charge, requiring ion sources such as an EBIT. Here, Ar18þ ions cre-
ated by an EBIT have been successfully used.194 Light ions are excluded
from this technique, unless the sensitivity of the image-charge detec-
tors can be significantly increased, and this method also presents sig-
nificant technological challenges for column design.

The second approach, i.e., the detection of individual ion impacts
on the sample, could in principle work for any ion source. Promising
attempts combine an on-chip IBIC detector199,829 with a plasma ion
source and a near-surface aperture in an AFM cantilever.293 Here, scan-
ning of the aperture realizes the spatial localization830–832 and thus
allows use of various types of ion source, including broad beam implan-
ters. While this is an important step for all quantum devices that tolerate
a nearby pn-junction and amplifier, other device concepts, e.g., in pho-
tonic quantum technology, require truly agnostic sample detector con-
cepts. Conventional SE detectors (Everhart–Thornley, see also Sec. IIC)
or novel detector types (e.g., channeltrons777) may work as such, but
suffer from their strong dependence on the SE yield, which is unknown
for most materials and is very surface dependent. There is also a need
for a better understanding and prediction of SE generation and expected
detection yields, and for the development of advanced SE detection
schemes with detection efficiencies approaching 100%.777,833 Instead of
detecting all ion impact events (that may each come with a small proba-
bility of creating the target defect), one may instead detect device func-
tion in situ while delivering ions to the target locations. A combination
of short dwell times at extremely low current results in a Poissonian
probability of either one or zero ions per shot, and the process may be
stopped once the desired device operation is achieved. Here, the techno-
logical challenge of these implementations involves the co-integration
of an extremely sensitive fluorescence detection setup.834,835

In conclusion, several promising development routes for SII are
currently being pursued that are showing first promising results.
Whether modifying the ion supply toward being deterministic or
enhancing the detection capabilities toward single-ion sensitivity (or a
combination of both) will finally lead to success is still an open question.

C. FIB-based imaging and tomography

Multiscale imaging of complex systems is becoming increasingly
important. For example, to understand data transmission in the brain
or chemical energy storage in a battery, one needs to capture the “big
picture,” ideally in three dimensions, as well as resolve features down
to individual atoms. This is where FIB based techniques play a central
role, by direct imaging using light ions such as He, by 3D volume
imaging combining FIB slicing with SEM, and by preparing thinned
cross sections and specialized geometries for TEM and APT.

1. A brief history of FIB-based imaging and analysis

The enormous potential of electron microscopy for imaging the
structure of condensed matter became clear with the invention of the
TEM in 1932836 and soon thereafter first images of bacteria837,838 and
virus particles839 proved the same for the life sciences. The introduction
of ion microscopy for imaging, however, took much longer. Pioneering
work was carried out in the 1970s by Levi-Setti and co-workers, who
experimented with a scanning transmission ion microscope using up to
65keV Hþ

2 ions from a GFIS and published images of myofibrils from
rabbit muscle.36 However, since the achievable lateral resolution of ion
microscopy had always been inferior to that of electron microscopy, ion
microscopy was not used for nanoscale imaging until the early 2000s
with the invention of the HIM21,25 (see Sec. IVC2).

The breakthrough in the use of ion microscopy for sub-cellular
imaging in biology, or “the revolution in ultra-microscopy” as stated
by Ballerini et al.,840 occurred once Ga ion beams from LMIS-based
sources could be focused down to better than 10nm.841 It was recog-
nized that the ion beam could be used “like a tiny scalpel which slices
away layers of the sample (and that one could) exploit this destruction
to gain high-resolution three-dimensional structural, morphological,
and chemical information.”840 Thus, the FIB based microscopy and
machining that had until the turn of the century mainly been used in
the semiconductor industry was brought to the life sciences.840,842

Various other fields also adopted the technique. For example, one of
the first reports of FIB tomography was presented in 2001 by Inkson
et al.843 on the 3D characterization of a metallic nanocomposite, and
FIB based tomography also became increasingly common in, e.g., met-
allurgy,103,626,844 energy research,845 and geology.846 Recently, FIB
tomography has even been applied to paleontology samples.847 While
early work sometimes used the Ga-FIB for the imaging as well as the
sectioning, the most common implementation of FIB tomography
uses the dual beam FIB-SEM, comprising a Ga-FIB column for the
milling coupled with a SEM for high-resolution surface imaging of the
exposed faces. Significant progress in 3D image segmentation and
reconstruction848 was also key to enabling 3D structural imaging of
complex specimens by the FIB-SEM technique. Furthermore, the
development of cryo-workflows for cryo-FIB-SEM tomography was a
major step forward allowing preservation of cell ultra-structure.849,850

Such cryo workflows are now used for other beam-sensitive samples as
well (see Sec. IVC4).
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TABLE VII. Overview of FIB based imaging and analysis in the life sciences.

Application Technique Experiment

Molecules

Localization of
proteins

cryo-FIB-SEM Protein detection in vitrified HeLa-cells using Au-conjugated antibodies
against RNA polymerase II853

HIM and
fluorescence
microscopy

Detection of quantum-dot labeled proteins854

ToF-SIMS Detection of proteins on DNA bio-sensor chip855

Metabolic imaging OrbiSIMS Imaging of the distribution of neurotransmitters in mouse hippocampus856

3D metabolic imaging of Paramecium caudatum using orbitrap-MS
coupled to TOF-SIMS857

Viruses and
nanoparticles

Virus imaging HIM Imaging of bacteriophage infection,858,859 and transport by bacteria860

Imaging of SARS-CoV-2 infected Vero cells861,862

FIB-SEM Investigations into SARS-CoV-2 viral density at cell–cell contacts863

Nanoparticle–cell
interactions

HIM

HIM-SIMS Investigation of biogenic nanoparticles by HIM-SIMS864

ToF-SIMS 3D-imaging of nanoparticles in an algal biofilm865

Cell-level

Imaging of microbial
cells

HIM Imaging of nitrate-reducing bacteria with spikey minerals,866,867 archea868,
predatory bacteria869

Imaging of biofilms HIM Geobacter sulfurreducens,870 microbial mats from Himalayan hot springs,859

chlorella micro-algae871

Imaging of
mammalian cells
and tissues

HIM Imaging of mitotic HeLa cells,866 visualization of lipid nanodomains in
human neural stem-cells,872 imaging of kidney873

3D imaging and
remodeling of
microbial cells

(cryo-)FIB-SEM FIB-SEM of yeast cells,840,849 3D remodeling of Acantharia-microalgae874

3D imaging of cells
and tissues

(cryo-)FIB-SEM Imaging of FIB-sectioned gland cells,875 lymphoid tumor tissue,849 carbon
nanotubes (CNTs) in mouse lung tissue,876 tobacco petal epidermis,850

human bone877

Sub-cellular elemental
mapping

nanoSIMS,
ToF-SIMS

Element distribution in E.coli exposed to natural antibacterial clay,878 map-
ping of N/P ratio in a photosymbiotic Acantharia-microalgae
system,874 identification of TiO2 in an algal biofilm865

PIXE Elemental analysis of hair, skin, nervous tissue879

Identification of Ni-U-phosphate deposits in bacteria880

Metabolic activity
measurements

nanoSIMS nanoSIMS and stable isotope labeling to measure metabolic activity of
microbial cells881,882 and heterogeneity in isogenic microbial
populations883,884

Biomarker imaging
of single cells

ToF-SIMS Biomarker imaging of diatom cells in a microbial mat885

Chemical analysis
of biofilms

ToF-SIMS Localization of P in micro-algae biofilms886

Bacterial predators HIM Imaging of the different stages of the life-cycle of Bdellovibrio
bacteriovorus869

Geomicrobiology HIM Imaging of iron-oxidizing bacteria,866,867 structure of Geobacter sulfurredu-
cens biofilm870

ToF-SIMS Microaerophilic Fe(II) oxidizing Zetaproteobacteria,887 iron corrosion by
methanogens888

Anti-microbial
properties of surfaces

HIM milling Investigation of the anti-bacterial properties of the nanostructures on drag-
onfly wings889
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An overview of the various FIB based imaging and analysis modal-
ities used in the life sciences is given in Table VII. In all of the examples
given, the imaging and analysis was primarily performed in situ, i.e.,
inside the FIB-(SEM) instrument. Key works on cryo-FIB milling for
the site-selective preparation of electron transparent biological speci-
mens for analysis by cryo-TEM can be found in Refs. 851 and 852.

2. HIM—A tool for imaging of the tiniest living objects

SEM is a standard method for imaging biological specimens, in
which samples are typically coated with a conductive layer to prevent
charging under the beam. SEM imaging of uncoated samples without
charging becomes possible if the accelerating voltage of the electron
beam is reduced below 1kV, but at the expense of increased chromatic
aberration and a reduced depth of field.866 In contrast, with HIM, in
situ charge compensation with an electron flood gun allows the investi-
gation of non-conductive biological samples without conductive coat-
ings while maintaining good spatial resolution. This is important, as
metallic coatings can alter and conceal nanoscopic samples and fea-
tures, such as virus particles or the cell membrane topography.
Furthermore, compared to SEM, HIM delivers a larger depth of field,
enhanced topographic contrast, and greater surface sensitivity.187,890

Typically, HIM imaging relies on the detection of SEs, but backscattered
ions (BIs) can also be detected, which enhances material contrast. (This
is comparable to SE vs backscattered electron detection in SEM.) Since
backscatter detection in HIM is also sensitive to the neutrals that are
generated, detection yields are relatively high meaning that images can
be collected at lower dose (see also Sec. IIC). Bidlack et al.183 pointed
out that BI imaging could improve the visualization of immuno-gold
labels in cells and Ma et al.182 used BI imaging to detect different con-
centrations of colloidal nanoparticles in cells. However, in general, the
use of BI detection for HIM in the life sciences is still underexplored.

a. Preparation of the specimen. Since the sample requirements for
room-temperature HIM (dry and vacuum-compatible) are almost
identical to those of electron microscopy, established protocols from
the SEM community provide a good basis for HIM sample prepara-
tion. In general, the sample preparation steps involve:

1. chemical fixation with aldehydes (e.g., formaldehyde or
glutaraldehyde),

2. optional post-fixation with strong oxidizing agents (e.g., osmium
tetroxide),

3. dehydration in a graded series of an organic solvent (e.g., metha-
nol, ethanol or acetone),

4. drying (e.g., critical point drying).

Instead of the final dehydration and drying of the sample, the
application of ionic liquids has been proposed as an alternative891 and
successfully applied for imaging bacterial biofilms using HIM.892 In all
cases, no final metallization of the sample is required (due to the in
situ charge compensation mentioned previously); hence, samples can
be visualized in a more pristine state.

b. Viruses. Sharma et al.859 used HIM in investigations of the inter-
actions of viruses and their hosts in sediment and microbial mat samples.
In the samemanner, HIM has been shown to be a powerful tool to inves-
tigate bacteriophages (i.e., viruses that attack bacteria) and their

interactions with their host cells. Both Lepp€anen et al.858 and You
et al.860 published high-resolution HIM images of T4-phage infected E.
coli bacteria, and Vinner at al.893 visualized phage Felix O1 infected
Salmonella bacteria. The contributions that HIM and other microscopies
have made to our understanding of bacteriophages have been reviewed
in more detail by Almeida et al..894 Furthermore, Frese et al.861 and
Barreto-Vieira895 recently reported the first visualization of SARS-CoV-2
virus particles by HIM, demonstrating significant topographical differ-
ences compared to previously published SEM images of sputter-coated
samples. Examples of HIM imaging of virus are shown in Fig. 18. In the
future, HIM could be used, for example, to examine the internal structure
of phage-infected cells by milling cross sections. In addition, HIM could
be used to better understand the spread of viral particles through other
organisms, since it is possible to remove lightly attached phages during a
washing step in the sample preparation and image what remains.

c. Single-celled organisms. HIM is an excellent tool for viewing
single-celled organisms such as bacteria, archea, yeast, micro-algea, pro-
tozoa, etc., at a resolution approaching that of TEM without needing to
embed and section the samples. Here, it is important to note that the
HIM technique primarily enables imaging of the cell surface. In their
2013 paper, Joens et al.866 employed HIM for the first time for the imag-
ing of microbes, namely, iron-oxidizing bacteria. The ability to view
highly texturized biological specimens on non-conductive surfaces with
strong topographic contrast, charge-compensation, and large depth-of-
field renders the HIM an excellent tool for this work. The first HIM
images of a culture of archea were published by Chen et al.,868 where
HIM proved particularly useful for investigation of the alleged cell bud-
ding of Ca. A. ethanivorans. Furthermore, HIM has been utilized by
Said et al.869 to image bacterial infections by the bacterial predator
Bdellovibrio bacteriovorus. HIM of bacterial biofilms (also often highly
texturized) was published by LeTourneau et al.896 (rhizobacteria),
Belianinov et al.870 (Geobacter sulfurreducens), and Schmidt et al.892

(Pseudomonas putida). Further HIM studies of biofilms include imaging
of microbial mats from hot springs in the Indian Himalayans by
Sharma et al.859 and investigations of micro-algal biofilms with regard
to architecture and P distribution by Moreno Osorio et al..871 Other
potential applications of HIM imaging of microbiological objects

FIG. 18. (a) SARS-CoV-2 virus particles on the cell membrane of a Vero E6 cell,861

reproduced with permission from Frese et al., Beilstein J. Nanotechnol. 12,
172–179 (2021). Copyright 2021 Authors, licensed under a Creative Commons
Attribution (CC BY) license. (b) T4-phage infected E. coli bacteria on a fibrous agar
surface.858 Reproduced with permission from Lepp€anen et al., Adv. Biosyst. 1,
1700070 (2017). Copyright 2017 John Wiley and Sons.
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include investigations of biofilms in different environments, e.g., on
medical implants or in bio-reactors. HIM also holds great promise for
studying phage-infection or predation by protists or bacteria in environ-
mental bacterial biofilms. Furthermore, one can conceive of HIM inves-
tigations into the complex interplay of microbes with plants or fungi. A
recent example in this area is given by You et al.,860 where HIM was
used to analyze phage co-transport on hyphal-riding bacteria.

d. Cells, tissues, immuno-gold labeling. The HIM has been used in
many studies to investigate whole cells of multicellular organisms,
including plant,871 animal,897 and human cells.898,899 In the study of
nanoscopic cell structures, which are usually distorted or obscured by
metallic coatings, charge compensation allows visualization of topo-
graphical structures that would not be observable by SEM. For exam-
ple, Sch€urmann et al.872 visualized lipid nanodomains in the cell
membranes of neurons, which were demonstrated to otherwise be con-
cealed under a 10 nm metallic coating. Sato et al.900 have shown that
immuno-gold-tagged antibodies can be resolved within cells to identify
specific organelles, demonstrating the detection of ionoluminescence
from ZnO nanoparticles in biological specimens using HIM. When
imaging animal nanostructures such as insect wings, the superior
depth of field of the HIM has proven advantageous.889,901 In addition,
Joens et al.866 demonstrated that the mouth cavity of a nematode can
be dissected using Ne-FIB milling with subsequent imaging by HIM,
with minimal thermal damage during the milling process.

e. HIM in correlative workflows. In addition to structural analysis,
the ability to investigate chemical compositions on the subcellular level
is also needed. In order to achieve this with a HIM-based platform,
detectors such as for SIMS (cf. Subsection IIC) can be installed and
used for in situ chemical investigations, as has been shown for E. coli
cells incubated with TiO2 nanoparticles.

140 Alternatively, HIM imaging
can be integrated into correlative workflows ex situ with SIMS, EDS, or
fluorescence microscopy using fluorescent markers (see also Sec. II F).
A recently published example shows how HIM in correlation with the
aforementioned techniques was used to analyze a resin-embedded soil
sample with regard to roots, sediments, soil-organic matter, and bacte-
ria.902 Further correlative studies that make use of the unique charge-
free high-resolution imaging capabilities of HIM can be expected, e.g.,
to analyze biomineralization processes, and to address ecological ques-
tions in environmental microbiology, plant and soil science, etc.

3. FIB tomography in the life sciences

Three-dimensional nano-imaging of biological samples has become
increasingly important, e.g., for investigations of cell architecture, the
ultra-structure of cell components, cell–cell interactions, structural analy-
sis of tissues and biofilms, etc.903 Until the early 2000s, investigations into
the 3D ultra-structure of samples such as resin-embedded tissue or cells
were carried out by serial block-face SEM904 or by serial sectioning for
TEM.905 While a very high lateral resolution can be achieved by these
approaches, depth resolution is limited by the achievable thickness of the
slices. Alternatively, serial block-face SEMs with an ultramicrotome fitted
into the analysis chamber can be used for tomographic imaging of resin-
embedded samples. However, the depth resolution is still limited by the
minimum about of material that can be removed in each slice.

The advent of FIBs (principally the Ga-FIB) propelled the field of
biological micro-tomography, allowing much better control and much
finer removal of material.906 In one of the first examples of FIB based
tomography in the life sciences, Ballerini et al.840 investigated the internal
structure of yeast cells using Ga-FIB sectioning followed by a sample tilt
to allow FIB based imaging of the cross section via secondary electrons
and (negatively charged) secondary ions. Soon thereafter, the image reso-
lution and efficiency of the technique were improved using dual-beam
FIB-SEM systems where the specimen is Ga-FIB-sectioned and imaged
by SEM. The use of oxygen ions from a PFIB appears to reduce curtain-
ing and other artifacts, allowing faster preparation of smoother surfaces
for the imaging step.907 The basic workflow for FIB-SEM analysis of a
resin-embedded biological specimen consists of repeated FIB-milling and
SEM imaging of the exposed face followed by 2D image-stack registra-
tion and finally 3D reconstruction, as summarized in Fig. 19.

In order to obtain sufficient contrast in the SEM images, the sam-
ple is usually stained with heavy metals. Pioneering work was carried
out by Drobne et al.,875 who investigated the digestive system of a crus-
tacean by FIB-SEM and compared imaging modes. In order to achieve
better contrast, Leser et al.908 systematically investigated different
OsO4 and uranylacetate staining techniques and concluded that for
plastic resin embedded samples, the OTOTO method (OsO4/thiocar-
bohydrazide/OsO4/thiocarbohydrazide/OsO4) in combination with
backscattered electron imaging provides best results. Other protocols
involve a combination of potassium ferrocyanide, OsO4, and uranyla-
cetate, and were successfully applied to brain909 and bone tissue,910 as
well as for the investigation of the interaction of CNTs with lung tis-
sue.876 A detailed description of standard protocols for FIB-SEM of
dried as well as plastic resin embedded (tissue) samples can be found
in the work of Drobne.911 An alternative preparation method for FIB-
SEM investigation of cells on surfaces uses thin layer plastification of
the samples in place of resin embedding and full impregnation.910

It is well known that dehydration and embedding in plastic resins
introduces artifacts and may destroy the ultra-structure of cell compo-
nents. These effects can be partially avoided by high-pressure or plunge
freezing of the sample followed by cryo-substitution of water and slow
infiltration with an epoxy-resin. However, FIB-SEM imaging of the
embedded sample is then done at room temperature, as described, e.g.,
by Schmid et al.912 for samples of the nitrate-reducing and Fe-
oxidizing bacteria BoFeN1. (This is the same cell culture as used by
Joens et al.,866 see Sec. IVC2 c.) By the early 2000s, it became clear
that the ultra-structure of cells could be preserved even better if full
cryo-workflows are employed, where a plunge- or high-pressure frozen
specimen (still hydrated) is imaged at cryogenic temperatures. Marko
et al.913 explored the possibilities of thinning vitrified biological speci-
mens by cryo-FIB milling plunge-frozen water and concluded that (a)
cryo FIB-milling of vitreous ice does not induce heating sufficient to
cause devitrification, and (b) subsequent experiments should be per-
formed below �135 �C to maintain a vitreous state. In 2006,
Heymann et al.849 published SEM data of plunge-frozen and FIB-
milled yeast cells, as well as SEM and TEM images of FIB-milled
lamellae of plunge-frozen tumor tissue. Although the frozen samples
were not stained, sufficient contrast for SEM imaging with SEs was
achieved through a combination of sublimation and metal deposition
on the exposed surface. Similar work was performed by Heyles
et al.,850 who used a GIS system to deposit platinum onto frozen yeast
cells and onto a petal epidermis sample of Nicotinia tabaccum. A
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recent overview of cryo-FIB-SEM techniques for frozen, hydrated bio-
logical samples is given by Hayles and DeWinter.914

Another leap forward was the development of correlative confo-
cal laser scanning and FIB-SEM tomography using fluorescent dyes,
high-pressure freezing, and cryo-substitution embedding.915 For exam-
ple, Gorelick et al.916 developed a photon-ion-electron microscope
(PIE-scope), which employs correlative cryogenic fluorescent light
microscopy and FIB-SEM enabling the rapid and precise location of
protein complexes in cells. Another example is the recently published
(non-cryo) 3D-correlative workflow combining super-resolution light
microscopy and FIB-SEM using reactive oxygen ion PFIB milling and
a rotating sample stage to study embedded cultured cells.917

Driven by questions in cell biology and connectomics, strategies
have also been developed to enable FIB-SEM analysis of large volumes
at high spatial resolution. Pivotal work in this area by Xu et al.,918

involving automated recovery from beam/system malfunctions, enabled
enhanced large-volume 3D FIB-SEM analysis of one third of a fruit fly
brain at a depth resolution of 8 nm. In order to analyze large volumes of
hard materials such as bone, FIB-SEM using high-current beams of Xe
ions available from PFIB sources has been demonstrated.877

In the context of the COVID-19 pandemic, FIB-SEM tomogra-
phy proved valuable for gaining insight into the microscopic mecha-
nisms of the disease. Baena et al.863 employed FIB-SEM to analyze
how SARS-CoV-2 spreads from infected cells to new hosts, as shown

FIG. 19. Illustration of the basic workflow for volume imaging by FIB-SEM tomography:906 (a) Repeated FIB milling followed by SEM imaging, image-stack registration and
reconstruction. (b)–(d) Example of a mouse intestine sample. Reproduced with permission from Narayan and Subramaniam, Nat. Methods 12, 1021–1031 (2015). Copyright
2016 Springer Nature America.

FIG. 20. (a) FIB-SEM images of two 8 nm slices showing two contacted Vero E6 cells (green, brown) and SARS-CoV-2 particles in the extracellular space (arrows).863 Inset
scale bar: 200 nm. (b) 3D reconstruction of the plasma membranes of the two cells shown in (a). The junction-mediated contact between the cells is colored in yellow. The virus
particles are depicted in red and show a different density on either side of the junction. Reproduced with permission from Baena et al., Viruses 13, 611 (2021). Copyright
2021Authors, licensed under a Creative Commons Attribution (CC BY) license.
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in Fig. 20. Using a combination of TEM-tomography and FIB-SEM,
Cortese et al.919 were able to visualize morphological changes in SARS-
CoV-2-infected lung cells. In a recent study on the frequently observed
infection of the human kidney by SARS-CoV-2, FIB-SEM was also
used to image virus particles in vacuoles.920

4. FIB tomography of energy materials

One of the very first applications of FIB-SEM tomography in
energy materials research was presented by Wilson et al.921 in 2006.
The authors investigated a solid oxide fuel cell anode based on yttrium
stabilized zirconia (YSZ) and used 3D reconstruction to differentiate
the YSZ, Ni, and pore phases. This enabled quantification of important
structural features, such as volume fractions, surfaces, and even infor-
mation on the so-called three-phase boundary.

In 2010, Ostadi et al.845 investigated a microporous layer used in
a hydrogen-powered proton exchange membrane fuel cell (PEMFC).
FIB tomography was used to complement the X-ray tomography
investigations of the fuel cell electrode structure in order to capture the
nanostructure of the microporous layer, which cannot be resolved
using standard X-ray imaging equipment due to the limited spatial res-
olution of � 1lm compared to the FIB-SEM tomography resolution
of � 10 nm. The porous structure was reconstructed in 3D and the
porosity and pore size distribution analyzed.

In the same year, Zils et al.922 demonstrated how FIB tomography
can be used to study the effects of manufacturing parameters on the
3D structure and resulting properties of the fabricated material. For
various catalyst electrode materials intended for use in PEMFCs, the
authors compared porosity and pore size distributions made with air-
brushing and a fast spray coating technique, and related the 3D struc-
tural features to the performance of the materials. Schulenburg et al.923

used FIB tomography to study degradation effects in the 3D structure
of carbon-based fuel cell electrodes after many start-stop cycles and
discovered breakdown of the entire nanoporous structure leading to a
significant reduction in the supply of reaction gases to the catalyst. In
combination with other (X-ray based) tomography techniques and
structural modeling, FIB tomography can also be used for correlative
tomographic imaging924 to fill in missing information at the nanome-
ter scale and to produce multiscale 3D data covering structural features
over a broad length scale. For example, Zielke et al.925 have shown
how FIB tomography can be used to supplement the information miss-
ing from synchrotron tomography data due to the limited spatial reso-
lution. Here, high-resolution 3D data obtained using the FIB method
was used to create a structural model at the nanometer scale, to
enhance the synchrotron dataset with nanometer detail. In a recent
study, Paulisch et al.926 used FIB tomography to analyze the complex
3D path network inside Ag-based gas diffusion electrodes (Fig. 21). 3D
data acquired with FIB tomography has also been used for mathemati-
cal modeling of the 3D structure of energy materials,927 whereby the
computer-generated 3D structures can later be used for the develop-
ment of digital twins and for future virtual materials design.

FIB tomography is thus now well established for high-resolution
3D structural studies of materials for energy-technology research,
including battery materials,928–938 fuel cell materials,939–942 electrolyz-
ers943–946 and catalytic materials.947–950 In the case of beam- and air-
sensitive materials, cryogenic FIB-SEM implementations are becoming
increasingly popular, since radiation damage can be significantly
reduced at low temperature and cryotransfer workflows are by nature

air free. For example, cryo FIB-SEM techniques have enabled 3D
nanoscale insight into Li dendrite formation and the so-called solid–
electrolyte interface.951–956

5. Data processing of FIB tomographies

With the growing volume of data, the analysis of large tensors
containing mostly grayscale information is becoming increasingly
challenging. Sophisticated analysis requires data classification, i.e.,
assigning a class to each point. This is particularly challenging for FIB
based tomography, where a measurement contains a large number of
classes, but in addition, artifacts that need to be detected and
addressed. Here, ML approaches, especially easy-to-use mainly ran-
dom forest based tools such as Ilastik957 or the trainable Weka segmen-
tation,958 are becoming increasingly established for image annotation
and classification.

One of the major issues in tomographic imaging of porous mate-
rials is the problem of separating the pore foreground from the back-
ground. In order to address this issue, infiltration of the pores with an
appropriate resin may be carried out. Silicone-based resins are fre-
quently used to infiltrate the pore system of energy materials due to
the generally high carbon content of the latter.959 However, due to
sample alteration upon this treatment, or inaccessibility of the pore
system, pore infiltration is often either impossible or undesirable.
Thus, when the FIB mills through a pore, the SEM image will also col-
lect signal from the back of the pore. In such cases, the 3D reconstruc-
tion becomes much more complex, because only the foreground
around the pore edges represents the actual material distribution cor-
responding to the exposed surface. To address this issue, various opti-
mized segmentation algorithms have been developed,960–963 as well as
some ML tools.964–966 Recently, Osenberg et al.967 demonstrated a
technique combining two different SE signals (from an in-lens detector
and from a detector sensitive to SEs from backscattering electrons)
together with a ML algorithm to improve results for the separation of
pore foreground and background in the case of a lithium battery

FIG. 21. FIB-SEM tomography of Ag-based gas diffusion electrode. Gray: Ag
grains, green: binder/PTFE within the pore system. Only the 3D image can reveal
the complex pathways inside the pore system. For more information, see Ref. 926.
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cathode material. However, despite much progress, the general poros-
ity problem is still not completely solved for all material structures.

6. Outlook

Over the past 20 years, FIB-SEM has become a mainstream tech-
nique for investigating the 3D structure of a range of complex speci-
mens, often with fully established cryo-workflows.

Further improvements involving optimized milling strategies to
reduce local heating effects due to the FIB (in non-cryo implementa-
tions) would be beneficial for nanoscale milling to reveal the internal
structure of biological samples and to reduce artifacts when milling
energy materials, as these may also involve heat-sensitive components
such as polymers.968

In parallel, the ever growing and complex data volumes demand
many more automated analysis pipelines. To make this possible, stan-
dardized data and metadata formats are needed.969 The combination
of standardized data sets and high quality individual image classifica-
tions generated based on, e.g., random forest models, would then allow
for the compilation of diverse training sets to train deep learning mod-
els. With sufficient training data, neural networks such as the U-
Nets970 can be trained and applied to data that is very different from
the original training set.847

On the instrument side, much progress has been made in increas-
ing the sample volumes accessible to FIB based tomographies through
the use of high-current PFIB sources for heavy noble gas ions, espe-
cially Xe. Due also to advances in automated data acquisition and anal-
ysis, FIB tomography of cubic millimeter volumes with a spatial
resolution on the order of tens of nanometers is now possible.
Complex data from different experimental sources with different lat-
eral resolutions can be made available to the research community in
large multiscale atlases. This is celebrated particularly in the life scien-
ces, where Ga-FIB-SEM was used to map and reconstruct the connec-
tome of the Drosophila fly brain.918,971 In terms of open data, life
science offers prime examples: the virtual fly brain972 and the fly brain
atlas,973 a digital twin of Drosophila’s brain combining huge amounts
of data from different sources and methods in an easily accessible for-
mat. Creating and analyzing such massive data in an automated way
has relied on the rapid development of ML, which will be one of the
key factors for the future evolution of FIB technologies.

D. Elemental analysis using FIB-SIMS

While many correlative FIB imaging and analysis approaches
exist (mainly using FIB-SEM instruments), FIB-SIMS is by far the
leading method for achieving ion beam based analysis of elemental dis-
tributions. Dedicated SIMS instruments often use one or two FIB col-
umns in combination with a highly optimized mass spectrometer to
provide high mass resolution and sensitivity,974,975 but a dedicated FIB
instrument equipped with a SIMS add-on can provide greater versatil-
ity. So far, GFIS-based FIB instruments provide the highest spatial res-
olution for SIMS.121,976 Recently, LoTIS-based FIB-SIMS has also been
introduced.977

1. Overview

SIMS is based on irradiating the sample with a focused beam of
ions (the so-called primary ions) and extracting, mass-filtering and

detecting the ions sputtered from the sample surface (the so-called sec-
ondary ions). It is a powerful technique for analyzing surfaces owing in
particular, to its ability to detect all elements from hydrogen (H) to
uranium (U), its excellent sensitivity to low concentrations, its high
dynamic range and its ability to differentiate between isotopes. SIMS
offers four main analysis modes, namely, mass spectrum acquisition,
depth profiling, 2D imaging, and 3D imaging. In addition, SIMS does
not require any complex sample preparation (in contrast to TEM
based analysis techniques such as EDS or electron energy loss spectros-
copy (EELS), or APT).

Therefore, equipping a FIB instrument with a SIMS system adds
unique analytical capabilities for 3D chemical characterization.
Furthermore, this add-on enables unique workflows for in situ multi-
modal analytics by correlating the SIMS data with that obtained from
other imaging/analytical techniques available using the same FIB plat-
form (e.g., SE-imaging, EDS, EBSD, etc.).

2. FIB-SIMS in materials science

SIMS on FIB(-SEM) instruments has been applied to a number
of topics in materials science, in particular for the nano-
characterization of complex 3D architectures and compositions.
Microelectronic devices are a typical example, where 2D and 3D SIMS
imaging provides analysis of elemental distributions with high lateral
and depth resolution.978 Figure 22 shows an example of the 3D analy-
sis of a fin field-effect transistor (FinFET) using FIB-SIMS.115 These
data were obtained using a magnetic sector SIMS system installed on a
HIM instrument, achieving a spatial resolution of better than 15nm.
3D maps such as these can be used for end pointing and circuit edit
applications.

FIG. 22. SE and SIMS images of a fin field-effect transistor (FinFET) device
obtained using a HIM instrument equipped with a magnetic sector SIMS system: (a)
SE image acquired using 25 keV Heþ beam. (b)–(e) SIMS images for 28Si and
63Cu acquired using 20 keV Neþ beam corresponding to a zoomed in region in the
SE image. (c) Stack of eight successive SIMS images recorded for the same area
[field of view (FOV) 3� 3lm2] allowing determination of the elemental composition
in 3D. (d) and (e) Individual 28Si and 63Cu SIMS maps corresponding to the seventh
slice. For more information, see Ref. 115.
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There are also a number of examples where FIB based SIMS has
been a major asset in the development of photovoltaic and battery
materials. The latest advances in photovoltaic conversion technologies
are based on thin films, whether second generation, such as copper
indium gallium selenide (CIGS), or third generation dye-based, such
as lead halide perovskites. Their development requires a very compre-
hensive understanding of composition in order to correlate structure
and chemical composition with performance and ageing. FIB based
SIMS has allowed investigation of many questions related to the chem-
ical heterogeneity of grains979 and grain boundaries,122,980 precipita-
tion of secondary phases (e.g., PbI2), and chemical/structural
modification at the interfaces with charge-collecting electrodes.981–983

Optimizations based on these results have helped realize new photo-
voltaic cells with efficiencies approaching 25%.

In battery materials, SIMS technology allows the detection of Li
(in addition to any other element of interest) with a very high sensitiv-
ity, which is not possible using, e.g., EDS. Therefore, with FIB-SIMS,
the Li concentration gradient can be mapped over several orders of
magnitude at high spatial resolution across different surfaces and
interfaces.122,127,984–988

Further examples of the application of FIB-SIMS in materials sci-
ence include studies of petroleum-based polyolefin plastics,114 polyes-
ter and melamine resins,989 the investigation of alloys and
superalloys,990–992 the study of nanoparticles,993–996 the investigation
of chemical inhomogeneities in grain sizes between 50 and 200nm in
Delafossite materials,997 oxygen diffusion in grain boundaries998 the
distribution of rare earths in optical fibers,999,1000 and the characteriza-
tion of thin films.126,1001

3. FIB-SIMS in the life sciences

Ion beam analysis has been used for chemical micro-analytics of
biological specimens since the 1970s when high-energy PIXE was
found to be valuable for determining trace elements in bulk tissue sec-
tions.1002 By the beginning of the 1990s accelerator-based proton
beams could be focused down to 1lm and could thus be employed for
the spatial mapping of trace elements in biological samples.879 The
development of high-brightness LMIS in the second-half of the
1970s37 also facilitated the introduction of medium-energy
(<100keV) ion beam microprobe techniques for bio-imaging and
micro-analysis, in particular in the field of SIMS.1003,1004 Already at
that time it turned out that SIMS is advantageous for biological appli-
cations because of its low detection limits but also its sensitivity to dif-
ferent isotopes. Hence in the life sciences, numerous studies based on
imaging with SIMS exist.1005 For example, FIB-SIMS has been used to
spatially resolve chemical signatures from the surface and interior of
mammalian individual cells1006 and bone tissue.1007 In this area, the
Cameca nanoSIMS (a sector-field mass spectrometer with about
50 nm lateral resolution) has become an important tool.1008 It was
designed to achieve a mass resolution high enough to resolve the stable
isotopes of elements such as carbon and nitrogen (13C and 15N), which
are commonly used for isotope-labeling experiments.881 In addition,
TOF-SIMS approaches for 2D and 3D chemical imaging in the life sci-
ences are becoming increasingly important.871,1005 For example, meta-
bolic imaging on a sub-cellular level with a mass resolution of 240 000
was recently achieved by combining TOF-SIMS with an orbitrap mass
analyzer.856

FIB-SIMS at the highest spatial resolution has been enabled using
the GFIS source, which can produce sub-nanometer spot sizes. Here,
HIM instruments have been equipped with SIMS spectrometers and
used for high-resolution chemical analysis of a range of life science
samples including micro-organisms, viruses, cells, small animals,
plants, etc.892 Recent specific HIM-SIMS applications include the local-
ization and identification of silver nanoparticles and nanowires in
intestinal or alveolar cell cultures994,1009 and the characterization of
biogenic nanoparticles produced by bacteria.864 Finally, correlative
HIM based SE imaging, STIM138 and SIMS (all in the same instru-
ment) has been used in investigations of thin tissue sections of
Daphnia magna exposed to TiO2 nanoparticles (see Fig. 23).

140 In this
correlative nano-toxicological test study, the nanoparticles were shown
to accumulate in the gut without penetration of the epithelial barrier.

Beyond materials science and life science applications, FIB-SIMS
is also proving valuable for high-resolution structural and chemical
analysis in other fields, such as soil science,1010 geology,113 and cosmo-
chemistry,1011,1012 and even for the analysis of cultural heritage
objects.1013–1015

4. Outlook

In order to further increase the spatial resolution of FIB-SIMS, we
must now look beyond reducing the beam probe size. In HIM-SIMS,

FIG. 23. npSCOPE HIM-STIM-SIMS correlative high-resolution imaging and nano-
analytics of keratinocyte cell cultures exposed to 30 nm Si–Al–TiO2 nanoparticles:
(a) He-FIB SE image. (b) He-FIB STIM bright field image. (c) Ne-FIB-SIMS false
color image of CN (green) and Ti species (red). (d) Ne-FIB-SIMS spectra. He-FIB
SE image: FOV 15� 15 lm2, (1024� 1024) pixel2, dwell time 1 ls; He-FIB STIM:
FOV 8� 8lm2, beam current 2 pA, dwell time 400 ls, (512� 512) pixel2. Ne-FIB-
SIMS negative mode: FOV 8� 8lm2, magnetic field 300 mT, dwell time 9000 ls,
(256� 256) pixel2. Ne-FIB-SIMS positive mode: FOV 8� 8 lm2, magnetic field
325 mT, dwell time 4000 ls, (256� 256) pixel2.
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the lateral resolution is in fact mainly limited by the low signal yield
and destructive nature of SIMS. In order to achieve the smallest possi-
ble detection limits, as much signal as possible must be extracted from
the sputtered volume. One possibility here is to use other primary ions
that produce a higher useful yield of sputtered ions. However, other
primary ion species typically only achieve a higher yield of either posi-
tive or negative ions (not both). Higher yields of positive ions, which
are particularly suitable for the detection of metal elements, are
achieved using primary ions with high electronegativities, such as oxy-
gen or halogen ions. Enhancement of positive ion yields could thus be
achieved using smaller spot sizes from PFIBs or through the use of
ILIS. Higher yields of negative ions are achieved by using primary ions
that lower the work function of the sample surface, which is where
developments using LoTIS can bring benefit by, e.g., providing Cs
ions.977 Alternatively, the use of precursor gases can also increase the
ion yields (see Sec. IIC).

Another approach that could be explored to increase yields and
therefore also spatial resolution involves further development of
SNMS schemes for FIBs, in which sputtered neutrals are analyzed.
Through the use of lasers for post-ionization of these neutrals, the
dependence of the ion yields on the surrounding material in the sam-
ple (the so-called matrix effect) is reduced. However, since high laser
intensity is required, SNMS is only possible in pulsed operation, which
inevitably requires pulsing of the primary ion beam. Here, the use of
TOF spectrometers becomes an obvious choice. Post-ionization with
focused electron beams is also conceivable, although preliminary
experimental work in this area is scarce.

A further issue in FIB-SIMS that needs to be addressed is material
intermixing induced by the primary ions. In order to achieve the
smallest beam probe sizes, comparatively high beam energies in the
range of 20–50 keV are typically used. However, the disadvantage is
the resulting long range of the ions in the target (compared, e.g., to
that of the low energy Ar ions commonly used for SIMS depth profil-
ing). Long ion ranges can quickly lead to atom mixing of deeper layers
and therefore to a decrease in depth resolution with increasing sputter
depth.1016 In the future, primary ions with high atomic number and/or
small kinetic energy per nucleon could be used. For example, Cs ions
from LoTIS or Xe ions from GFIS could provide both small beam sizes
and good depth resolutions. Alternatively, the energy per nucleon can
also be reduced by using cluster ions, e.g., Bi or Au clusters from
LMAIS (see Table I).

Small cluster ions,1017 reactive primary ions, e.g., Cs,31,46 or laser
post-ionization130 can also reduce the fragmentation of molecules,
which is another aim for future developments (see references in Table
II). Molecule fragmentation needs to be understood both theoretically
and experimentally in order to deduce the molecular composition of
the sample from the measured spectra. In this regard, the creation of
molecular fragmentation databases for typically used ion energies and
types would enable fingerprinting in future work.

Continued spectrometer development is also needed to enable
complete detection of all sputtered ions. Here, the TOF spectrometers
and magnetic sector spectrometers with large area MCPs lead the way.
Development efforts should also be invested into spectrometers that
allow higher mass resolution in order to enable the separation of isobars.
In this area, results obtained using Orbitraps are very promising.856

In the perfect FIB-SIMS instrument, all the key parameters (spa-
tial resolution, mass resolution, detection limit, measurement time)

would be optimized simultaneously. In reality one has to compromise
between different priorities. Furthermore, in situ combinations of FIB-
SIMS with other analytical modes, e.g., SEM based analysis, are highly
desirable. The integration of an electron flood gun for in situ charge
neutralization (as is implemented in HIM) would be universally bene-
ficial for the analysis of insulating sample surfaces, and cryo-FIB-SIMS
would be of great interest for life science and other beam-sensitive
samples. In situ AFM would allow correlation of the SIMS data with
the actual sputtering depths enabling more accurate 3D
reconstructions.

Finally, most elemental analysis methods, including SIMS, benefit
from vacuum levels that are better than the usual high vacuum (HV)
conditions of typical FIB chambers in order to avoid background sig-
nals originating from residual gas. FIB instruments with UHV or near
UHV chambers have been built by researchers in the past140,1018 and
the benefits for normal imaging as well as analysis have been demon-
strated.149 Manufacturers should similarly consider the merits of UHV
in future instrument development.

E. Applications of gas-assisted FIB processing

Gas-assisted bottom-up prototyping of nanostructures using the
FIB is known as focused ion beam induced deposition (FIBID). In this
technique, the focused ion beam induces the partial decomposition of
precursor molecules, dissociating them into volatile and nonvolatile
components. The volatile products are pumped away, while the non-
volatile products are deposited on the surface, thus creating a nano-
structure in a single-step process. This direct writing of nanostructures
using the FIB is powerful, flexible, and conceptually simple, but at the
same time extremely complex in the chemical and physical processes
involved. In addition to the surface processes and electron-driven
chemistry that also occur in direct writing with electron beams, com-
petition with physical sputtering, and thermal or ion induced struc-
tural changes, contribute here to the shape and microstructure of the
deposit. Hence, FIBID strongly depends on multiple growth condi-
tions, such as ion species, acceleration voltage, ion beam current, ion
dose, beam dwell time, scanning strategy, substrate type (insulating or
conductive), GIS nozzle position, precursor molecule (vapor pressure,
sticking coefficient to the surface, residence time, dissociation cross
section), precursor temperature, base and process pressure in the vac-
uum chamber, among others. This makes FIBID of functional nano-
structures highly dependent on the experience of the particular user
and calls for better theoretical understanding and empirical modeling
tools that generate patterns based on few calibration routines, thus also
enabling less experienced users to fabricate complex nanostructures.
Table VIII provides an overview of the fields where FIBID processing
has been employed so far.

1. Basics of ion induced chemistry

The ion–molecule reactions that have been studied in the context
of FIBID involve decomposition of the precursor on the substrate sur-
face during ion bombardment. In FIBID of metal nanostructures from
organometallic precursors, the deposited material is composed of the
metal(s) and contamination from nonvolatile ligand-derived decom-
position byproducts. Ion induced chemistry during FIBID is only par-
tially understood, but has been postulated to involve ion–molecule
collisions with the precursor, reactions with low energy SEs produced
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by impact of ions with the substrate, and thermal processes driven by
dissipation of the collision energy (see also Fig. 14).431,1079 An addi-
tional feature of FIBID is the concomitant sputtering of material from
the surface that competes with deposition. Although preferential sput-
tering of ligand-derived atoms can purify the material under appropri-
ate conditions,451,1080 etching of the metal will also occur and the
choice of reaction conditions is critical to obtaining deposits with high
metal content.

Broad application of FIBID will require development of custom
precursors that undergo well-understood and efficient ion induced
decomposition to metal atoms and volatile byproducts. In addition to
the standard physical properties common to all deposition methods
that involve gas phase delivery of reactants to the substrate (volatility,
thermal stability, ready availability, etc.), mechanism-based
design1079,1081 of FIBID precursors will require a fundamental under-
standing of ion–molecule reactions on the surface. Much of the current
understanding of these processes comes from model studies of FIBID

carried out by ion bombardment of a few monolayers of precursor
molecules on a substrate in UHV.1079,1081 Although there are differ-
ences between FIBID and its UHV models (the UHV environment is
cleaner than standard HV FIBID deposition conditions, UHV studies
are carried out at lower temperatures, and the ion source is more dif-
fuse), UHV studies can be used to identify ligands that dissociate from
the complex and ultimately desorb cleanly from the surface during
ion–molecule reactions. Purification of deposits by sputtering away
ligand-derived contaminants can also be modeled in UHV. Additional
mechanistic information has been obtained in gas phase studies of
ion–molecule collisions between organometallic precursors and ions of
different masses and energies.1082

As an example, a study of the reactions of Ru(CO)4I2 with 860 eV
Arþ ions on a surface in UHV demonstrated that the initial reaction
was loss of all four CO ligands to form adsorbed RuI2.

451 Additional
ion exposure resulted in sputtering of iodine from the surface at a rate
five times faster than sputtering of Ru. These results suggest that

TABLE VIII. Overview of applications of gas-assisted FIB processing, in which gaseous precursor compounds are locally dissociated by the ion beam to grow nanostructures.

Property Target application Ion Deposit geometry and precursor

Electrical and
electronic

Electrical connections He Semiconducting nanowires from CpPtMe3
1019 and metallic Co lines from

Co2(CO)8
1020

Ne Metallic nanowires from CpPtMe3
1019

Ga Conducting nanowires from CpPtMe3,
1021,1022 MeCpPtMe3,

1023–1025 Au
(hfac)Me2,

1026,1027 Co(CO)3NO,
1028 Cu(hfac)(VTMS),1029 W(CO)6

contacts to Co and Cu nanowires,1030–1032 Pt-based sidewall contacts
using MeCpPtMe3 to MoSi layer stack1033

Insulating barriers Si Thin layer from TMOS [Si(OCH3)4]
1034

Ga Thin layer from TMOS1035,1036 and PMCPS [(CH3SiHO)5]
1037

Superconductivity He Planar and 3D superconducting wires from W(CO)6
1038–1041

Ga Planar nanowires from W(CO)6
1042–1052 and Nb(NMe2)3(N-t-Bu),

1053,1054

arrays of Josephson junctions from Nb(NMe2)3(N-t-Bu),
1055 3D SQUID

fromW(CO)6,
1056 nanoSQUID fromW(CO)6

1057

Magnetic Nanomagnets He Nanowires from Co2(CO)8
1020

Ga Nanoparticles from Co2(CO)8,
1058 nanowires from Co(CO)3NO

1028 and
Co2(CO)8

1059

Nanomagnetic probes Ga Filling FIB milled trenches with W,1060 magnetic force microscopy
(MFM) tips via deposition of thin layer by milling Co71Cr17Pt12 tar-
get,1061 Hall-probes from Co2(CO)8

1062

Optical Photonic components Ga Deposition of defects in etch mask for photonic crystal,1063 deposition of
the central Pt beamstop in Fresnel zone plates,566 chiral nano-antennae,
i.e., helices from MeCpPtMe3

1064–1066 and from phenanthrene1067

Plasmonic components Ga Chiral nano-antennae, i.e., helices from phenanthrene covered with
Au1068–1070

Chiral biosensing Ga Helix arrays from MeCpPtMe3 coated with poly o-phenylediamine1071

Mechanical Atomic force micros-
copy (AFM) tips

He Hammerhead probes from MeCpPtMe3
1072

Tunable elastic moduli Ga DLC (diamond-like carbon) core-shell pillars and springs from phenan-
threne,1073,1074 metal containing pillars and springs from phenanthrene
and ferrocene,1075 MeCpPtMe3,

1076 W(CO)6,
1077 TMCTS [(HSiCH3O)4],

and O2
1078
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proper optimization of FIBID conditions could result in deposition of
high metal content Ru from this precursor. This study also highlights
the difference in the charged-particle induced reactivity between
FIBID and FEBID, as modeling of the FEBID process in UHV with
500 eV electrons results in loss of the CO ligands, but not the iodide, to
afford RuI2 as the final product.

1083 Rapid loss of all of the carbonyl
ligands was also observed upon ion bombardment (860 eV) in a UHV
model study of the heterobimetallic precursor (g5-C5H5)Fe(CO)2Re
(CO)5.

1080 In contrast to the electron-induced chemistry of this com-
plex under the same conditions, the ion beam slowly removed the
remaining carbon from the cyclopentadienyl ligand by sputtering,
leaving behind non-stoichiometric Fe/Re material.

Additional information on ion–molecule reactions was obtained
during studies of FIBID of Au from (Me)2Au(hfac) (hfac
¼ hexafluoroacetylacetonate) with Heþ, Neþ, Arþ, Krþ, or Xeþ at ener-
gies of 2–100keV.452,1084 The decomposition yield from the precursor
increased with increasing ion mass and energy, consistent with a BCA
model for decomposition. The authors concluded that the FIBID pro-
cess was driven by energy deposition from ion–surface collisions. These
results have implications for ion source choice in FIBID, because the
variation in ion mass impacts the deposition chemistry through differ-
ences in SE yields, sputter yields and ion implantation yields. Arþ and
Neþ generate sufficient SEs at low beam energies (30 eV) but have a
shallower beam penetration depth than Heþ, leading to lower ion–
substrate interactions. Heavier ions have higher sputtering yields, which
can remove light atom impurities but at the cost of deposition rates, as
the target material will also be sputtered away.56,1085

Gas phase studies of reactions of Fe(CO)5 with He, Ne, Ar, and Kr
ions of varying charge and energy1082 also demonstrated facile loss of
CO ligands upon ion–molecule collision. The distribution of fragment
ions from CO loss Fe(CO)5�x, where x¼ 1–5, was dependent on the
ion mass and the energy transfer in the collision. Under these condi-
tions, light ions such as Heþ resulted in electronic excitation with low
fragmentation efficiency. Heavier ions yielded more extensive CO disso-
ciation from energy transfer and nuclear stopping. The highest extent of
CO loss occurred upon collision with Neþ, where both electron transfer
and energy transfer were significant. It was pointed out that the gas
phase results may not accurately predict behavior on a surface during
FIBID due to the heat sink behavior of the substrate. However, more
efficient fragmentation upon impact with heavier ions is to be expected.
Although there is not yet an extensive set of privileged ligands for
FIBID, some preliminary conclusions about ion–molecule chemistry of
organometallic precursors on substrate surfaces can be drawn from the
mechanistic studies described above,1079 namely:

1. To minimize ligand-derived contamination in deposits, ligands
should be small and few in number;

2. CO ligands can be removed quite easily by ions;
3. Halide ligands can be removed by sputtering, but more slowly

than CO;
4. Carbon derived from anionic p-facial ligands such as cyclopenta-

dienyl and allyl can be removed by sputtering, but this is also
slow and competes with removal of metal.

2. FIBID nanostructures for electronics

The ease to directly write functional structures with different con-
ductivities renders FIBID a powerful tool in electronic applications,

with at least three different electrical conductivity regimes reported:
semiconducting, metallic, and superconducting at low temperature
(see Table IX).

Key parameters here are the carbon content of the deposit as well
as its microstructure, which depend on the growth conditions (as well
as on the precursor selected). Modulating the growth conditions thus
offers an efficient way to tune electrical and electronic behavior.
Examples include Pt1024 and Au1026,1027 deposition using Ga-FIBID,
for which the conductivity increases with the thickness of the as-grown
material. This dependence is the result of a gradient in metal content
through the film thickness, with a higher carbon content in the first
deposited layers vs at the bottom. Pt-based deposits below 50nm in
thickness behave as semiconductors, but display metallic behavior1023

for thicknesses above 150 nm.1024 The metal content of these deposits
is less than 33 at. %, consisting of fcc Pt nanocrystals with a diameter
of 5–10nm embedded in an amorphous carbon matrix.1025 The
observed conductivity regimes are expected to be strongly influenced
by the disorder and doping introduced by Ga ion impact.1025 In the
case of Cu deposits (copper nanocrystals embedded in amorphous car-
bon), it has been found that the ion beam current also directly controls
the metal content and thus the deposit conductivity.1029 Futhermore,
the ion species used for the deposition can have a great effect. For
example, using Ne-FIBID, Pt deposits exhibit metallic behavior,
whereas they behave as semiconductors using He-FIBID.1019 In the
case of Ga-FIBID of Au-based deposits, metallic behavior is easily
obtained, with significant Au contents of 75 at. % and resisitivities
exceeding the bulk resistivity of Au by two orders of magnitude.1027

A number of works have investigated FIBID of Co deposits due
to their magnetic properties, for example, as-grown1058,1086 and
annealed1028 Ga-FIBID Co deposits (containing 50 at. % Co) exhibit
ferromagnetic characteristics and resistivity values at room tempera-
ture that exceed the resistivity of bulk Co by several orders of magni-
tude. Using He-FIBID, nanostructures can be fabricated with higher
lateral resolution, such as metallic Co lines of 10 nm in width display-
ing room temperature resistivities comparable to those grown using
Ga-FIBID.1020

Intriguing FIBID-grown materials that exhibit metallic behavior
at room temperature and transition into the superconducting state at
low temperature include W and Nb based deposits, which become
superconducting below 4.2–5.1K (Refs. 1042, 1043, 1047, and 1050)
and 5K,1053 respectively. In the case of freestanding 3D NbC nano-
wires, a broadened superconducting transition between 4 and 11K has
been reported.1053

The WC nanostructures, in particular, exhibit remarkable super-
conducting properties, such as upper critical magnetic field values of
Bc2(2K)¼ 7–8.5 T (Refs. 1048 and 1050) and critical current density
values of Jc(2K)¼ 0.01–0.1MA cm�2.1042,1044–1046,1050 For very narrow
nanostructures (� 50 nm in width), finite size effects that are key to
their application in superconducting circuits have been studied. This
includes phenomena such as a magnetic field-driven re-entrance of the
superconductivity,1049 the occurrence of non-local voltages,1051,1052

and electric field-induced control of superconductivity.1041

Furthermore, He-FIBID has facilitated the fabrication of sophisti-
cated 3D WC nanosuperconductors with additional outstanding char-
acteristics. These include a critical temperature ranging from
Tc¼ 6.2–7.1K and an upper critical magnetic field value extending
from Bc2(0)¼ 12–15T. Noteworthy among these structures are hollow
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nanowires with an outer diameter of 32nm and aspect ratios of about
� 200,1038,1040 as well as nano-helices with a diameter of 100nm and
an aspect ratio of about � 651039 (see Fig. 24). These nanostructures
exhibit a metallic content of 70 at. % W and consist of 20–30 nm-sized
fcc WC1�x nanocrystals.

3. FIBID nanostructures for mechanics

One of the main advantages of FIBID over standard lithographic
techniques is the capability to directly write high aspect ratio structures
onto any substrate topography. When it comes to mechanical applica-
tions, this allows, e.g., placement of dedicated tips onto AFM cantile-
vers and spring structures into prefabricated mechanical devices. A
recent review by Utke et al.1087 summarizes the mechanical properties

of FIBID pillars and springs. All structures were deposited using Ga-
FIBID (ion energies mainly 10–30keV, beam currents 0.5–9 pA). An
interesting finding was that the Ga-FIBID pillars tended to grow as
core-shell structures. Using the precursor phenanthrene (C14H10), elas-
tic moduli of the hydrogenated carbonaceous material in the core and
shell were � 300GPa (stiff core with Ga implantation, low H content)
and � 30GPa (soft shell, presumably high H content).1073,1074

Depending on the inner diameter of the core and the thickness of the
shell, the elastic modulus of the structure ranges between these bound-
ary values. Metallic pillars with metal contents <40 at. % (i.e., below
the percolation threshold) have mechanical properties dominated by
the co-deposited carbonaceous matrix.1087 Increasing metal contents
yield elastic moduli as follows (metal at. %/elastic modulus normalized
to that of pure metal): Fe (21 at. %/0.4),1075 Pt (60 at. %/0.8),1076 W

TABLE IX. Overview of various precursor ion combinations and the resulting electrical properties. Room temperature resistivity values qRT are given for the respective deposits
and for the pure bulk metal from literature.

Material
Precursor
compound Ion Shape

Composition
(at. %) Microstructure Electrical behavior

qRT
(lX cm)

qRT bulk
(lX cm) References

Platinum MeCpPtMe3 Gaþ Planar Pt:C:Ga:O
46:24:28:2

Amorphous Metal 70–700 10.4 1023

MeCpPtMe3 Gaþ Planar Pt:C:Ga:O
22:60:11:7

5–10 nm nanocrystals Metal 700 1024

MeCpPtMe3 Gaþ Planar Pt:C:Ga
17:72:11

�3 nm nanocrystals Metal 800 1025

MeCpPtMe3 Neþ Planar Pt:C �4.5 nm nanocrystals Metal 600 1019
17:83

MeCpPtMe3 Heþ Planar Pt:C �3 nm nanocrystals Semiconductor 180000 1019
16:84

Gold Au(hfac)Me2 Gaþ Planar Au:C:Ga
50:35:15

– Metal 500–1500 2.4 1026

Au(hfac)Me2 Gaþ Planar Au:C:Ga:O
75:<5:20:<5

– Metal 500–1300 1027

Cobalt Co2(CO)8 Gaþ Planar – – Metal 189 6 1058
Co2(CO)8 Gaþ Planar – Amorphous Metal 19–38 1059

Co(CO)3NO Gaþ Planar Co:C:Ga:N:O
54:7:9:13:17

>20 nm nanocrystals Metal 189 1028

Co2(CO)8 Heþ Planar – 6 nm nanocrystals Metal 64–116 1020
Copper Cu(hfac)

(VTMS)
Gaþ Planar Cu:C 20 nm Metal 50 1.7 1029

55:45 Nanocrystals
Tungsten W(CO)6 Gaþ Planar W:C:Ga Amorphous Superconductor

below 5.2 K
200 5.6 1042,1043

40:40:20
W(CO)6 Gaþ Planar W:C:Ga:O 1–2 nm nanocrystals Superconductor

below 4.2–5.1 K
275 1050

40:43:10:7
W(CO)6 Gaþ Planar W:C:Ga:O �1 nm nanocrystals Superconductor

below 5–5.5 K
100–350 1047

53:34:11:2
W(CO)6 Heþ 3D W:C:O 20–30 nm nanocrystals Superconductor

below 6.2–7.1 K
398 1038–1040

72:20:8
Niobium Nb(NMe2)3

(N-t-Bu)
Gaþ Planar Nb:C:Ga:N 15–20 nm nanocrystals Superconductor

below 5.0 K
550 15 1053

29:43:15:13
Nb(NMe2)3
(N-t-Bu)

Gaþ 3D – 15–20 nm nanocrystals Superconductor
below 8.1 K

380 1053
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(80 at. %/0.4),1077 and SiO2 (95 at. %/0.8).1078 The non-correlation
between the metal content and elastic modulus of the pillars may be
due to Ga implantation, which softens the metals. Furthermore, the
carbonaceous matrix stiffens or softens the pillar depending on its sp2

vs sp3 hybridization ratio and its hydrogen content.
So far, FIBID is typically not used to fabricate high aspect ratio

scanning probe tips, in contrast to FEBID; see review by Plank
et al.1088 This can be attributed to the strong tendency of the Ga ions
to mill the cantilever substrate rather than induce tip (pillar) growth.
Implantation of Ga into the cantilever can also be a problem. Here, the
enhancement of deposition yields using pulsed irradiation can bring
benefit.431 Since the sputter yield of He ions is much lower, He-FIBID
also shows promise in this area and has been used for the fabrication
of 3D hammerhead AFM probes.1072 In the case of strain sensors

based on piezoresistive granular material, FEBID is also still the
method of choice.1089 However, here too changing to He or another
light ion species for FIBID could prove fruitful.434

4. FIBID nanostructures for photonics and plasmonics

FIBID is also a powerful nanofabrication tool for the exploration
of novel optical properties thanks to its unique design flexibil-
ity.302,1090,1091 The site specific and local nature of FIBID allows the
growth of photonic structures on different material substrates,1092 pro-
viding a path to the fabrication of a number of optical elements, such
as chiral optical antennae,1064,1069 Fresnel lenses,566 and nanosen-
sors.1071 Combined with large area laser interference lithography to
fabricate a large area photonic crystal, FIBID has been used to define
defects to form a multimode waveguide.1063

Under optimized parameter conditions, it is possible to evolve
planar structures along the third dimension, thus manufacturing free-
standing nanostructures with more exotic optical properties. For
example, 3D chiral nano-helices, prototyped by FIBID, have shown
tunable chiroptical response at optical frequencies1065,1066 [Fig. 25(a)],
been used as subwavelength circular polarization optics [Fig. 25(b)]1069

exploited in compact and miniaturized high-sensitivity biosensors,1071

and integrated onto the apex of background-free and broadband chi-
roptical probes.1068

The wide range of available gas precursors enables the deposition
of metal and dielectric materials that can be applied in the emerging
field of photonic resonant nanostructures.431 Pure and homogeneous
compositions are, however, intrinsically hindered due to various
aspects of the deposition process, such as incomplete dissociation of
the precursor molecules and the residual contamination from hydro-
carbons present in the vacuum chamber, both of which result in car-
bon content in the nanostructure, and the inevitability of implanted
ions, which cause absorption losses, and in some cases, material dam-
age. As a result, FIBID materials exhibit either a nanocrystalline com-
posite structure1023,1025,1093 or a core/shell architecture, depending on
the precursor properties and on the FIB irradiation conditions.1094

Apart from purification approaches, which have mostly been used for
FEBID (and which might alter the nanostructure shape and dimen-
sions),1095–1098 or reduced implantation effects due to enhanced depo-
sition yields (which require the employment of cryo-FIBID294,295,1051)
other promising strategies to control the final optical response are
post-processing coating methods. In the case of complex 3D shapes,
conformal coverage can be obtained by combining FIBID with glanc-
ing angle deposition of metals,1068,1069 cyclic voltammetry coating of
polymers1071 and atomic layer deposition of oxides.1099 Also, the core-
shell architecture (resulting from the scattering of Ga into a lower
molecular weight matrix) can be controlled to engineer specific optical
effects.1100,1101 Other approaches may emerge from the exploitation of
other ion beam sources for FIBID, such as LMAIS.47,1102

5. Outlook

Focused ion beams are a flexible and versatile tool for gas-assisted
processing, but so far have been much less used than focused electron
beams for this purpose. The reason for this may be the dominance of
Ga-FIB, whereby Ga ions are not only implanted into the deposits but
can also cause significant physical sputtering and trigger undesirable
chemical and physical side effects. In addition, there is still no

FIG. 24. 3D FIBID examples. (a) SEM image of a hollow crystalline WC supercon-
ducting nanopillar grown by He-FIBID.1038 (b) Cross-sectional TEM view of the hol-
low nanowire. (c) Higher magnification SEM image of (a). Reproduced with
permission from C�ordoba et al., Nano Lett. 18, 1379–1386 (2018). Copyright 2018
American Chemical Society. (d) Superconducting WC nano-helix grown by He-
FIBID.1039 Inset shows its top view. (e) Superconducting transition of the nano-helix.
Inset shows the nano-helix contacted for the electrical transport measurements.
Reproduced with permission from C�ordoba et al., Nano Lett. 19, 8597–8604 (2019).
Coypright 2019 American Chemical Society.
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precursor development specifically for FIBID. Deposition with ions
can in fact deliver purer and denser materials due to their much higher
mass compared to electrons. In this regard, ion beams from noble
gases, which are chemically inert, are of particular interest. While sev-
eral studies have already presented promising results for FIBID using
He and Ne ions (cf. Table VIII), FIBID using beams of Ar, Kr, or Xe
ions from PFIBs has not yet been reported and should be explored.

F. Novel and unconventional approaches in FIB
processing

Apart from removing or depositing material, introducing dopants
or creating defects, the interaction between ions and solids can be used
to change materials chemically or morphologically. Such “nonstan-
dard” approaches include FIB-induced cross-linking or dissociation in
different types of organic and metal–organic surface layers and also
the triggering of self-organization processes. Furthermore, “standard”
FIB procedures can be combined with other nano- and microfabrica-
tion techniques to mitigate specific limitations and broaden
applicability.

1. Resist patterning by FIB

In resist based lithography, the goal is to induce a chemical
change in the exposed resist layer to render it either soluble (positive
tone resist) or insoluble (negative tone resist) to the subsequent devel-
opment step. Resist based nanopatterning techniques using photons
(optical lithography) and electrons (EBL) are common in industry,
with the main properties being, respectively, high throughput and high
resolution.1103With the aim of improving the throughput of EBL while
maintaining a high resolution, pioneering studies demonstrated the
use of Ga-FIB to expose resists.39,1104–1106 Ions have the advantage
over electrons that due to their mass they do not induce backscattering
from the underlying substrate and, therefore, reduce unintended expo-
sure of neighboring pixels (known as the proximity effect). For exam-
ple, line widths of less than 100 nm and a sensitivity of 8� 1011 ions/
cm2 were found using a commercial negative resist and 30kV Ga-FIB

irradiation.1105 Line widths of less than 30nm and a sensitivity of 1
� 1013 ions/cm2 were achieved using the positive poly(methyl methac-
rylate) (PMMA) resist and 50 kV Ga-FIB irradiation.1104 Furthermore,
using 50 kV Ga-FIB irradiation of the negative poly(phenyl silses-
quioxane) (PPSQ) resist, sub-100 nm tunneling tip structures were fab-
ricated for a sensing device.1106 Yet the drawbacks of Ga-FIB include
sputtering of the resist and a relatively large beam spot size (several
nanometers) with significant beam tails. Compared to the significant
developments of EBL over the following years, these drawbacks ham-
pered further use of FIBs for resist exposure until the advent of the
HIM. Helium ion beam lithography (HIBL) combines a smaller probe
size with a low sputter yield, high resist sensitivity, and a reduced prox-
imity effect.1107

First studies published in 2009 already highlighted the potential
of HIBL for sub-10nm patterning.1108,1109 In both cases, hydrogen sil-
sesquioxane (HSQ) negative resist was used. An ion dose of only
31lC cm�2 was required for complete exposure1109 [see Fig. 26(c)].
Compared to EBL using the same resist, the dose required for HIBL is
lower by a factor of four. HIBL can, therefore, simultaneously provide
a similar resolution to EBL with a better throughput. HIBL with HSQ
has also been employed to fabricate a hard mask for subsequent metal
etching1110 [Fig. 26(a)] and as a mold for nanoimprint1111 [Fig. 26(b)].

The 3D nanofabrication of complex crosslinked HSQ nanostruc-
tures, such as embedded nanochannels and suspended grids, was dem-
onstrated using different exposure configurations.1112 Furthermore,
due to the large depth of field of HIBL, large-area dense patterns have
been achieved on HSQ as well as exposures on tilted surfaces.1113 The
use of the Ne-FIB for HSQ exposure has proven interesting, providing
a trade-off between high resolution and dose efficiency.1114

HIBL using other resists has also been investigated. For example,
sub-10 nm resolution has been obtained on a fullerene based resist
using a dose of 40lC cm�2, which is three orders of magnitude lower
than that of a similar process using EBL.1115 Likewise, sub-10 nm reso-
lution was achieved on an alumina-based resist, and 10nm lines (with
an aspect ratio of 1:10) were then transferred to Si by means of low-
bias reactive ion etching.1116 HIBL using a new metalorganic negative
resist, Cr8F8(pivalate)16, has been shown to enable sub-10 nm

FIG. 25. Examples of photonic nanostructures realized using FIBID and their related optical properties. (a) SEM image of an array of intertwined nano-helices and their trans-
mission spectra Tþþ, T�, Tþ�, T�þ for right and left circularly polarized incident light (RCP and LCP, respectively).1066 The inset in the plot presents a scheme of the hand-
edness of incident and transmitted circular polarization. Reproduced with permission from Esposito et al., Nat. Commun. 6, 6484 (2015). Copyright 2015 Springer Nature
Limited. (b) SEM image of subwavelength optical device made of helices with opposite handedness (L and R) coupled to orthogonal apertures.1069 This system enables conver-
sion of an incoming light beam into four beams of tunable polarization and intensity. The plot shows helicity analysis of the device, recording the transmitted power after placing
a rotating quarter-wave plate and a fixed polarizer in front of the detector. The insets show the far-field optical images of the device when the quarter-wave plate rotates by
645�. Reproduced with permission from Wang et al., Light 8, 76 (2019). Copyright 2019, Authors, licensed under a Creative Commons Attribution (CC BY) license.
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resolution patterning using a line irradiation dose of 20 pC/cm (three
orders of magnitude lower compared to EBL), demonstrated for Si and
W substrates with good resistance to subsequent dry etching.1117 New
hybrid organic-inorganic resists based on Ni have also been demon-
strated to perform well in HIBL, requiring an irradiation dose of
22lC/cm2, producing sub-10 nm resolution with low line edge/width
roughness.1118 Notably, HIBL using a new resist composed of a
radiation-sensitive monomer (MAPDST) with an organic functionality
(TIPMA) only requires a very low exposure dose of 6lC/cm2.1119 The
exposure of PMMA to He and heavier ions has also been
investigated.1120

Additionally, HIBL has shown good performance in combination
with liftoff processes, in particular with Au, which has been used to
fabricate plasmonic nanoantennae.1121 A different approach consists
of the direct He- and Ne-FIB milling of HSQ or PMMA resists that
have been previously patterned using standard EBL.1122 This can, for
instance, be used for pattern repair. HIBL has also been proposed as a
method for the (pre-) screening of EUV resists to help evaluate their
performance.1123

In general, it can be stated that HIBL is very promising for high-
resolution resist based nanopatterning due to the low proximity effect
and the lower ion dose required in comparison with EBL. Thus,
broader use of HIBL in the coming years can be anticipated. More
detailed discussions on this topic can be found in previous review
articles.471,1107,1124

2. Cryo-FIBID

In the past, it was found that electron or ion irradiation of Sn-
based precursors condensed on a substrate at 120K produced deposits
with metallic behavior.1125 The topic was recently revived through the
use of Ga-FIB to dissociate condensed W(CO)6 precursor at �100 �C,
giving rise to WC nanodeposits that exhibit metallic resistivity.1051 The
particular advantage of the cryo method is the low ion dose required
(600 times lower) compared to the standard Ga-FIBID process at
room temperature. The new technique, coined cryo-FIBID, requires
that the thickness of the condensed precursor layer is comparable to
the ion penetration depth, so that the deposit does not lift off when
heated back to room temperature.294,295 Cryo-FIBID has also been car-
ried out using the precursor MeCpPtMe3,

296 although the resulting
PtC deposits were less conductive than their WC counterparts.

So far, the best cryo-FIBID results have been achieved using the
precursor Co2(CO)8.

297 In this case, the Ga ion dose required is only
15lC cm�2, and the obtained metallic resistivity is low (200 lX cm).
Using cryo-FIBID it is thus possible to write electrical contacts with
greater efficiency directly onto a micro-/nanostructure, as outlined in
Figs. 27(a)–27(d), and applied to grow electrical contacts onto materi-
als such as graphene, as shown in Fig. 27(e).

Conveniently, the need for a cryogenic module in order to
decrease the substrate temperature for the cryo-FIBID experiment can
be circumvented by means of a cheap, vibration-free and compact
thermoelectric plate. Recent process optimization along these lines has
enabled thermoelectric cooling to �60 �C for cryo-FIBID with W
(CO)6.

1126 The resistivity of the deposits (620 lX cm) is even lower
than that obtained for cryo-FIBID performed at �100 �C. Cooling via
the thermoelectric plate method thus provides a promising route for
the widespread use of cryo-FIBID in any FIB chamber. Further cryo-
FIBID studies will benefit from ongoing process optimization of the
thermoelectric cooling method and from the use of alternative and
novel precursors for metallic deposits in condensed form.1080,1127

Future application of cryo-FIBID to directly and efficiently create elec-
trical contacts onto 2D297 and other ion-sensitive materials is to be
expected.

3. FIB irradiation of metalorganic spin-coated layers

Although spin-coated layers such as resists are typically used as
sacrificial material in a multi-step patterning process, it had also been
proposed that metalorganic spin-coated layers could be directly pat-
terned using ion irradiation, producing metallic structures based on
Pd,514,1128 Ir,1129 and Au.1130 However, post-annealing treatments
were required to achieve the desired metallic resistivity values, which
limited interest in this approach. Similarly, electron irradiation of
Pd-based spin-coated layers has been used to create nanopatterned
structures, but there too, a post-annealing step is required to achieve
metallic resistivity.1131 However, recent process optimization using Pd
based spin-coated layers in combination with either focused electron1132

FIG. 26. (a) 8 nm-wide hydrogen silsesquioxane (HSQ) lines patterned by helium
ion beam lithography (HIBL) and used as hard masks for subsequent etching of TiN
gate.1110 Reproduced with permission from J. Mater. Chem. C 9, 8285–8293
(2021). Copyright 2021 Royal Society of Chemistry. (b) High-resolution dense nano-
patterns in HSQ written using HIBL. Reproduced with permission from Li et al., J.
Vac. Sci. Technol., B 30, 06F304 (2012). Copyright 2012 AIP Publishing. (c)
Comparison of the charge dose required for HIBL vs electron beam lithography
(EBL) using HSQ resist.1109 Reproduced with permission from Sidorkin et al., J.
Vac. Sci. Technol., B 27, L18–L20 (2009). Copyright 2009 AIP Publishing.
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or focused ion irradiation1133 has led to the development of an efficient
process that allows the direct patterning of metallic micro- and nano-
structures at the wafer level without the need for annealing. Due to the
simplicity of the process, together with its high resolution and scalabil-
ity, it is tempting to foresee its wide application for the patterning of
electrical contacts or other conductive structures in nanoelectronics.

4. FIB induced mass transport

Many effects known from broad beam irradiation studies are also
observed during FIB processing. This includes the observation of ion
hammering and the viscous flow of nanostructures under FIB irradia-
tion.360,1134 Spatially resolved ion beam mixing using FIB with subse-
quent rapid thermal annealing has been used to create nanometer
sized Si crystals at freely defined positions for single-electron transistor
applications.410 Furthermore, localized ion beam induced growth of
nanostructures is often observed and can result in epitaxial over-
growth406 or the selective growth of nanopillars.1134 An overview of
these and other effects related to mass transport along surfaces or
between layers, including variations such as atomic mixing, can be
found in Ref. 471.

A further example of such irradiation effects is the formation of
self-organized patterns (such as “ripples”) on the surface of semicon-
ductors, depending on the angle of incidence and the energy of the
ions. The broad beam process using noble gas ions is qualitatively
understood with mass redistribution playing an important
role.1135–1137 FIB induced self-organized pattern formation has mostly
been studied for other (mostly metallic) ion species.1138–1145 Here, the
underlying physics is more complex due to the unavoidable change in
stoichiometry of the sample as a result of the high fluence of primary
ions. The situation could be simplified by using inert gas ions from
GFIS or PFIB. In combination with spatially resolved surface structur-
ing, these mass transport effects have the potential for interesting
applications, e.g., controlling the wettability of FIB milled trenches for

microfluidic applications. Here, understanding and control of the
wavelength of the surface ripples will be key.1146,1147

5. Hybrid fabrication and heterogeneous integration

Despite the flexibility of FIB based processing, the intrinsically
low throughput of the serial technique means that large-scale pattern-
ing remains elusive. A way to overcome this limitation is to combine
the FIB step with other lithography methods, using the so-called ‘mix
and match’ approach. For example, in a method combining FIB pat-
terning with nanoimprint lithography (NIL), HSQ resist was patterned
by He-FIB and used as a nanoimprint template after development.1111

Remarkably, this allowed the transfer of lines with a half-pitch of 4 nm
into the UV-curable nanoimprint resist. Similarly, miniaturized fluidic
channels for single molecule analysis consisting of complex, multilevel,
multiscale fluidic circuits have been patterned using FIB and photoli-
thography to make a silicon master stamp followed by UV-NIL to fab-
ricate a negative replica that was used as the working stamp to imprint
the fluidic devices quickly and with high fidelity.1148 The fabrication of
arrays of complex plasmonic nanostructures has been achieved by
combining EBL and Au-FIB, demonstrating both planar and 3D nano-
structures with high patterning accuracy over large areas.1102 In further
examples, optical lithography has been combined with FIB milling to
allow the fabrication of nanochannels in Si-glass microfluidic chips for
studies of ion and molecule transport1149,1150 and for the separation of
nanoparticles by size exclusion.1151 FIB techniques have also been
combined with other processing methods, offering improved versatility
in terms of the material to be processed and reducing total processing
times. For example, FIB patterning of molds into Si was applied for
subsequent hot-filament CVD growth of diamond nanocone arrays on
a free-standing diamond membrane formed after silicon removal.1152

Similarly, direct patterning of inorganic hardmask layers has been
demonstrated using FIB milling and FIBID combined with reactive
ion etching, comparing favorably with the much more complex and

FIG. 27. Cryo-FIBID process used to grow electrical contacts on 2D materials (e.g., graphene):297 (a) Graphene ribbons on Si/SiO2 substrate loaded into chamber. (b)
Substrate is cooled and precursor from gas injection system (GIS) delivered giving rise to a condensed precursor layer. (c) FIB irradiation of the condensed layer using prede-
fined pattern. (d) Substrate heated up to 30 �C thus sublimating the non-irradiated condensed layer. (e) False color SEM image of a graphene ribbon with four electrical con-
tacts grown by cryo-FIBID using Co precursor. Reproduced with permission from Salvador-Porroche et al., Nanoscale Adv. 3, 5656–5662 (2021). Copyright 2021, Authors,
licensed under a Creative Commons Attribution (CC BY) license.
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material-limited resist based lithography techniques that are conven-
tionally used in this area.1153 Instead of using the hard mask for later
etching steps, it can also serve as a sacrificial layer that enables the use
of high ion beam currents. For example, milling through a chromium
oxide mask about 63 nm thick provided the same spatial resolution
with 100-fold increase in ion beam current (2.6 nA instead of 26pA).
This approach has been used to fabricate Fresnel lenses from silicon
dioxide, increasing throughput by a factor of 75 for functionally identi-
cal structures.567

A further promising application is the use of the FIB as a post-
processing tool in CMOS chip manufacture. This extends the semicon-
ductor industry’s conventional use of the FIB as a debugging and
inspection tool, to the top-down FIB based integration of novel semi-
conductor circuitry, such as nanometer-scale mechanical devi-
ces.1154,1155 In connection with new (nano)-electronic materials, such
as single walled CNTs, it has also been shown that there is low, amend-
able damage to electrical circuits when a FIB patterning process is
implemented after fabrication of the basic structure.1156,1157

6. Outlook

In terms of applications, machining using FIBs goes far beyond a
purely top-down approach, since it can also be used to trigger various
chemical and physical processes, and combined with various other
micro-/nanofabrication techniques. Device fabrication based on
unconventional processing steps, as well as unique combinations or
alternative advanced sequences, may further gain in importance since
these methods can mitigate typical limitations in either FIB processing
or the other fabrication techniques. It is hard to foresee in which way
such unconventional processing techniques will develop, but they will
certainly benefit from progress made in many other areas, e.g., new
insights into ion induced chemical processes, novel precursor materi-
als, as well as novel ion species and newly accessible energy ranges.

V. ROADMAP

Focused ion beams can be employed as an all-in-one tool for
studying and modifying matter down to the nanoscale. A showcase
example of these diverse applications is given by the He-FIB, which
enables imaging of corona virus particles and the fabrication of
Josephson tunnel junctions (and much in between), all using the same
instrument.

Building on Secs. II–IV of this article describing the current state
of the art of FIB instrumentation, theory, and applications, we can
now ask where to go next with FIB technology. There are many ave-
nues to pursue, so the answer to this question is multifaceted and com-
plex. This section is devoted to trying to answer this question in some
detail.

Figure 28 provides an overview of the fields that drive various
FIB techniques and the resulting challenges and demands for the fur-
ther development of instrumentation, hardware/software interfaces,
accessories, process modeling, and fundamental understanding. As the
figure outlines, all of these required developments are driven by estab-
lished or newly emerging research fields that use the FIB as a tool for
any or all of the following: localized and comprehensive analytics,
material modification, and advanced device fabrication.

To account for the complexity of the situation without getting
buried in detail, this section is organized around the important future
developments that we have identified as necessary in order to meet the

needs of the drivers. Each driver requires different FIB techniques,
brings its own challenges, and demands different actions to move for-
ward. In the following, a short description of these drivers is given and
an evaluation of the needs of the user community is then presented.
The latter is based on the results of a survey completed by over 50 sci-
entists from across all FIB research fields. The developments necessary
for future progress are then derived and described in terms of their
challenges and overall potential.

A. Drivers for future applications

The drivers for FIB technologies span a wide range of fields in sci-
ence and technology. Currently, the semiconductor industry is the
largest driver, demanding process automation, modeling, and the anal-
ysis of big data.

In general, the drivers can be separated into two interrelated
areas. In the first, the FIB is mainly used for analytical purpose, provid-
ing access to a wealth of structural information and physical proper-
ties. In the second, the FIB enables rapid, flexible device prototyping
and stimulates novel device development. In both of these areas, mate-
rial modification using the FIB is key, be it to enable a particular form
or analysis, or to fabricate novel structures and devices.

A leading example of FIB based analysis is in the life sciences,
where it often involves large-volume 3D tomographic analysis of cells
and tissues under cryogenic conditions (see Sec. IVC3). This drives
the need for increased processing speed, advanced cryo capabilities
and automation. One potential way to increase throughput is through
cryo plasma-FIB milling, which enables faster removal of bulk mate-
rial, as discussed in Sec. IVD. However, cryogenic processing is not
straightforward and is further complicated by insufficient vacuum lev-
els in the sample chamber of current dual beam instruments. A better
vacuum, as has been demonstrated in the past, can reduce contamina-
tion, and in the case of cryo-FIB, can also lead to less water condensa-
tion on the target structure.

In both the life sciences and materials science, as well as in envi-
ronmental research, FIB techniques such as cross sectioning, tomogra-
phy, and sample fabrication (e.g., for TEM and APT studies, or ex situ
characterization of physical properties) have become established stand-
ards that would now benefit from powerful process automation.
Materials science in particular, can benefit from other ion types, such
as ions from noble gas elements that (a) may not accumulate in the
material, since they can either pass right through if the sample is thin
enough or leave by out-diffusion, and (b) will not undergo chemical
reactions. This also applies to radiation hardness testing of materials,
where FIB is used as a means to locally mimic the effects of a plasma
or solar radiation. Increasingly, cryo-FIB techniques are also being
applied to beam-sensitive samples, such as novel battery materials that
are relevant for energy-technology applications, which also calls for the
cryo-related developments mentioned above. In the case of multi-
modal imaging approaches and the identification of target areas for,
e.g., TEM lamella preparation, workflows are currently hindered by
the very different contrast mechanisms in, e.g., the fluorescence light
microscope vs SEM. Addressing this will require improved correlative
techniques as well as more advanced data management and analysis
(cf. Sec. II F).

In a broader context, FIB research into quantum and 2D materi-
als, as well as other novel materials, can largely be subsumed under
materials science, but should be recognized as drivers of “non-
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FIG. 28. Sankey diagram showing an overview of the interrelated drivers, techniques, challenges and to-do items for future development of FIB science and technology.
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conventional” FIB techniques in their own right. For example, the
growing interest in quantum materials is driving the need for rapid
and high-precision patterning of large 3D structures from novel mate-
rials. This could be achieved by combining process modeling with an
easy-to-use interface for 3D shape definition and calculation of the
required beam and patterning parameters. In addition, chemical func-
tionalities can be integrated into patterning through the development
of novel ion sources; oxygen, in particular, is an important tuning
parameter for the electronic structure of many quantum materials.

At a more fundamental level, the maskless approach of FIB proc-
essing renders it an ideal technique for the precise creation of defects
at the exact location where they are needed. This is driven by applica-
tions in quantum technology, where defects in an otherwise perfect
crystal can act as quantum emitters or, if they carry spin information,
as qubits.

On the theoretical side, the creation of specific defects and espe-
cially single ion implantation (SII) require a deeper understanding of
the mechanisms of defect formation and the evolution of the defect’s
local environment, which in turn determines the physical properties.
Such challenges can be addressed by modeling at different levels of
sophistication, as described in Sec. III.

In terms of instrumentation, a key technological challenge for
quantum applications is to be able to place individual ions in a (quasi-)
deterministic manner and detect them with very high efficiency.
Certain defect types may require the implantation of a specific ion for
which stable ion sources still need to be developed. The implantation
depth is controlled by the mass and kinetic energy of the incident ion,
and in order to reduce dephasing, quantum emitters in photonic chip
architectures are usually desired to have a depth of 10–100 nm beneath
the surface. As such, the ion energy ranges of tens of keV that are cur-
rently available are mostly well suited. However, in the case of spatially
resolved heavy element implantation, a higher primary beam energy
would be required, which poses challenges for the power supplies and
for electrical isolation in the ion optical column. If instead non-native
atoms are to be implanted into 2D materials, e.g., for high resolution
flexible area doping, lower energies are needed. In this context, low
energy means less than 100 eV to ensure a significant number of
replacement collisions in which the ion exchanges position with a tar-
get atom and the latter is removed from the 2D material.376 Methods
to reduce the primary energy of the beam include using deceleration
lenses in the final stage of the beam focusing or implementing reverse
sample biasing (see also Sec. VC). For the detection of the transiting

primary ion itself or the resulting interaction with the substrate,
various approaches are under development (see the Outlook of Sec.
IVB).

Another strong driver for FIB technologies are micro-electro-
mechanical systems (MEMS)/nano-electro-mechanical systems
(NEMS) and microfluidic devices, which are ubiquitous in our modern
world, be it in sensors, displays, printers, transducers or microphones.
Such devices often combine various active and passive components
consisting of electronic and moving parts, and therefore typically rely
on a whole chain of thin film lithographic, deposition, and etching
techniques. However, these fabrication techniques require that the
devices are built up layer by layer. As such, true 3D geometries are dif-
ficult to achieve.

FIB processing by milling and deposition, on the other hand, ena-
bles the flexible fabrication of complex multi-level geometric structures
and smooth 3D shapes, as it permits direct top-down and bottom-up
structuring in the same instrument. What has limited the default
implementation of FIB technologies in device manufacturing thus far
is the slow processing speed of the inherently serial process. Here, the
availability of a multibeam system comprising thousands of individu-
ally addressable focused beams would represent a major leap forward
(see also Sec. II B).

B. The generic needs of the community

FIB systems have become a standard in scientific research and
industrial processing, but the market is still heavily dominated by the
Ga-FIB. While Ga represents a good compromise between spatial reso-
lution and sputtering yield for many material systems, other applica-
tions require different beam parameters and/or suffer from Ga
contamination. In our survey, the participants were therefore asked in
which areas they conduct research and upon which material systems
and/or devices they focus. The corresponding results and percentages,
thus, reflect the perspectives of this particular group of users. Figure 29
shows that materials science, physics, and engineering are the most
prominent research areas in the FIB community surveyed. Fields such
as biology, medicine, and earth science may be underrepresented in
these statistics, since fewer scientists from those areas participated in
the survey. It would be interesting to repeat the survey with a larger
number of participants from a wider range of fields in order to be
more statistically representative. The material systems most commonly
studied by the respondents are 2D materials and semiconductors, fol-
lowed by various other systems including biological samples, ceramics,

FIG. 29. Results of a survey of the fields of research (left) and the target materials systems or devices (right) being investigated or addressed.
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polymers and environmental samples. This reflects current research
trends, but also underscores the universality of the FIB as a tool for
modifying matter at the nanoscale.

The typical problems encountered by the FIB users participating
in our survey (see Fig. 30) show a clear trend, with surface damage,
unwanted implantation/doping and contamination being the most
dominant problems. This last point on contamination is mostly related
to the typical vacuum operating range of around 10�6 � 10�7 mbar
and the associated residual gases in the vacuum chamber. In this pres-
sure range, a monolayer of molecules still forms on the sample roughly
every second, and with a typical water content of around 60% in the
residual gas, most surfaces will also be covered with a double layer of
water molecules. The hydrocarbons from the residual gas are also
decomposed by the ion beam and, depending on the ratio of the sput-
tering to deposition yield, can form a carbonaceous layer on the sam-
ple. Especially in the case of FIB processing with light ions, even a
small amount of contamination can result in greatly reduced net sput-
tering rates or in the extreme, net contamination deposition.
Generally, both water and hydrocarbons can add various, mostly
unwanted, chemical reaction channels (cf. Sec. IVE 1). Here, a signifi-
cant improvement of the vacuum level toward UHV would be an
important development. Since some of the contamination is intro-
duced with the sample itself, a dedicated load lock for plasma cleaning
of samples prior to FIB processing would be an ideal complement.
Other unwanted chemical side-effects may occur when the ion inter-
acts inside the sample and can be mitigated using inert Ion species.
However, unwanted physical side-effects such as interlayer mixing or

dealloying are difficult to avoid as this would require a significant
reduction in primary ion energies; in the shorter term these effects can
be better addressed through process modeling (cf. Secs. III A and
III B).

Problems with long patterning times are either due to beam
currents not being high enough or to stability issues of the system.
PFIB columns address the first issue by proving higher beam cur-
rents, but at the expense of a larger probe size. One especially
intriguing way of increasing processing speed and thereby reduc-
ing patterning times would be the implementation of a multibeam
system. Thousands of parallel beams could in principle be available
while maintaining small probe sizes (cf. Sec. II B). System stability
is mainly limited by the use of mechanical stages, which suffer
from drift over time and from inaccuracies in positioning. In prin-
ciple, laser interferometric stages solve this problem. However,
since most FIB systems use a tilted column, the sample must also
be tilted in order to allow FIB processing under normal incidence.
Thus, novel system designs with a vertical FIB column are of great
value. Finally, instabilities in the beam current itself (more of a
problem for some of the novel ion sources) can also limit pattern-
ing performance, so the development of novel and stable emitters
is needed (cf. Sec. II A).

Interestingly, the survey answers to questions about desired spa-
tial resolution, milling depths, deposition thicknesses, and beam energy
ranges more or less correspond to what is currently technologically
possible. This makes sense, in that users often aim for what is feasible
with their instruments. Only a few users were interested in depositing

FIG. 30. Results of a survey of the typical problems and limiting factors in FIB processing (top left), the target spatial resolution (top right), the target milling depth and deposi-
tion thickness (bottom left), and the target ion beam energy range (bottom right).

Applied Physics Reviews REVIEW pubs.aip.org/aip/are

Appl. Phys. Rev. 10, 041311 (2023); doi: 10.1063/5.0162597 10, 041311-54

VC Author(s) 2023

 03 January 2024 10:02:20

pubs.aip.org/aip/are


single molecules or removing/implanting single atoms. Currently, such
approaches are beyond the technological capabilities of commercial
systems and would require substantial developments. However, with
these developments the impact on areas such as quantum technology
research would be substantial.

C. Important future developments

Having discussed the needs and wants of the FIB research com-
munity in terms of future applications and user experiences, we now
turn to specific technologies that need to be developed. For this pur-
pose, Fig. 28 has been divided into subplots based on different groups
of to-do items. This allows us to trace the impact that certain develop-
ments will have on specific challenges, to explore the techniques that
are then enabled, and ultimately link back to the drivers.

1. Ion beam generation and transport

Figure 31 displays the required developments (i.e., to-do items)
and the associated challenges, techniques and drivers in the area of
next-generation FIB sources and ion beam transport. Specific needs
for novel ion sources, ion optics for both low and high energy beams,
and fast beam control/blanking have been identified.

a. Novel source types including single isotope sources. A key area
requiring development concerns novel ion sources, in particular, high
brightness and light element sources, which are crucial for high-
resolution imaging and nanostructuring applications. Here, further
development of GFIS based sources to operate with gases other than
He, Ne, and N2 is desired. The first steps in this direction have already
been taken by various researchers testing GFIS based emission of
H,1158 Xe,60 and Kr.61 However, the heavier noble gas elements have

numerous isotopes, sometimes in nearly equal proportions; if the ion
optical column is not well shielded from magnetic fields, this can affect
spatial resolution, since magnetic fields present in the column can split
the ion beam according to the mass of the isotopes. Solutions to this
problem, other than shielding, include the addition of a Wien filter.
Again, these developments will require new ion optical columns that
can reduce or correct the aberration induced by the Wien filter.
Alternatively, isotopically pure source gases can be used, similar to the
already successful implemention of isotopically pure source materials
by manufacturers of Ga-LMIS and AuGeSi-LMAIS. Further LMAIS
single isotope sources might also be of interest in the context of
SII,194,293,829,835 local isotope enrichment766 and for a wide range of
other applications, e.g., SIMS, also in combination with reactive gas
flooding.123,125,992,1001 The GaBiLi-source,46,1159 for example, provides
heavy Bi atoms and small Bi clusters for milling, and a reactive Li ion
beam for analysis by SIMS. With the LMAIS, switching between ion
beams for these different species is fast (only takes a few seconds) and
can be automated. For the future, new alloy concepts that include
heavier reactive species are desired; to date only Au–Si, Au–Ge,
Au–Ge–Si, and Ga–Bi–Li LMAIS are commercially available.

Ion sources for heavy ions are desirable for applications such as
SIMS in order to increase sputter yields and also for device debugging
in the semiconductor industry, where the shorter penetration depth of
the heavier ion is an advantage. Furthermore, ions from group 1 and
group 17 in the periodic table are of interest due to their chemical reac-
tivity, which enhances sputter yields. While successful attempts have
been made in the past with group 1 elements,29,31,46,1160 efforts for the
development of sources based on group 17 elements such as fluorine
or iodine are more limited. A possible approach for reactive ion sour-
ces using group 17 elements could be the ILIS if implementing the
appropriate salts.54 Such ILIS prototypes have been developed, but

FIG. 31. Developments that are required with respect to the generation and transport of focused ion beams.
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they did not yet enter the market. One of the intrinsic issues when
operating an ILIS is the need to switch the polarity of the extracted ion
beam in order to keep the source composition in balance. While this is
usually considered a nuisance it can become an advantage, since by
using clever chemistry, ion beams suitable for performing SIMS with
both polarities could be extracted. However, collateral damage by the
reactive ions to the ion optical elements needs to be considered and
avoided as much as possible. We note that the first commercial FIB
systems combining reactive ion species with SIMS are currently enter-
ing the market.977,1161

With regard to source brightness, the recently developed MOTIS/
LoTIS have been shown to achieve high brightness for a number of ion
types.29,31,1160 Furthermore, fundamentally new concepts based on,
e.g., insulator-on-conductor ion sources1162 and other ideas that cur-
rently have a very low technology readiness level (TRL) may also have
potential for application as high brightness sources, since they partially
exploit similar concepts to the GFIS technology.

An aspect that is becoming more and more important for users is
instrument uptime, which can be increased by minimizing source
maintenance needs. For example, LMIS and LMAIS lifetimes could be
increased by increasing the reservoir size of the liquid metal/alloy. The
lifetimes of the apertures could be increased by adjusting the material
and thickness of the aperture strip, as well as the number of apertures
incorporated.

b. Ion optics for low and high energy ion beams. Access to low
energy ion beams (<1 keV) is becoming increasingly important for a
range of FIB applications in which the penetration depth and ion
straggle in the material must be minimized. However, the transport of
a low-energy beam without sacrificing on resolution is a challenge.
This is mainly due to chromatic aberrations (see also Sec. II B). To
address this issue, specialized beam optics such as energy filters and
chromatic aberration correctors are needed, which are, in general,
complicated to produce, align, and tune,1163 thus posing extra chal-
lenges for system automation. Low-energy beams also pose challenges
in terms of the stability and precision of the associated electronics.

Key areas where low-energy high-resolution FIBs will bring bene-
fit are in FIB based debugging and mask repair in the semiconductor
industry,507 where minimized ion penetration and thus minimal dam-
age to underlying layers and structures is required. If these low-energy
FIBs employ heavy ions, the beam–sample interactions can be con-
fined even more closely to the surface. A further application that
requires ultra-low energy beams (down to a few tens of eV) is the con-
trolled and spatially resolved doping of 2D materials or the ion-beam
induced modification of surfaces (see Sec. III A). For the latter, the
energy spread of the ions emitted from the source must be exception-
ally small to begin with, smaller even than the LoTIS and GFIS can
deliver. Indeed, in order to reduce chromatic aberrations for all of the
above, it makes sense to start with new types of ion sources that have a
reduced energy spread and then employ subsequent beam elements
for chromatic aberration correction accordingly.

For other applications, higher energy beams are required, such as
for the deep placement of (heavy) atoms for quantum technology
applications, and for applications requiring even higher spatial resolu-
tion. Since the ion collision cascade expands the FIB beam in the mate-
rial and most damage occurs at the end (cf. again Sec. IIIA), it may be
useful to use high energies for devices based on (potentially suspended)

thin films. The target defects are then generated close to the surface
with high spatial precision, but low yield, and the beam damage occurs
spatially separated from this in the substrate (or not at all in the case of
suspended membranes). While the technological challenges for
increasing the beam energy are moderate, the increased size of the
required electrical isolation and power supplies will actually limit the
achievable resolution, since they may act as additional noise sources.

c. Fast beam control and blanking. Standard beam blankers
installed on FIB instruments typically achieve blanking times (known
as rise times) on the order of 20–100ns. However, for a number of
applications, rise times below 10ns are desirable and have been dem-
onstrated in isolated cases.120 Applications requiring faster blanking
times include resist patterning, high-end FIBID and SII, in all cases to
avoid unintentional exposure.

Another need for specialized beam blanking arises from the fact
that ion beam sources typically also create a certain fraction of neutrals
in the beam, which is generally unwanted. These neutrals result from
charge exchange collisions between energetic ions and neutral gas atoms.
The latter are generally present due to insufficient vacuum at the source
and in the ion optical column, and in the case of the GFIS, as a direct
result of the gas based source technology. In the case of the GFIS, 0.29%
He0 have been reported under conditions used for medium resolution
imaging and for TOF-SIMS (6:3� 10�6 mbar He pressure, 20mm aper-
ture).1164 However, these numbers depend heavily on the gas pressure
and aperture used. Since neutral species are not influenced by electric or
magnetic fields and thus cannot be deflected away using ion optical ele-
ments or the standard electrostatic blankers, they can result in broad
background exposure, especially in the case of long FIB processing times.
This is detrimental in applications concerned with few or single-ion
impacts at specific target locations, which often also involve high-dose
irradiation (and hence even more unwanted neutrals reaching the sam-
ple) to make fiducial markers for subsequent correlative analysis. In
order to eliminate the neutral beam, a physical obstacle can be intro-
duced into the central portion of the column, which only the ions can
bypass by means of a series of electrostatic deflectors. This is known as a
chicane blanker. Similar solutions, such as a curved column, could also
be explored but come with their own challenges.

2. Accessories and complementary instrumentation

In Fig. 32, the required developments related to new accessories (add-
ons) for FIBs and complementary instrumentation are outlined. These to-
do items can be broken down into categories focused on ion induced chem-
istry, adaptable sample environments, and analytical add-ons.

a. Ion induced chemistry. Applications using FIBID, gas-assisted
etching, and resist-based lithography could all be greatly enhanced by
the development of more advanced modeling tools, new gaseous pre-
cursors and new resists.

In the case of FIBID, new precursor chemistries that enable
higher deposit purity (e.g., for plasmonic applications) and superior
resistivity (e.g., for circuit edit applications) are needed. The prerequi-
site for the development of these precursors is a deeper understanding
of the ion–molecule reactions that occur during the deposition pro-
cess.431 For high-purity metallic deposits, the precursor molecule will
ideally be fully decomposed so that only the desired metal component
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is deposited and the ligand fragments are pumped away. Similarly, in
the case of gas-assisted etching, the precursor molecules should
undergo ligand loss to generate empty coordination sites that bind
with the substrate to enhance the rate of removal of substrate atoms
without forming a residue of nonvolatile reaction products. Once the
fundamentals of beam induced chemical reactions are better under-
stood (including aspects such as the effect of beam induced heating),
researchers will be better poised to develop simulation tools to enable
the prediction and design of more complex deposition and etching sce-
narios. The development of these simulation tools will also rely on
input from systematic parameter optimization, where automated
beam control and data analysis will play a key role.

A common but generally undesired effect from ion induced
chemistry is the deposition of a thin carbon film over ion-irradiated
regions, arising due to residual hydrocarbon species present on the
sample surface and in the microscope chamber.890 This effect can be
minimized by, e.g., plasma cleaning samples before loading into the
microscope or working in UHV. Other unwanted beam induced
effects that can occur during intentional deposition processes include
implantation of the ions themselves into the deposit during the growth
process, or concurrent milling of the deposit. To minimize these
effects, it is desirable to increase the deposition rate, so that a lower
total ion dose is needed for the process. Recently, it has been shown
that cryogenic cooling of the substrate is one way to increase deposi-
tion rates, which could be investigated further.1051 However, it is worth
mentioning at least one application where a balance between deposi-
tion and concurrent milling by the primary ion beam is actually
desired, namely, the formation of high-aspect-ratio hollow nanopillar
deposits with unique electronic properties using He-FIBID.1038

Overall, fine control over the rate of deposition should prove highly
beneficial for future applications.

For resist based lithography, further development of resists specif-
ically for lithography using ion beams is needed. It has already been
shown that resists tend to be much more sensitive to ions compared to
electrons, but so far most resist development has still been for EBL. In
order to optimize resists for lithography using different ion species, a
deeper understanding of the ion-resist interaction process is
required.1120 Consequently, the full potential of FIB resist lithography
has yet to be realized, even though HIBL has already demonstrated
high resolution patterning with dramatically reduced proximity effects
compared with EBL.1108,1109

b. Adapted sample environments. In electron microscopy, sample
environments are now routinely adapted through the use of liquid cells
that separate, e.g., chemical reagents, from the surrounding vacuum in
the chamber. This principle does not readily translate to the FIB, since
the typically used Ga ions can easily damage the cell membrane by
sputtering and also suffer from limited penetration depths.
Accordingly, only He-FIB has been used in a prototype liquid cell,1165

because He ions combine negligible sputtering of the cell membrane
with a sufficient penetration depth to reach the reaction volume. In
contrast, heating of samples during FIB processing has been used for
decades, including more recently for the reduction of ion beam
induced amorphization and blistering during He- and Ne-FIB process-
ing. Quasi-local heating with an infrared laser1166 and homogeneous
heating using a heating stage360 have both been tested. However, the
latter approach, in particular, suffers from sample drift induced by the
high thermal mass of the sample heater. Low drift implementations
are thus needed that also have lower power requirements in order to
protect the rest of the system (e.g., the piezo motors in the stage and
ion optical components in the pole piece) from overheating and to
allow faster heating ramps.1167 FIBID-related applications could also

FIG. 32. Developments that are required with respect to accessories and complementary instrumentation.
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benefit from new simple heating stages for exploring in situ annealing
of the deposited structures.

Sample cooling can also be of interest to reduce beam damage,
de-alloying, and surface microstructure formation, and for applications
using FIBID or HIBL. For example, often temperatures slightly below
0 �C are sufficient to prevent the formation of eutectic phases or phase
separation. In the same manner, molecular desorption rates may be
tuned by either decreasing (or increasing) the temperature by only a
few tens of Kelvin. Hence, for many experiments with a relatively small
temperature range to bridge, Peltier based solutions become
possible.1126

A pressing requirement for substantial cooling comes from bio-
logical applications, where cryo-stages and cryo-transfer units have
been developed to enable complete cryo workflows (see Sec. IVC for
examples). However, due to the stage cooling mechanism and shield-
ing, these systems can suffer from reduced imaging performance as
well as limitations regarding sample geometry and compatibility with
certain accessories in the FIB chamber. Further development of spe-
cialized FIB instruments dedicated to the handling of biological and
other sensitive samples is expected. These systems require special load
locks for vacuum and/or cryo transfer, and better vacuum conditions,
in general, will result in less condensation on the specimens.

By adding fluorescence light microscopy to a FIB-SEM system, a
dedicated and time-efficient platform for the correlative preparation of
TEM lamellae for biology, medicine, and related fields becomes possi-
ble, since well-established fluorescence light microscopy protocols can
be used to locate regions of interest for FIB milling in situ. Indeed, a
system including fluorescence light microscopy has recently been dem-
onstrated in a cryo triple-beam configuration.206 Other implementa-
tions for fluorescent light detection either employ an ellipsoidal mirror
in conventional Ga and plasma FIB-SEM systems for fluorescence
spectroscopy of the atoms sputtered by the ion beam,834 or a full con-
focal microscope setup integrated into the vacuum chamber of a
100kV LMAIS-FIB with a high-precision stage to move between
working positions.835

The latter system demonstrated the in situ detection of fluores-
cent light from arrays of optically active defects created by the FIB,
thus representing an important step toward realizing the deterministic
creation of quantum emitters (cf. Outlook of Sec. IVB). For this appli-
cation, it is of utmost importance to reduce all kinds of residual con-
tamination (fluorescent and chemically active), both on the sample
and in the vacuum chamber using UHV chambers and ideally inert
sample transfer. Dedicated UHV FIB systems for quantum technology
do not yet belong to the commercial standard, but have recently been
demonstrated.91,814

c. Novel detectors and analytical add-ons. Quantum technology
and therewith the deterministic implantation of ions is one of the
main drivers in science and technology today, and correspondingly,
there is an urgent need for single ion detection. As outlined in the
Outlook of Sec. IVB, specialized detectors193,194 or specific types of ion
sources like a Paul trap,827,828 can either count the ions that impinge
on the sample or measure the ion impact event. The latter can be real-
ized using an on-chip IBIC measurement,199,829 which can be imple-
mented for many CMOS compatible quantum devices that are not
affected if there is an amplifier nearby. For all other quantum devices,
truly agnostic SII detectors that detect, e.g., SEs will constitute an

especially important development. In addition to very high detection
efficiencies approaching 100%,777,833 appropriate theory support is
needed to calculate the expected SE yields. If such detectors are com-
bined with a complementary system that detects device function, e.g.,
fluorescence835 associated with single-photon emission from the
defects generated, truly deterministic implantation can be realized for
an industry-ready commercial platform.

Several types of detection systems exist, which can often be com-
bined to enable the acquisition of unique multimodal data sets. The
general trend is toward better spatial resolution in 3D, higher sensitiv-
ity (and hence lower detection limits), and better quantification of
results. A promising approach in this area is FIB-SIMS. Resolution and
sensitivity are directly linked, which must be considered in efforts to
improve performance. For example, in the case of GFIS and LoTIS
based SIMS, simultaneous improvement in both resolution and sensi-
tivity is not possible, since further reducing the sampling volume ren-
ders the number of target species in that volume statistically
insignificant. Another analytical approach that is complementary to
SIMS uses fluorescence spectroscopy to detect and identify atoms sput-
tered by the FIB and has been shown to be feasible for certain
applications.834

Various other “classic” ion beam analytical methods have been
implemented in FIB instruments or are interesting candidates for
future implementations. These include IL175 and RBS,143 which have
been explored by a number of researchers but are not available as com-
mercial solutions. In IL, the luminescence of excited target atoms,
defects or recoiled ions is detected using parabolic mirrors and a com-
bination of gratings and lenses to obtain spectral information that
allows identification of the emission source. IL was recently demon-
strated for semiconductor heterostructures and Li-ion batteries834 and
also has potential for various insulating samples in fields such as geol-
ogy, mineralogy, biology, and medicine, including nanoparticle
research such as nanotoxicology. In contrast, RBS measures the energy
and scattering angle of backscattered ions and allows standard-free
and depth-resolved elemental analysis. However, RBS in FIB systems
has largely been abandoned due to fundamental problems related to
the high number of multiple scattering events. Implementing a low
energy ion scattering (LEIS) configuration may be a good alternative,
as it only measures the energy of the charged particles that are primar-
ily scattered at or close to the sample surface. Nevertheless, due to the
low yield of charged scattered particles, high fluences are required to
obtain good statistics.

There has been some debate around the potential to use X-rays as
a signal for ion induced processes. Some reports indicate that this could
indeed be possible.169 However, in that particular case, the observed
X-rays were not generated by the interaction of the primary ion beam
with the sample. Instead, non-conductive samples became positively
charged under ion impact and backscattered ions caused the emission
of SEs from components in the chamber. These SEs were then acceler-
ated toward the positively charged sample surface and generated X-ray
peaks due to random interactions with the chamber components. It
turns out that because the inelastic interactions that are responsible for
X-ray generation depend on velocity and not on energy, typical primary
beam energies in FIB systems are not sufficient for X-ray production.
As stated by Joy et al.,1168 a beam energy of about 53MeV for He ions,
for example, would be required in order to excite the same X-ray lines
as can be obtained using a 6 keV electron beam. Such high beam
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energies are out of reach for conventional FIB systems and thus the
high-energy PIXE technique remains elusive to FIB.

In contrast to X-ray spectroscopy, the generation and detection
of Auger electrons is indeed possible using the beam energies of cur-
rent FIB systems. Auger electrons are generated due to the creation of
core-holes in both the projectile ions and the substrate atoms, thus
Auger signals emanate from both colliding particles, resulting in spec-
tra with rich features that can be quantitatively evaluated.166

Another analytical approach is based on in situmonitoring of ion
beam-induced property changes, such as in situ electrical measure-
ments to test nanostructured samples or to probe, e.g., magnetization
via the measurement of a Hall voltage. Various other analytical techni-
ques can also be incorporated into the FIB chamber, including AFM
for in situ surface characterization or a nanoindenter for in situ
mechanical testing. The benefit of performing these techniques in situ
is not only control of the sample environment (e.g., no exposure to
air), but also the possibility of real-time imaging (usually with the
SEM) enabling immediate quality control of the measurement. For
improved implementation of all these approaches, open hard- and
software APIs are required.

Further developments that will facilitate work with analytical
add-ons are related to the continued integration of sample cleaning
options based on UV light or remote plasma, as well as the combina-
tion of FIB processing with direct laser milling.1169 Systems integrating
femtosecond laser milling with FIB have recently become available and
the associated workflows and possibilities are currently being explored.

3. Automation and data management

Figure 33 shows the technological developments required in
terms of automation and data management. Both of these areas are

rapidly growing in importance due to the sheer volume of samples and
data. There is enormous potential to facilitate the daily work of tech-
nologists and researchers using recent developments in ML and artifi-
cial intelligence. However, the black-box nature of such routines
requires awareness and regular cross-checking of both the training
data used and the results obtained. In the following, open interfaces for
hardware and software, and then needs related to data access and man-
agement, are discussed in more detail.

a. Open hardware and software interfaces. In recent decades, sci-
ence has increasingly moved toward openness and transparency.
Today, this is generally a prerequisite for receiving taxpayer money for
scientific research.1170 The idea of sharing not only raw data (as dis-
cussed in Subsection VC3b) but also task-specific developments in
terms of machine operation and data analysis holds great potential.
Instead of developing isolated solutions specific to particular research
groups, which often become obsolete or are lost when the original
developers move on, a larger community can maintain and further
develop methods much more efficiently. In addition, the overall speed
of development is significantly increased, as existing data and tools can
be reviewed much more easily before “reinventing the wheel.”

Open access to nonproprietary development is already standard
in many scientific fields, but the more technologically sophisticated
and commercially valuable scientific work becomes, the more conflicts
over intellectual property, licenses and potential patents can arise.
Nevertheless, the major FIB instrument manufacturers have recog-
nized the benefits of opening up their machines for modification by
the users. Everyday users seek the ultimate in machine performance.
Therefore, a key resource for driving future developments comes from
enabling those users to make the most efficient use of instrument time
and gain the most insight from the data generated. The larger the

FIG. 33. Developments that are required with respect to automation and data management.
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active user community is, the more far-reaching the benefit, which in
turn translates to increased sales for the manufacturers even if new
technological developments do not have immediate impact on a patent
or a price tag. What users need are open hardware interfaces to give
them real-time access to detector signals and to enable them to add
their own custom components. Even more important is a full-fledged
API that allows control of all system parameters accessible in the GUI
and ideally all others in developer mode. In this respect, software
development on the manufacturer side must be a compromise between
the needs of those who require easy-to-use software yet with more lim-
ited access, and those who require full access.

For process automation, certain tools are already included in
some FIB systems. For example, routines that have already been exe-
cuted can be stored and modified in a quasi-graphical approach,
removing the hurdle of programming in a text-based interface. A key
area needing a high degree of automation is in the efficient acquisition
of tomographic data sets with imaging based on SE detection, as well
as EDS and EBSD. FIB based tomography is particularly used in the
life sciences and in environmental research, and increasingly in all
branches of materials science, including for battery research and
energy conversion. In all cases, high precision and repeatability are
required.

In the future, automation tools should be complemented by ML
algorithms that help with experimental control and real-time data
analysis. Integration of an active learning user interface (human in the
loop)1171 for in operando improvement of the supporting ML algo-
rithms would then allow easy continuous training and thus automatic
control and/or optimization of processing based on predefined quality
parameters or figures of merit. Such feedback control would also be
beneficial for advanced patterning tasks, where modeling-informed
pattern generation and optimization could be coupled with FIB-
processing in a fully automatic way.

Open software interfaces are also required for data analysis,
which varies greatly depending on the application typically requiring a
tailored approach. ML-based solutions are similarly very diverse, with
application to problems including simple data noise reduction, the
broad field of feature recognition and data reduction, super-resolution
imaging, and full quantification. The integration or linking of different
methods and data streams thus needs open interfaces. Therefore, in
place of closed all-in-one tools for data analysis and automation, man-
ufacturers should instead provide the infrastructures needed for users
to efficiently develop solutions for the broader community.

b. Data access and management. Likewise, all data generated
should be open and ideally FAIR. The acronym FAIR, coined by
Wilkinson et al.1172 in 2016, stands for Findable, Accessible,
Interoperable, and Reusable. The FAIR principles have led to global
initiatives in all scientific disciplines.1173–1176 In particular, research
areas that generate large amounts of data, such as the life sciences and
materials science, are driving the development of data harmonization
including a comprehensive set of metadata, ontologies, and workflows
that are accessible along with the data.969 For experimentally derived
data, this includes sample tagging, e.g., with QR codes linked to each
resulting dataset, along with the corresponding experimental work-
flows documented in electronic lab journals. One of the biggest chal-
lenges with open and FAIR data are the diversity of data sets from
different sources. The Novel Materials Discovery (NOMAD)

laboratory1177,1178 can serve as a blueprint here, as it maintains a col-
lection of data repositories (called oases) for data from virtually all
codes in computational materials science.

Several factors are crucial for the successful implementation of
such data repositories:

• The data must be easy to upload and integrate into the
repository.

• The data must be presented in a common format that allows easy
access and efficient searching.

• Ideally, additional toolkits such as metadata crawlers or ML tools
for data analysis or prediction should be offered.

• There should be an embargo period option to restrict access to
collaborators and/or industry partners before publication or
patent.

• The data sets themselves, as well as scripts used for data process-
ing and analysis, should be given DOIs to make them citable.

With respect to data from (FIB-related) microscopy and spectros-
copy, proprietary file formats are used by various manufacturers.
While this can be useful when providing additional functionality or
easier access to certain data analysis routines, it poses a major problem
if there is no way to access the raw unprocessed data to analyze it and
make it available. In order to integrate such data into a FAIR infra-
structure, a standardized and multidimensional open file format spe-
cifically for correlative image and spectroscopy data are highly
desirable. HDF5 would be such an option (where HDF stands for hier-
archical data format), allowing raw data to be stored in image or spec-
troscopy file formats (such as tiff or binary files) together with
metadata and all other types of information in a structured way.1179

However, this would require that instrument manufacturers agree on
such a uniform standard, possibly following the lead of the neutron, x-
ray and muon research communities where the HDF5-based data for-
mat neXus is used.1180

In general, open and FAIR data enables platform- and tool-
independent analysis as well as correlation with data from other sour-
ces. Furthermore, image processing tools originally developed for other
purpose (which may be based on completely different data generation
platforms) can be applied and further developed for FIB-specific analy-
sis. A prime example is the open source and platform-independent
image processing software ImageJ and its derivatives,239,1181,1182 which
has already been extended through a variety of community-developed
plug-ins as well as further adapted and integrated into other programs
via its API. Here again, ML can be leveraged as an extremely powerful
tool for automated data evaluation, especially for large and complex
data sets from correlative measurements or tomography. For example,
external programming libraries for ML-based image classification
and analysis such as scikit-learn,1183 Tensorflow,1184 PyTorch,1185

dragonfly,1186 and Ilastik957 are already available, actively developed
and are becoming easier to use.

Ultimately, protocols will need to be established for the pre-
processing of raw data into data packages for storage while others
parts are to be discarded. In this regard, bottom-up harmonization
of FAIR data including hierarchical and structured data reposito-
ries with full metadata can help with data management and sort-
ing in order to provide “useful” raw data for further processing
both internally and externally, while avoiding or at least minimiz-
ing the typical data graveyards.
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4. Process modeling

The required developments concerning process modeling are
outlined in Fig. 34. Process modeling plays a key role in technology
development for integrated circuits (ICs)1187,1188 and together with
other types of simulation, is considered one of the drivers of Moore’s
law. It is also heavily used beyond traditional device scaling
(“Beyond CMOS” and “More than Moore”1189) However, in spite of
FIB processes sharing much physics and chemistry with IC pro-
cesses, process modeling is much less used in the FIB community.
This is due to the hefty price tag for commercial simulation tools
from the IC business and the much smaller industry behind FIB
activities. Nevertheless, the success of process modeling for IC devel-
opment demonstrates its potential for the further development of
related FIB processes.

In the following, process modeling needs for FIB applications are
discussed in terms of new BCA simulation tools, continuum modeling
and approaches for modeling FIBID, as well as further areas where
more advanced computational techniques are critical for progress.

a. BCA simulations beyond TRIM. The simulation program most
widely used by the FIB community is TRIM,253 which allows the calcu-
lation of range and damage statistics, in addition to rough estimates of
sputtering yields in 1D amorphous targets (see Sec. IIIA 2). Its success
is based on the fact that it provides reasonable estimates for any ion–
target combination, and the fact that it incorporates a convenient user
interface. Other BCA simulation tools that in addition allow consider-
ation of dynamic changes to the target and other target types (2D and
3D, and crystalline targets) would certainly benefit from more intuitive
user interfaces. Work toward this goal has recently been reported for
one particular code1190 and could probably be translated to other codes

with moderate effort. This would promote adoption of a wider range
of BCA simulation codes by the community.

A further desired feature is the implementation of SE generation
in BCA codes. This will allow more accurate interpretation of FIB
images, will foster model development for precursor dissociation in
FIBID processes, and may also aid SII when detecting single ion
impacts using an SE detector.

b. Continuum modeling and approaches toward FIBID
modeling. Continuum simulations of surface evolution are hampered
by the need for various input parameters and the fact that they neglect
processes taking place beneath the surface (see Secs. IIID1 and
IIID3). However, these simulations are still useful for qualitative
investigations. Wider applicability is expected from coupling BCA
with continuum simulations, which could enable modeling of surface
diffusion and reactions, heat transport and/or relaxation of density
changes. This could pave the way for accurate and general process sim-
ulation of FIB processes, although taking into account physical and
chemical parameters will still be an issue. Here, input from more fun-
damental methods, or strategies for experimental parameter determi-
nation, will be required. The former is already standard in IC process
simulation, while an example of the latter in the context of FEBID can
be found in the use of tilted nanowires on a pedestal for model
calibration.469

As an alternative to physico-chemical modeling, ML has opened
up new possibilities in many fields of research. In FIB technology, an
example of this is a neural network that has been trained on a set of
binary design patterns, the corresponding SEM images, and the ion
beam parameters used in their production.1191 The trained network
was then able to accurately predict the patterning outcome for previ-
ously unseen designs in nearly real time. Such a neural network

FIG. 34. Developments that are required with respect to process modeling.
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approach holds promise for process control and, in a more general
setup, for reducing the number of trial and error iterations in the fabri-
cation of nanostructures.

c. Addressing the gap in understanding. The most important fun-
damental issues which cannot be addressed at the BCA or continuum
level are:

• Accurate description of the energy loss of energetic ions and
recoils accounting for their charge state and the electronic struc-
ture of the target.

• Production of defects in the irradiated material accounting for
electronic excitations.

• Evolution of the atomic structure of the target over macroscopic
time scales at room or elevated temperatures during annealing.

• Effects of defects and impurities on the mechanical, electronic,
optical and magnetic properties of the irradiated system.

The simulations needed here can be divided into three groups:
modeling of the collision, evolution of the system after the ion impact,
and assessment of the influence of defects on materials properties.

Future progress in these fields is expected simply due to increas-
ingly powerful computers, which allow for the simulation of larger sys-
tems and longer times. These advances will lead to more widespread
use of MD and kMC simulations for specific FIB applications and to
explore the physics of ion–target interaction in general. Currently these
research areas are only accessible using BCA-type simulations. In addi-
tion, new developments in computational techniques widen the range
of applicability of these advanced methods. For example, MD simula-
tions with ML-derived interatomic potentials trained by DFT calcula-
tions (see Sec. IIIB 2) raise the accuracy and reliability of MD
predictions to DFT level while being applicable to much larger
systems.

Combinations of various techniques in a single run (e.g., first-
principles approaches combined with ML-potential MD, or analytical-
potential MD combined with BCA methods) can also help elucidate
irradiation effects in various situations, such as in strongly non-
uniform systems when the main focus is on the description of damage
production in one of the subsystems, or over longer time scales.
Examples are the response of 2D materials on substrates to ion bom-
bardment370,1192 or the evolution of the target under high-dose FIB
irradiation.

Computers with massively parallel architectures and recent devel-
opment of Ehrenfest dynamics allow prediction of the energy transfer
from the ion to the target through ballistic collisions and electronic
excitations, and of the energy dissipation in the target involving defect
formation without any empirical parameters. In particular, the direct
juxtaposition of experimental data and corresponding simulation
results concerning ion transit through atomically thin targets (e.g., gra-
phene and other 2D materials) should shed light on the mechanisms
of ion neutralization and energy transfer. Indeed, if the initial/final
charge states of the ion and its kinetic energy are known, along with
the scattering angle, this information can be correlated with impact
parameter-dependent results of atomistic simulations carried out using
TDDFT-based Ehrenfest dynamics with the assumption that the nuclei
behave as classical particles. TDDFT-based Ehrenfest dynamics can
also improve parameterization of two-temperature models, bridging
the gap between different approaches in multiscale atomistic

simulations. Though very useful, their application will remain limited
to small systems for quite some time.

While significant progress in process modeling has been made,
there are still challenges for the development of more advanced meth-
ods and their application to irradiation simulations. One of the chal-
lenges is simulation of more complex scenarios of ions passing through
2D materials (touched on above), and interpretation of the theoretical
results. After passing through the target, the ion may be in a mixed
charge state because the nuclei move in an average potential created by
the electron subsystem, which can be in an excited state. For example,
in the experiment, a hydrogen atom (proton) which has passed through
the target can be in charge state zero or plus one, while non-integral
charge localized around the atom can be found in the simulations. This
problem is related to the fundamental question of the connection
between quantum-mechanical averages and observable quantities, and
requires careful analysis in the context of ion–target interaction.

There are also challenges in the methodology to be overcome. As
an example, the common computational schemes of DFT codes fail at
small separations between the nuclei, when atom cores overlap. Even
for full-electron codes, numerical instabilities in the eigenvalue solvers
are expected at small interatomic distances. There are also other chal-
lenges related to spin-polarization energies of atoms, as recent calcula-
tions have indicated.376

As for the long-term evolution of the system after irradiation (e.g.,
during post-treatments such as annealing at temperatures of several
hundred Kelvin over hours), techniques other than MD with DFT or
ML/analytical potentials are required. The bottleneck is the large num-
ber of computational steps to be performed. Parallelization can resolve
the issue of system size (ultimately each processor calculates the forces
acting on one specific atom) and thus reduce the cost of the time step
down to a certain minimum. However, the time step in MD simulations
should still be at the atomic scale (normally a few femtoseconds), which
indicates that 	 1015 steps must still be performed in order to simulate
one second of the physical time. Even if performing each time step takes
	 10�4 seconds (a typical value for a system comprised of less than 100
atoms), the total CPU time will be several years. In some cases (e.g.,
migration of point defects and their annealing in crystalline solids),
kMC simulations may provide insights into the evolution of the system
on a macroscopic timescale (see Sec. IIIC). However, kMC can hardly
be applied to systems with a high degree of amorphization or when the
atomic structure of the system changes substantially during annealing.

Assessment of the effects of defects on the properties of materials
is in a much better situation. DFT-based approaches make it possible
to calculate the electronic and magnetic properties of the defective sys-
tem and directly juxtapose the results of calculations with the experi-
mental data. In particular, insights into the optical properties and
exciton binding energies of defective materials have recently been
obtained,1193 and photoluminescence spectra of materials with defects
such as single-photon emitters have been calculated.818,1194–1197

VI. EXECUTIVE SUMMARY AND PERSPECTIVE

A focused ion beam (FIB) instrument employs a finely focused
beam of ions with an energy of typically 2–30 keV that is scanned across
a sample to effect modifications down to the nanometer scale. The tech-
nique relies on the transfer of energy from the energetic primary ion to
target atoms, resulting in the displacement of the substrate atoms and
potentially their removal from the sample. As such the FIB instrument
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is a universal tool for all areas of research enabling comprehensive anal-
yses, maskless local material changes and rapid prototyping of devices.

The aim of this document is to provide an overview of the current
state of the art of FIB technology, its applications and important tool
developments, all of which require attention by researchers and tech-
nologists developing new FIB based workflows and instrumentation.
This document can thus serve as an important reference work for stu-
dents, FIB users, academic and commercial developers of related tech-
nologies, and funding agencies. It includes overview tables, providing a
bird’s eye view of the relevant works in this field. New developments in
the various driving fields of research pose new challenges for FIB tech-
niques, for which we propose targeted solutions and provide a list of
technical developments that will be required.

From an instrumentation point of view, the ubiquitous gallium
FIB is an excellent tool for the preparation of both transmission elec-
tron microscopy (TEM) samples and functional nanostructures.
However, FIB sources producing ions of other elements are becoming
increasingly common and provide additional degrees of freedom for
the fabrication of new functional materials. In fact, liquid metal alloy
ion sources (LMAISs) and gas field-ionization sources (GFISs) were
used even before the gallium liquid metal ion source (LMIS) started to
control the market. Newer developments include the plasma focused
ion beam (PFIB), which has quickly gained relevance due to its ability
to remove large volumes of material while maintaining a lateral resolu-
tion sufficient for many applications. Combined with the very recent
addition of the magneto-optical trap ion source (MOTIS), about two
thirds of the elements of the periodic table can now be accessed for FIB
applications (see Fig. 1 and Table I).

New applications related to, e.g., life and environmental science,
quantum technology, energy conversion and storage, present new
challenges for existing techniques that will require innovations in ion
sources, beam transport and detectors. Low energy FIBs (<1 keV), for
example, are particularly relevant for the semiconductor industry,
quantum technology, and applications based on low dimensional
materials. New developments related to heavy and unconventional ion
beams are important for single ion implantation (SII) and analytical
applications such as secondary ion mass spectrometry (SIMS).

The theory of ion–solid interactions and all related processes that
may occur in FIB processing must bridge many orders of magnitude
in terms of time and length scales (see Fig. 5). Therefore, a trade-off
must always be found between accuracy and the size of the modeled
system. The binary collision approximation (BCA) provides insight
into a range of FIB-relevant quantities that are mainly driven by the
ballistic phase of the collision cascade, such as sputtering yield, ion
penetration depth, and degree of amorphization (see Table III for an
overview of available BCA codes). Other techniques such as molecular
dynamics (MD), kinetic Monte Carlo (kMC), density functional theory
(DFT), and continuum modeling can address further important
aspects. These include short-term defect evolution (MD), long-term
system evolution at elevated temperatures (kMC), charge state of
defects and charge transfer (DFT), and ion induced chemistry as well
as surface processes (continuummodeling).

An important FIB application that needs support from theory
and simulation in this respect is gas-assisted processing, usually
referred to as focused ion beam induced deposition (FIBID). This is
the nanometer-scale counterpart to industrial and consumer-based 3D
printing. The variety of precursor gases (see Table IX) and the

patterning flexibility of the FIB enable the fabrication of nanoscale
devices with unique properties and geometries for emerging applica-
tions (see Table VIII). Here, an in-depth understanding of the complex
processes related to the non-uniform gas flow, the surface kinetics of
all involved molecular species, and the secondary particle generation,
together with the related energy-dependent dissociation cross sections
of molecular bonds, is needed for accurate process simulation.

Process modeling is also relevant for other FIB applications, such
as subtractive processing (see Table V) and defect engineering (see
Table VI). Applicability, however, will also require an extension of the
existing knowledge on ion–solid interactions into the energy range rel-
evant for FIB applications. This knowledge transfer would be particu-
larly helpful for calculations of the production rate of charged
secondary particles, especially secondary electrons (SEs). The yield of
SEs is relevant for several applications, including SII and also general
imaging and analysis. For analysis applications, robust models for the
prediction of secondary ion (SI) yields are needed. In addition to
addressing these fundamental questions, efforts are required in the
areas of empirical process modeling and shape prediction for additive
and subtractive patterning. Here, open application programming inter-
faces (APIs) and open source software in combination with machine
learning (ML) will enable better control over the focused ion beams,
which will in turn allow higher precision, resulting in faster and more
reproducible device fabrication.

New software and computing technologies enable the collection
and evaluation of large data sets, e.g., for the FIB based analytical
methods of FIB-SIMS and serial sectioning (see Table VII). ML algo-
rithms can assist with the acquisition, alignment, and segmentation of
these typically multidimensional data sets, which should ideally be
made available in a FAIR data infrastructure. Currently, biological
applications are driving this field by using data sets from various ana-
lytical modalities, including FIB based tomography, to generate nano-
scale 3D representations of biological specimens that provide new
insight into microscopic structures and how they function. Other driv-
ers are energy storage and conversion, meta- and functional materials,
and the semiconductor industry.

As the applications of FIB processing are extremely diverse, it will
not be a single technological development that brings a breakthrough.
Instead, numerous advances will be needed in order to address the chal-
lenges that have been identified. The resulting developments will often
impact several scientific fields, as can be seen from the overview graph
in Fig. 28. Therefore, we look to an exciting future where FIB processing
will grow in importance and open new avenues in many areas of sci-
ence and technology, spanning quantum technology to the life sciences.
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