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a b s t r a c t 

Selective auditory attention has been shown to modulate the cortical representation of speech. This effect 

has been well documented in acoustically more challenging environments. However, the influence of top- 

down factors, in particular topic familiarity, on this process remains unclear, despite evidence that seman- 

tic information can promote speech-in-noise perception. Apart from individual features forming a static 

listening condition, dynamic and irregular changes of auditory scenes—volatile listening environments—

have been less studied. To address these gaps, we explored the influence of topic familiarity and volatile 

listening on the selective auditory attention process during dichotic listening using electroencephalogra- 

phy. When stories with unfamiliar topics were presented, participants’ comprehension was severely de- 

graded. However, their cortical activity selectively tracked the speech of the target story well. This implies 

that topic familiarity hardly influences the speech tracking neural index, possibly when the bottom-up 

information is sufficient. However, when the listening environment was volatile and the listeners had to 

re-engage in new speech whenever auditory scenes altered, the neural correlates of the attended speech 

were degraded. In particular, the cortical response to the attended speech and the spatial asymmetry of 

the response to the left and right attention were significantly attenuated around 10 0–20 0 ms after the 

speech onset. These findings suggest that volatile listening environments could adversely affect the mod- 

ulation effect of selective attention, possibly by hampering proper attention due to increased perceptual 

load. 

© 2023 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Selective auditory attention has been suggested as underlying 

he “cocktail party effect,” which describes listening to a sound 

f interest in the presence of competing sounds ( Cherry, 1953 ; 

hamma et al., 2011 ). A growing body of research has observed 

hat information on an attended speech is more strongly rep- 

esented in the brain than information on an ignored speech 
Abbreviations: AAD, Auditory attention decoding; EEG, Electroencephalogra- 

hy/Electroencephalogram; GFP, Global field power; TRF, Temporal response func- 

ion. 
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 Ding and Simon, 2012a , 2012b ; Mesgarani and Chang, 2012 ; 

ion Golumbic et al., 2013 ). This observation indicates that selec- 

ive attention could modulate the neural representation of speech, 

hich reflects the cognitive process of selecting the target auditory 

tream in a cocktail party environment ( Obleser and Kayser, 2019 ). 

dditionally, attempts to explore how selective attention is en- 

aged in acoustically more challenging environments—for example, 

here the speech of interest is masked by noise or degraded by 

everberation ( Ding and Simon, 2013 ; Fuglsang et al., 2017 )—allow 

s to understand how the modulation effect of selective attention 

epends on the amount of accessible acoustic information on the 

arget sound. 

In contrast to the findings from leveraging bottom-up acoustic 

eatures, top-down influences on the neural representation of se- 

ectively attended speech are not well documented, even though 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

https://doi.org/10.1016/j.heares.2023.108770
http://www.ScienceDirect.com
http://www.elsevier.com/locate/heares
http://crossmark.crossref.org/dialog/?doi=10.1016/j.heares.2023.108770&domain=pdf
http://creativecommons.org/licenses/by/4.0/
mailto:yslim@kist.re.kr
https://doi.org/10.1016/j.heares.2023.108770
http://creativecommons.org/licenses/by/4.0/


J.J. Park, S.-C. Baek, M.-W. Suh et al. Hearing Research 433 (2023) 108770 

i

s

D

t

v

c

a

J

c

t

f

o

Z

t

p

C

2

w  

R

e

a

g

i  

Z

f

m

s

a

e

e

p

a

h

S

m

i

l

(  

e

c

m

m

t

t

s

s

H  

m

d

d

i

p

t

t

A  

t

b

(

w

r

o

n

f

c

f

c

t

f

u

i

s  

2

e

M

i

i

t

i

m

c

s

t

i

o

n

s

2  

s

l

c

a

fl

s

a

v

a

p

s

e

p

f

v

s

e

m

b

W

u

(

p

c

w

t

i

i

e  

P

s

fi

t

l

w

a

w

w

s

t

t has long been argued that high-level cognition is also con- 

iderably involved in selective auditory attention ( Deutsch and 

eutsch, 1963 ). In fact, various top-down factors have been shown 

o affect the analysis of a complex auditory scene. For instance, 

oice familiarity can promote the segregation of speech in a 

ompeting-speaker environment, as demonstrated by behavioral 

nd functional neuroimaging studies ( Holmes and Johnsrude, 2021 ; 

ohnsrude et al., 2013 ; Newman and Evers, 2007 ), and musi- 

al knowledge—proposed to be processed by the brain network 

hat is partially shared with speech ( Patel, 2011 )—can be help- 

ul for the perception and cortical tracking of speech when noise 

r competing sounds are present in an auditory scene ( Du and 

atorre, 2017 ; Puschmann et al., 2019 ). For language-related fac- 

ors, semantic information (or priming) has been shown to im- 

rove the intelligibility of speech in noise ( Bhandari et al., 2021 ; 

han and Alain, 2021 ; Warzybok et al., 2021 ; Zekveld et al., 

011 , 2013 ), and its neural substrates have also been relatively 

ell documented ( Obleser, 2014 ; Obleser and Kotz, 2010 , 2011 ;

ysop et al., 2021 ). However, the advantage of semantic knowl- 

dge was not consistent in the neural representation of selectively 

ttended speech in competing-speaker environments where a tar- 

et speech was primed ( Wang et al., 2019 ) or when experience 

n the language of the speech was varied ( Reetzke et al., 2021 ;

ou et al., 2019 ). 

This inconsistency in previous studies is probably because dif- 

erent levels of linguistic factors were confounded from lower seg- 

ental features (e.g., consonants, vowels, and phonemes) to higher 

tructural knowledge (e.g., semantics and syntax), which precludes 

 clear understanding of these top-down influences. As such, it is 

ssential to isolate each top-down factor and examine its influ- 

nce. However, it is hard to dissociate mingled top-down features, 

articularly in naturalistic speech, because linguistic information 

t different hierarchical levels is recursively combined to form 

igher-level structures and, therefore, covary (e.g., Brodbeck and 

imon, 2020 ). One feature that is worth considering is topic fa- 

iliarity . A topic, which is a higher-level information structure 

n a text, arguably facilitates the processing of sentences by de- 

imiting the context and, in turn, priming the upcoming words 

 Brothers et al., 2015 ; Foss, 1982 ; Jordan and Thomas, 2002 ). How-

ver, this facilitatory effect has seldom been tackled in speech pro- 

essing. Therefore, we examine the top-down influence of topic fa- 

iliarity on the selective attention process by adjusting topic fa- 

iliarity in naturalistic speech. 

The above discussions so far have assumed that selective at- 

ention operates in stationary auditory scenes. However, the lis- 

ening environments that we encounter in everyday life are non- 

tationary, and dynamically and irregularly changing. It comprises 

ound sources that varies in locations (for a review, see van der 

eijden et al., 2019 ), speakers (e.g., Shamma et al., 2011 ), and se-

antic information (e.g., Gregg and Samuel, 2009 ; Gregg and Sny- 

er, 2012 ). Here, we define the listening environments where au- 

itory scenes dynamically and irregularly change as volatile listen- 

ng environments. The volatility of listening environments is im- 

ortant to extend our understanding of the selective auditory at- 

ention process because it can affect the engagement of attention 

o identify and follow an auditory object in a scene ( Alain and 

rnott, 20 0 0 ; Best et al., 20 08 ; Shinn-Cunningham, 20 08 ). In con-

rast to static listening conditions where selective attention could 

e enhanced over time by focusing on a continuous auditory object 

 Best et al., 2008 ), in volatile conditions, selective attention could 

eaken by additional perceptual loads due to the requirements for 

e-analyzing an altered auditory scene and for identifying a new 

bject ( Lim et al., 2019 , 2021 ; Shinn-Cunningham, 2008 ). However, 

ote that volatile listening environments should be differentiated 

rom regularly changing listening conditions because, in regularly 

hanging environments, the listeners can have a perceptual benefit 
2

rom predicting an auditory scene to be changed ( Choi and Perra- 

hione, 2019 ; Winkler et al., 2009 ; Zhao et al., 2019 ). 

Despite the potential implications for the selective atten- 

ion process and its underlying neural mechanisms, the ef- 

ects of volatile listening conditions have not been well doc- 

mented. Several studies have shown that talker discontinu- 

ty could modulate evoked potentials in response to the target 

peech ( Getzmann et al., 2020 ; Lim et al., 2021 ; Mehraei et al.,

018 ). However, the time windows when this modulation 

ffect was observed varied across these studies, and only 

ehraei et al. (2018) found the modulation of N1 response that 

s known to reflect early auditory processing and to be reduced 

n speech-in-noise perception ( Koerner and Zhang, 2015 ). In addi- 

ion, all of the previous studies used controlled speech stimuli, for 

nstance, syllable and digit trains or word-and-digit pairs, which 

ade it hard to generalize their findings to naturalistic speech pro- 

essing. In fact, Teoh and Lalor (2019) could not find evidence that 

upported the effect of talker discontinuity on the selective atten- 

ion process using narrative naturalistic speech. Talker discontinu- 

ty could be one of the elements that contribute to the volatility 

f listening environments. However, to introduce talker disconti- 

uity, the previous studies only manipulated the location of sound 

ources, and other features were kept constant ( Getzmann et al., 

020 ; Mehraei et al., 2018 ; Teoh and Lalor, 2019 ), which does not

eem to be enough to make auditory scenes dynamic and irregu- 

ar. Therefore, we altered various features to form volatile listening 

onditions, such as source locations of the target sounds, speakers, 

nd contents, and examined how this listening volatility could in- 

uence the neural representation of attended speech — as a first 

tep to looking for the effect of listening volatility on the selective 

uditory attention process. 

In this study, we investigated how topic familiarity or the 

olatility of a listening environment influences selective auditory 

ttention and its underlying neural process. To this end, we em- 

loyed a dichotic listening paradigm with naturalistic narrative 

peech sounds and observed the listener’s neural activity using 

lectroencephalography (EEG). We manipulated topic familiarity by 

resenting stories that the listener had never known or heard be- 

ore, and we built a volatile listening environment by randomly 

arying the listener’s spatial attention with different contents and 

peakers. Since each condition was driven by different (or perhaps 

ven orthogonal) factors, we hypothesized that the engaged neural 

echanisms for selective auditory attention were distinct, although 

oth of them might have strongly involved top-down processing. 

e investigated the cortical representations of the attended speech 

sing a neural decoding approach and temporal response function 

TRF) analysis. We tested the effect of each manipulation by com- 

aring the neural decoding result and the TRF with the ones in the 

ontrol condition, where the listener attended to one of two stories 

ith high topic familiarity and without changing the spatial atten- 

ion, contents, and voices (i.e., with low volatility). 

Furthermore, we used another approach to determine changes 

n attentional states in different listening conditions. Previous stud- 

es have observed asymmetric brain activation patterns for differ- 

nt spatial attention ( Das et al., 2016 ; Ding and Simon, 2012a ;

ower et al., 2012 ), which implied the presence of a neural process 

pecialized for attention in each left and right ear. Based on these 

ndings, we compared the asymmetric patterns of the TRFs over 

he different listening conditions. This approach informed us of the 

istener’s attentional state or of the extent to which the listener 

as engaged in the target speech during dichotic listening. For ex- 

mple, when the listener was fully engaged in the target speech, 

e observed clear directional asymmetry of the TRFs because there 

as no disruption while the listener was paying attention to the 

ounds either on the left or right ear and thus, the neural activa- 

ion pattern specific to each spatial attention was well captured. 
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therwise, the directional asymmetry of the TRFs would be weak- 

ned due to inadequate attention. With this idea, we hypothesized 

hat the latter case would occur in volatile conditions because the 

ncreased perceptual load (through frequent re-engagement with 

 new auditory object; Best et al., 2008 ; Lim et al., 2019 ; 2021 ;

hinn-Cunningham, 2008 ) could hamper proper attention to the 

arget speech. 

. Materials and methods 

.1. Participants 

Thirty undergraduate students (16 male) were recruited from 

eoul National University to participate in this study. Ten par- 

icipants were randomly assigned to one of three experimental 

roups. Each group experienced one of the three listening con- 

itions. All the participants were native speakers of Korean with 

elf-reported normal hearing ability and no history of neurologi- 

al disorders. All the procedures in this study followed the ethical 

tandards of the Declaration of Helsinki and were approved by the 

nstitutional Review Board (IRB) of the Korea Institute of Science 

nd Technology and Seoul National University Hospital (IRB codes: 

017–016 and 1706–137–861, respectively). 

.2. Experimental design and procedure 

This study investigated the selective auditory attention process 

n the following three experimental groups in the different listen- 

ng environments: a control group, a low topic familiarity group, 

nd a volatile group ( Table 1 ). The experiment was conducted in a

ompeting-talker scenario, in which the participants had to attend 

o one of two dichotically presented speech sounds while ignoring 

he other ( Fig. 1 a). 

For the control group, the listening environment was designed 

y following one of the most basic scenarios, in which selective 

ttention was investigated ( O’Sullivan et al., 2015 ; Power et al., 

012 ). For the speech stimuli, Korean translations of two stories by 

ules Verne—Twenty Thousand Leagues under the Sea and Journey 
Table 1 

Information about three experimental groups. 

Group Age (SD) Content difficulty

Control ( N = 10 ) 23.8 (3.74) Normal 

Low topic familiarity ( N = 10 ) 23.9 (1.67) Hard 

Volatile ( N = 10 ) 23.8 (2.77) Normal 

ig. 1. Experimental paradigm and behavioral results. (a) A dichotic listening task was ap

n the attended and ignored speech. Error bar denotes 1 standard deviation, and the shad

uestions on the attended speech. Dots represent individual data. 

3 
o the Center of the Earth —were recorded in different male voices 

sampled at 44.1 kHz). During the experiment, participants in 

he control group attended to only one of the two stories. These 

tories were easy for undergraduate students to understand, and 

he participants were already familiar with their topics. Moreover, 

he storylines and each participant’s spatial attention to the task 

ere maintained, which made the listening condition less volatile. 

his group functioned as the control for comparisons with the two 

ther experimental groups. Of the 10 participants in the control 

roup, six attended to the story Twenty Thousand Leagues under the 

ea on their left ear, and four attended to the other story, Journey 

o the Center of the Earth , on their right ear. 

In the second group, we aimed to investigate the top-down 

nfluences on the selective attention process driven by low topic 

amiliarity. To do so, we used two stories with unfamiliar and 

ifficult-to-understand topics such that participants could not eas- 

ly anticipate the upcoming contents. Parts of the text from chal- 

enging philosophical books, namely, a translation of Critique of 

udgement by Immanuel Kant and Essentials of Neo-Confucianism 

y Yulgok Yi-I, were recorded in different male voices (sampled at 

4.1 kHz). Of the 10 participants in this low topic familiarity group, 

ve participants attended to Critique of Judgment on their left ear, 

nd five participants attended to Essentials of Neo-Confucianism on 

heir right ear. As in the control group, in the low topic familiarity 

roup, the story paths of both texts were preserved, and the spatial 

ttention of each participant was fixed, with the texts of each story 

resented on the same ear throughout the experiment to prevent 

olatility of the listening environment. 

For the third group, the listening environment was manipu- 

ated to be volatile. Unlike in the other two groups, where the 

patial attention of each participant was fixed, in this volatile 

roup, the direction of attention varied stochastically in each trial. 

he speech stimuli consisted of distinct excerpts from a Korean- 

anguage listening comprehension test for high school students in 

orea (recorded in different female voices sampled at 44.1 kHz), 

ach of which had its own topic and speaker. Therefore, not only 

he script was renewed for each trial but also the voice in the 

peech segments. These dynamic and irregular changes in the lis- 
 Spatial attention Context Voice 

Fixed Maintained Male (Maintained) 

Fixed Maintained Male (Maintained) 

Randomized Altered Female (Altered) 

plied to all experimental groups. (b) Left: accuracy of the comprehension questions 

ed area stands for chance. Right: response time taken to answer the comprehension 
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W

ening environment could have made it difficult for the listeners 

o predict the sound source location, speaker, and topic of the fol- 

owing trial ( Best et al., 2008 ; McCloy et al., 2017 , 2018 ). However,

hese stimuli were content-wise not as difficult to comprehend as 

hose in the low topic familiarity group, and the participants in the 

olatile group were familiar with all of their topics, since they had 

eard the stimuli in their school days. Thus, the listening environ- 

ent of the volatile group could be said to have had both high 

opic familiarity and volatility. In this group, participants attended 

o a speech sound either on their left or right ear, randomly deter- 

ined for every trial. However, the number of the trials for each 

ttentional direction was equal for each participant (i.e., 15 trials 

ach). 

The experiment was conducted in a soundproof chamber in- 

talled at the Department of Otorhinolaryngology at Seoul National 

niversity Hospital. The experiment consisted of 30 trials, and in 

ach trial, two distinct one-minute-long speech segments were 

resented to different sides of the ears, free of noise and without 

ny degradation of the acoustic information. Silent gaps within a 

peech segment were adjusted to be no longer than 0.5 s so that 

he onset of speech sounds on each ear would be as similar as 

ossible. The intensity of all the speech segments was normalized 

o a root mean square level of 0.8. The speech stimuli were pre- 

ented through a pair of insert earphones at 65 dBL (ER-2 insert 

arphones, Etymotic Research, IL, USA). The participants were in- 

tructed to attend to the speech either on their left or right ear 

or each trial, and the direction of attention was signaled by a 

hort tone introduced prior to the onset of each speech on the 

ide where the participants should direct their attention. During 

he speech presentation, the participants were asked to focus their 

aze on a fixation mark on the screen and to refrain from bod- 

ly movement. After the speech presentation, the participants were 

sked four multiple-choice questions to test whether they had at- 

ended to the target speech (two questions on the attended speech 

nd the two others, on the ignored speech). The entire proce- 

ure was administered using the PsychoPy open-source software 

v3.1.2; Peirce et al., 2019 ). An illustration of the overall experimen- 

al paradigm is shown in Fig. 1 a. 

.3. Data acquisition and preprocessing 

A 64-electrode system was used to obtain EEG data with Neu- 

oscan SynAmps RT (64-channel Quik-Cap, Compumedics, Victo- 

ia, Australia). Raw EEG data were recorded at a sampling rate 

f 10 0 0 Hz and re-referenced with a common average reference 

except for the vertical and horizontal electro-oculograms). The 

e-referenced data were bandpass-filtered at the cutoff frequency 

ange of 1–50 Hz, and subsequently, the 2–8 Hz EEG signal band, 

hich is known as a relevant frequency range for the processing of 

he speech envelope ( Hickok and Poeppel, 2016 ; O’Sullivan et al., 

015 ; Pasley et al., 2012 ; Zion Golumbic et al., 2013 ), was ex-

racted. 

To analyze the neural representation of speech under differ- 

nt listening conditions, we calculated the envelopes of the speech 

timuli at the frequency range that corresponded to that of the 

reprocessed EEG data. To do so, we initially applied Hilbert trans- 

orm to the waveforms of the stimuli and low-pass-filtered the ab- 

olute values of the transformed signals at the cutoff frequency of 

 Hz. 

To match the sample lengths of the EEG and speech enve- 

ope data for further analyses, these data were downsampled to 

4 Hz and normalized via z-scoring. All the data analyses in this 

tudy, including the preprocessing, were conducted with MATLAB 

v9.5.0 R2018b, The MathWorks, Inc., Natick, MA, USA), EEGLAB 

v19.1, Delorme and Makeig, 2004 ), and the mTRF toolbox (v2.0, 

rosse et al., 2016 ). The preprocessed experimental stimuli and 
4 
EG data that we used can be found at https://github.com/hbum/ 

AD _ Complexity . 

.4. Decoder model 

To investigate how different listening conditions affect the se- 

ective attention process and the neural representations of speech, 

e used a reconstruction-based decoding method. In this ap- 

roach, a speech envelope is reconstructed based on the EEG signal 

cquired while listening to actual speech signals, and the similar- 

ty between the actual and reconstructed speech envelopes is mea- 

ured ( Alickovic et al., 2019 ; O’Sullivan et al., 2015 ; Wong et al.,

018 ). This similarity reflects how well the actual speech sig- 

als are represented at the cortical level ( Ding and Simon, 2014 ; 

anthornhout et al., 2018 ) and can be modulated by the listener’s 

ttention level ( Calderone et al., 2014 ). In the dichotic listening 

cenario, the similarity of a reconstructed speech envelope to the 

ttended speech is usually compared with that to the ignored 

peech, and based on this comparison, the direction of the lis- 

ener’s attention can be estimated ( O’Sullivan et al., 2015 ). 

This decoding method has been widely used in previous 

uditory attention detection (AAD) studies because it can de- 

ect the listener’s attention with reasonable accuracy, based on 

ingle-trial EEG data, and therefore, is computationally inexpensive 

 Crosse et al., 2016 ; O’Sullivan et al., 2015 ). Using this approach,

e compared the detection accuracy levels of the low topic famil- 

arity and the volatile groups to the control group to understand 

ow low topic familiarity or the volatility of a listening environ- 

ent affects the selective auditory attention process. 

To build a decoder model w (. ) , ridge regression was applied to 

etermine if there was a linear relationship between the EEG data 

nd the envelope of the attended speech ( Crosse et al., 2016 ), using

he following equations: 

ˆ 
 ( t ) = 

∑ 

k 

∑ 

τ

w ( τ, k ) R ( t − τ, k ) (1) 

 = 

(
RR 

T + λI 
)−1 

RS T (2) 

here R (. ) refers to the neural response recorded in an EEG chan-

el, k ; ˆ S (. ) denotes the reconstructed speech envelope at a given 

ime t; τ models the time lag between the stimulus presenta- 

ion and the neural response; and S is the envelope of the actual 

peech. 

The attended speech was estimated by comparing the Pearson’s 

orrelation of the reconstructed speech envelope with the target 

peech and the ignored speech in a given trial. The decoder model 

as considered to correctly detect the direction of the listener’s 

ttention only when the correlation of the reconstructed envelope 

ith the attended speech was higher than that with the ignored 

peech. The detection accuracy had often been measured with 

he leave-one-out cross-validation scheme ( Alickovic et al., 2019 ; 

’Sullivan et al., 2015 ), whereby a model is constructed based on 

he trials after leaving out one trial and is tested in this held-out 

rial for a total number of given trials. However, we validated the 

ecoder model via bootstrapping to achieve stable detection accu- 

acy despite the relatively small number of our trials. Specifically, 

e trained a decoder model with 20 sampled trials out of the re- 

aining 29 after leaving out one trial for testing. We repeated this 

rocedure 30 times over a total of 30 trials. Consequently, we eval- 

ated the bootstrapped model 900 times for each participant. 

For the model construction, referring to previous studies, we 

etermined the time-lag parameter τ as a range, 0–250 ms 

 O’Sullivan et al., 2015 ), and set the L2 regularization parameter 

at 10 3 by choosing the value that showed the maximum detec- 

ion accuracy after the iterative search ( Hoerl and Kennard, 1970 ; 

ong et al., 2018 ). 

https://github.com/hbum/AAD_Complexity
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.5. Temporal response function (TRF) 

TRF analysis was performed to examine the underlying neu- 

al processes of selective auditory attention in different listen- 

ng conditions. TRF—also called the forward or encoder model —

inearly maps the features of external stimuli onto neural activity 

 Alickovic et al., 2019 ; Wong et al., 2018 ), and its coefficients could

eflect how the neural activity in a certain region responds to given 

timuli over time ( Ding and Simon, 2012b ). 

Similar to the decoding method, Eq. (3) below showed that 

iven the envelope(s) S(. ) of the actual speech at a given time t ,
ˆ 
 ( t, k ) —the estimated EEG response at a channel, k —was computed 

y convolving T RF (. ) with S(. ) , in the encoder modeling. As shown

n Eq. (4) , T RF (. ) was calculated using the least squares method

ith an L2 regularizer, λ (also set at 10 3 ), based on S(. ) and the

ctual neural response acquired while listening, R (. ) . 

ˆ 
 ( t, k ) = 

∑ 

τ

T RF ( τ, k ) S ( t − τ ) (3) 

 RF = 

(
SS T + λI 

)−1 
SR 

T (4) 

The parameter τ in Eq. (3) also modeled the time lag between 

he speech onset and the EEG response. However, in contrast to 

he decoder model, it was set with a wider range of −125–500 ms 

o inspect the cortical activity in response to the speech stimuli for 

 longer period. 

.6. Comparison of TRFs in the different directions of attention 

To explore how the underlying neural state in the selective au- 

itory attention process varies depending on the listening condi- 

ion, we compared the TRFs in the different directions of attention. 

n each experimental group, the TRFs of the left and right attended 

peech were measured for each trial, and these trial-level TRFs 

or each direction were compared in a data-driven manner by ap- 

lying cluster-based non-parametric permutation testing. Cluster- 

ased non-parametric permutation testing can be a useful method 

f identifying the directional asymmetry of TRFs in time and in the 

lectrode space because it can correct the increase in Type I errors 

aused by multiple comparisons ( Maris and Oostenveld, 2007 ). To 

o so, the TRF coefficients of the left and right attended speeches 

ere compared at each point in time and within the electrode 

pace via a t -test. Note that an independent two-sample t -test was 

pplied in the control and low topic familiarity groups because the 

eft and right TRF coefficients were obtained from different par- 

icipants. However, in the volatile group, a paired sample t -test 

as performed because the TRF coefficients were obtained from 

he same participants. Then, clusters were built by aggregating the 

eighboring points with p-values lower than the threshold of 0.05. 

or this, we defined two electrodes as neighbors when the Eu- 

lidean distance between them was less than 0.4 (assuming that 

he head was a sphere and its radius equaled one). After extract- 

ng the clusters in time and in the electrode space, cluster-level t- 

tatistics were assigned by summing up the point-level t-statistics 

ithin the same clusters. 

Subsequently, the distribution of the cluster-level t-statistics 

as estimated under the null hypothesis, which assumed that the 

RFs had no directional asymmetry for the attended speech. For 

ach trial, a fake direction of attention was randomly assigned. 

ased on this random assignment, the left and right TRF coeffi- 

ients were compared at each point in time and in the electrode 

pace. In the same way as that described above, the clusters and 

he cluster-level t-statistics were computed. This procedure was re- 

eated 10,0 0 0 times while keeping the maximum and minimum 

luster-level t-values that were obtained from each repetition. A 

otal of 20,0 0 0 cluster-level t-values approximated the distribution 
5 
f the cluster-level t-statistics under the null hypothesis. Among 

he clusters that were computed under the real spatial attention, 

nly those with a cluster-level t-statistic either above the upper or 

elow the lower 2.5 percentile of the distribution were considered 

ignificant. 

.7. Responsiveness analysis 

As mentioned, in contrast to the volatile group, in which the 

RFs of the left and right attended speeches were from the same 

articipants, in the control and low topic familiarity groups, the 

RFs of the attended speech for each direction were computed 

rom the neural response of different participants. Therefore, in 

hese two experimental groups, even if the TRFs of the attended 

peech for each spatial attention showed different patterns, these 

ifferences could not be simply explained as the effect of the spa- 

ial attention because they might have been influenced by the in- 

ividual variability of the neural responses to the speech stimuli. 

o rule out this possibility, we additionally conducted a respon- 

iveness analysis to investigate whether the extent of the overall 

eural response to the speech stimuli remained the same regard- 

ess of the attention direction. 

To perform the responsiveness analysis, trial-wise TRFs were 

omputed based on both the attended and ignored speeches at all 

he electrode sites. Subsequently, the global field power (GFP) was 

easured by calculating the standard deviations of the TRF coeffi- 

ients in the electrode dimension. The GFP quantifies the amount 

f neural activity in a given field ( Skrandies, 1990 ). Thus, it allowed

s to measure the degree of the overall neural activity in response 

o auditory stimuli. We therefore averaged the GFP over time to 

btain a scalar value that would represent the overall neural re- 

ponsiveness to the speech stimuli for each trial ( Zou et al., 2019 ). 

The trial-wise responsiveness values were separated into two 

ets according to the spatial attention, and for each experimental 

roup, the responsiveness values from the left- and right-attention 

rials were compared via a t -test. Also, in this case, an independent 

wo-sample t -test was performed in the control and low topic fa- 

iliarity groups. However, in the volatile group, the responsiveness 

alues from the left- and right-attention trials were compared us- 

ng a paired sample t -test. 

. Results 

.1. Behavioral results 

The behavioral results are illustrated in Fig. 1 b. For each exper- 

mental group, the average accuracy of such results for the ques- 

ions on the attended speech was above the statistical-chance level 

upper bound of 95%, significance level = 35%), which indicates 

hat in general, the participants successfully attended to the tar- 

et speech (see the left panel in Fig. 1 b). For the questions on 

he ignored speech, the average accuracy was above the statistical- 

hance level in the volatile group, but not in the control and low 

opic familiarity groups. Then, we compared the average accuracy 

f the results for the questions on the attended speech in the low 

opic familiarity and volatile groups to that in the control group 

 Table 2 ). The accuracy in the low topic familiarity group was sig- 

ificantly lower than that in the control group. However, no evi- 

ence was observed for the difference in the accuracy between the 

ontrol and volatile group (Mann–Whitney U test, control vs. low 

opic familiarity: U = 0 , p < 0 . 001 ∗∗∗; control vs. volatile: U = 26 . 5 ,

p > 0 . 05 , n.s.; Bonferroni-corrected). 

During the experiment, we also measured the response time to 

ach question on the target speech (see the right panel in Fig. 1 b).

he response time in the low topic familiarity group was signifi- 

antly longer than in the control ( U = 7 , p = 0 . 001 ∗∗, Bonferroni-
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Table 2 

Auditory attention detection (AAD) accuracy and comprehension test results (accuracy and response time) for the attended 

and ignored speech. 

Group 

Comprehension test results Auditory attention 

detection accuracy 

(SD) 
Attended speech Ignored speech 

Accuracy 

(SD) 

R.T. 

(SD) 

Accuracy 

(SD) 

R.T. 

(SD) 

Control 90.67% 

(3.62) 

4.17 s. 

(0.65) 

29.50% 

(7.33) 

2.71 s. 

(1.34) 

96.92% 

(3.92) 

Low topic familiarity 58.00% 

(9.32) 

5.91 s. 

(0.97) 

29.00% 

(6.86) 

3.11 s. 

(1.58) 

95.94% 

(4.03) 

Volatile 85.33% 

(7.45) 

3.99 s. 

(1.12) 

46.50% 

(1.89) 

3.13 s. 

(1.05) 

84.76% 

(9.00) 

Fig. 2. Auditory attention detection (AAD) results. (a) AAD accuracy for each experimental group. Dots next to boxes indicate average AAD accuracy of each participant. A 

dashed line stands for chance. (b) Trial-wise AAD results in the different experimental groups. Correct trials, where r att is bigger than r ign , are positioned below the diagonal 

line. Histograms illustrate the distribution of the difference between r att and r ign . Regions marked in black represent the trials in which AAD failed. 
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orrected). However, the difference in the response time between 

he control and volatile groups was not significant ( U = 44 , p >

 . 05 ). 

.2. Auditory attention detection results 

As shown in Fig. 2 a, the average AAD accuracy was above the 

tatistical-chance level in all the experimental groups, and no par- 

icipant had a below-chance detection accuracy (upper bound of 

5%, significance level = 66.67%). However, a difference in AAD ac- 

uracy was observed among the experimental groups ( Table 2 ). The 

verage detection accuracy in the control group was significantly 

igher than that in the volatile group [ t( 18 ) = 3 . 92 , p = 0 . 001 ∗∗;

onferroni-corrected] and was comparable to that in the low topic 

amiliarity group [ t( 18 ) = 0 . 77 , p > 0 . 05 ]. 

A similar pattern was observed in the trial-wise detection re- 

ults. The scatter plots in Fig. 2 b show that the attended speech 

ould be detected by a decoder model in the three experimen- 

al groups. In other words, in most of the trials, the correlation 

etween the reconstructed envelope and the target envelope ( r att ) 

as greater than the correlation between the reconstructed enve- 

ope and the ignored envelope ( r ign ). However, the volatile group 

ad more incorrect trials, where the decoder model failed to de- 

ect the target speech, than the control and low topic familiar- 

ty groups (see the black region in each histogram in Fig. 2 b). 

oreover, the difference between r att and r ign ( �r) was smaller in 

he volatile group (median �r = 0 . 0597 ) than in the control (me-

ian �r = 0 . 1243 ) and low topic familiarity (median �r = 0 . 1202 )

roups. 

.3. TRF analysis 

To investigate the differences in the underlying neural state in 

he selective auditory attention process, we compared the TRFs 
6 
hen the participants directed their attention to the left versus 

ight speech streams. Research has shown that different under- 

ying neural processes can support the modulation effect of left 

nd right attention ( Das et al., 2016 ; Ding and Simon, 2012a ;

ower et al., 2012 ). However, it remains unclear whether this also 

olds when the listener is less familiar with the presented speech 

treams or when the listening environment is volatile. As these lis- 

ening conditions are expected to be perceptually more demanding 

han the one in the control group ( Best et al., 2008 ; Zekveld et al.,

012 ), we hypothesized that the directional asymmetry of the TRFs 

ould weaken or could disappear because the increased perceptual 

emands might adversely affect the attention modulation. 

Based on cluster-based non-parametric permutation testing, the 

RFs of the left and right attention were compared in time and 

n the electrode space in each experimental group ( Fig. 3 ). Signif- 

cant clusters were observed in the control and low topic famil- 

arity groups, whereas in the volatile group, no significant cluster 

as identified (see the middle row in Fig. 3 ). These results im- 

ly that the underlying neural process when listening to speech 

resented to one side of the ear may differ from that on the 

ther side, as in previous findings ( Das et al., 2016 ; Ding and Si-

on, 2012a ; Power et al., 2012 ), but as the listening environment 

ecomes volatile, this asymmetry could weaken. 

Although the numbers and regions of significant clusters dif- 

ered between the control group (four clusters) and the low topic 

amiliarity group (two clusters), both groups showed directional 

symmetry at around 10 0–20 0 ms. In this time range, the domi- 

ance of the right TRF was observed in the left frontotemporal re- 

ion in the control group ( p = 0 . 014 ∗), whereas the dominance of

he left TRF was seen in the right frontotemporal region in the low 

opic familiarity group ( p < 0 . 01 ∗∗). 

Then, we focused on the TRFs for each attention direction at 

he frontal electrodes, where prominent cortical activation has typ- 

cally been observed while listening to speech ( Crosse et al., 2015 ; 
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Fig. 3. Difference in tem poral response functions (TRF) of the left and right attention for each experimental group. Top row: Raw difference in the TRF coefficients of each 

attention direction. Middle row: Significant clusters identified based on non-parametric permutation testing. Color intensity in the regions outside the significant clusters 

are attenuated. Of the significant clusters, those found in the time range of 10 0–20 0 ms are highlighted with bold lines. For comparisons, clusters found in the same time 

range, but statistically insignificant, are demarcated by dashed lines. Bottom row: Topographic plots of the TRF differences corresponding to the (in)significant clusters in 

10 0–20 0 ms. 
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as et al., 2016 ; Etard and Reichenbach, 2019 ; Fuglsang et al., 

017 ). Fig. 4 a illustrates the time traces of the TRF at the frontal

egion in each experimental group (averages over 10 frontal and 

rontocentral electrodes: F5, F3, Fz, F4, F6, FC5, FC3, FCz, FC4, and 

C6). Again, the left- and right-attention TRFs showed different 

emporal profiles in the control and low topic familiarity groups, 

hereas the TRFs of the volatile group looked similar regardless 

f the attentional direction. The control group showed the dif- 

erences in the early responses (93–188 ms) and late responses 

296–453 ms), whereas the low topic familiarity group exhibited 

 significant difference only at 125–219 ms (see the data with 

sterisks at the top and middle panels in Fig. 4 a; FDR-corrected 

 < 0 . 05 ). However, no difference was observed in the volatile

roup (see the bottom panel in Fig. 4 a). 

The different directional asymmetry of the frontal TRFs across 

he three experimental groups indicate that the underlying neural 

tates were different. However, it remains unclear whether these 

ifferent directional asymmetries could be attributed to variant at- 

ention levels due to the different perceptual demands of the lis- 

ening conditions, as we hypothesized. Motivated by the possibility 

hat an early TRF response (at 10 0–20 0 ms) could be modulated 

y attention ( Ding and Simon, 2012a , 2012b ; Fuglsang et al., 2017 ;

orton et al., 2013 ; Vanthornhout et al., 2019 ), we also compared 

he frontal TRF coefficients at around 156 ms across the experi- 

ental groups, where both the control and low topic familiarity 

roups showed clear directional asymmetry (see the green-shaded 

reas in Fig. 4 a). To do so, the TRF coefficients were compared after 

ollapsing the attentional directions over 125–188 ms. As shown in 

he bar graphs in the inset boxes in Fig. 4 a, the TRF responses in

he control and low topic familiarity groups did not differ in this 
7

ime range [ t( 598 ) = 0 . 93 , p > 0 . 05 ], whereas the TRF response in

he volatile group was significantly lower than that in the control 

roup [ t( 598 ) = 3 . 26 , p = 0 . 012 ∗]. 

Finally, the topography of the TRF from the left and right atten- 

ion was explored when the frontal TRF showed peaks or troughs 

fter the onset of the speech stimuli ( Fig. 4 b). While the topo- 

raphic plots at 78 ms show similar distributions of neural activa- 

ion for both attentional directions in each experimental group, the 

lots at 156 ms demonstrate that the left and right attention had 

ifferent neural activation patterns on the scalp in the control and 

ow topic familiarity groups. Similar to previous findings ( Das et al., 

016 ; Power et al., 2012 ), the right attention led to activation in

he left frontal region, whereas the left attention resulted in bilat- 

ral activation in the frontal region. The volatile group showed a 

imilar shape of activation for each attentional direction, but the 

egree of this asymmetry was less conspicuous than in the two 

ther groups. For the plots at 296 ms, the TRF activations exhibited 

ifferent topographic distributions for the left and right attention 

n the control group, whereas the topographic distributions looked 

imilar regardless of the direction of attention in the low topic fa- 

iliarity and volatile groups. 

.4. Responsiveness analysis 

Responsiveness analysis was additionally performed to rule out 

he possibility that the directional asymmetry of the TRFs in the 

ontrol and low topic familiarity groups was due to individual dif- 

erences in the neural responsiveness to the speech stimuli. Except 

n the volatile group, the TRFs of the attended speech for each di- 

ection were obtained from different participants. This could have 
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Fig. 4. Frontal TRFs and topography for the left and right attention. (a) TRFs for each attention direction at the frontal region (10 frontal and frontocentral electrodes 

averaged). Asterisks indicate when the TRF coefficients are significantly different over the directions of attention (FDR-corrected q < 0 . 05 ). Inset boxes denote the comparisons 

in the TRF coefficient of main peak (green shaded area) from each (corresponding) group with the control (c: control; L: low topic familiarity; V: volatile). The coefficients 

are averaged by collapsing the attention directions. Error bars denote S.E.M. (b) Topographic distributions of the TRF for each attention direction at peak or trough times of 

the frontal TRF. 
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ontributed to the directional asymmetry of the TRFs in the control 

nd low topic familiarity groups. 

The responsiveness analysis showed that the overall neural re- 

ponsiveness to the speech stimuli did not differ between the 

ttentional directions nor among the three experimental groups 

control: t( 298 ) = 0 . 63 , p > 0 . 05 ; low topic familiarity: t( 298 ) =
0 . 85 , p > 0 . 05 ; and volatile: t( 149 ) = −0 . 80 , p > 0 . 05 ]. This

eans that the directional asymmetry of the TRFs in the control 

nd low topic familiarity groups was not due to individual differ- 

nces. 

. Discussion 

In this study, we explored how topic familiarity and the volatil- 

ty of a listening environment affect selective auditory attention 

nd its underlying neural process based on a dichotic listening task 

ith naturalistic narrative speech sounds. In the low topic famil- 

arity group, the participants listened to two stories about sophis- 
8 
icated philosophical topics that they hardly knew or had heard of. 

owever, in the volatile group, not only the spatial attention was 

andomly changed in each trial but also the storylines and speak- 

rs, to create an environment where it would be more perceptu- 

lly demanding for the participants to re-engage with a new audi- 

ory object, although they were generally familiar with the topics. 

he AAD results based on the EEG decoding approach showed that 

he detection accuracy significantly decreased in the volatile group 

ompared to the control group (which had topic-wise familiar sto- 

ies and a constant listening environment; Table 1 ), while the be- 

avioral performance was more strongly degraded in the low topic 

amiliarity group ( Figs. 1 b and 2 and Table 2 ). In addition, the TRFs

or the left and right spatial attention showed clear asymmetry in 

oth the control and low topic familiarity groups, but such asym- 

etry was significantly attenuated in the volatile group ( Figs. 3 

nd 4 ), which implies that the participants in the volatile group 

aid less attention to the target speech than the participants in 

he two other groups. 
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.1. Effect of topic familiarity and top-down influences 

The AAD accuracy in the low topic familiarity group was com- 

arable to the AAD accuracy in the control group. This result in- 

icates that low familiarity with the topic hardly influenced the 

odulation effect of selective attention on the processing of the 

arget speech. This finding was also supported by the TRF analy- 

is, which revealed that the TRF to the attended speech did not 

iffer between the control and low topic familiarity groups par- 

icularly at around 156 ms after the speech onset ( Fig. 4 ). Given

hat the TRF at 10 0–20 0 ms could reflect auditory processing and 

ould be modulated by attention ( Ding and Simon, 2012a , 2012b ; 

uglsang et al., 2017 ; Horton et al., 2013 ; Vanthornhout et al., 2019 ;

ion Golumbic et al., 2013 ), it implies that selective auditory atten- 

ion was similarly engaged in these two listening conditions. 

Moreover, the analogous asymmetric pattern of the TRFs from 

he left and right attention and of the topography at around 

56 ms demonstrated similar engagement of selective attention in 

oth groups, although the directional dominance of the TRFs was 

ifferent. Notably, only the control group showed a TRF asymmetry 

t around 300 ms after the speech onset. The TRF response at this 

ime is known to reflect higher-order processing, such as the se- 

antic process ( Broderick et al., 2019 ). This and the absence of TRF

symmetry at around 300 ms in the low topic familiarity group 

ay reflect hampered anticipatory processing of the upcoming se- 

antic information because the participants were probably unable 

o benefit from the unfamiliar and complex topics ( Brothers et al., 

015 ; Foss, 1982 ; Jordan and Thomas, 2002 ). 

In line with this idea, we found that the participants’ compre- 

ension of the attended speech was severely degraded in the low 

opic familiarity group ( Fig. 1 b). However, this finding is incompati- 

le with the observation in previous studies that the degree of cor- 

ical envelope tracking or AAD accuracy was positively correlated 

ith speech comprehension ( Decruy et al., 2020 ; O’Sullivan et al., 

015 ; Peelle et al., 2013 ). This finding also conflicts with that of

ther studies that argued the gain of speech neural representation 

y top-down influences ( Baltzell et al., 2017 ; Constantino and Si- 

on, 2018 ; Etard and Reichenbach, 2019 ; Wang et al., 2019 ). 

To account for these contradictory results, we focus on the 

act that the amount of the bottom-up acoustic information var- 

ed across different studies. In this study, we used clean speech 

o localize the top-down influence of topic familiarity on the 

ttentional modulation effect and to minimize the intervention 

f bottom-up factors. On the contrary, most of the studies that 

eported the gain of top-down influences used acoustically de- 

raded speech by masking the target speech with noise or com- 

eting speech ( Constantino and Simon, 2018 ; Etard and Re- 

chenbach, 2019 ; Wang et al., 2019 ), removing a part of the 

peech ( Constantino and Simon, 2018 ), or vocoding the speech 

 Baltzell et al., 2017 ). This suggests that when acoustic informa- 

ion is sparse, top-down factors may compensate for the lack of 

ottom-up information. However, the advantage of top-down fac- 

ors may be diminished in cases where, as in the low topic famil- 

arity group, the object of interest is already distinct in the audi- 

ory scene due to the abundance of bottom-up information. This 

nteraction of top-down and bottom-up factors could also be sup- 

orted by the study of Zou et al. (2019) , which showed that the

ortical activity tracked non-native speech similarly to (or even 

ore strongly than) native speech especially at a relatively higher 

ignal-to-noise ratio. 

.2. Effect of volatile listening 

Despite the familiar topics of the presented stories in the 

olatile group, significantly lower AAD accuracy was exhibited 

herein than in the control group ( Fig. 2 ). This suggests that the
9

olatility of the listening environment could adversely affect the 

ttentional state of the participants, which would result in less 

ngagement in the target speech. In the volatile group, the lis- 

eners had to identify a new target auditory object in each trial, 

ince the contexts, speakers, and spatial attention randomly varied. 

his could increase the listeners’ perceptual load ( Best et al., 2008 ; 

cCloy et al., 2017 ; Shinn-Cunningham and Best, 2008 ), which 

ould decrease their overall attention level. This overall decrease 

n participants’ attention level in the volatile group is reflected by 

he significantly low TRF response of around 156 ms in the volatile 

roup ( Fig. 4 a, inset box). In addition, the evidence from the be-

avioral results in which only participants in the volatile group 

howed the above-chance-level accuracy for the questions on the 

gnored speech ( Fig. 1 b) demonstrated that they could not fully en- 

age in the target speech as much as the participants in the control 

roup. 

On the other hand, there is an alternative explanation for the 

egradation of the detection accuracy in the volatile group. Along 

ith the directional asymmetry of the TRFs observed in the con- 

rol and low topic familiarity groups, previous studies have shown 

hat natural speech processing could be supported by distinct neu- 

al processes depending on the attention direction ( Das et al., 

016 ; Ding and Simon, 2012a ; Power et al., 2012 ). Idiosyncratic 

eural features for the left or right attention could be advan- 

ageous for detecting the attended speech on the same side. 

as et al. (2016) exhibited this directional effect by showing that 

 decoder model performed better when all the training and test 

ata consisted of the same spatial attention than when they did 

ot. In contrast to the control and low topic familiarity groups, the 

patial attention varied in the volatile group, which might be re- 

ponsible for the decrease in the AAD accuracy. 

However, the finding from the comparison of the left- and 

ight-attention TRFs indicates that the degradation of the AAD ac- 

uracy in the volatile group could not be simply attributed to the 

irectional effect. If it were largely due to the heterogeneity of 

he attention directions across the trials, as Das et al. (2016) ar- 

ued, clear asymmetry of the left and right TRFs would have 

een observed in the volatile group as well. However, the volatile 

roup showed significant attenuation of the directional asymme- 

ry of the TRFs ( Fig. 3 ). This implies, rather, that the attentional 

tate in the volatile group might have been different from that 

n the other groups, which was also reflected by the relatively 

ow TRF response at around 156 ms ( Fig. 4 ) and the behavioral

esults of the questions on the ignored speech. To properly pay 

ttention to the target speech in the volatile condition, it would 

ave been necessary for the listeners to adaptively recruit the neu- 

al process that corresponded to each left and right spatial atten- 

ion, which could have required additional perceptual resources 

 Koelewijn et al., 2014 , 2015 ; McCloy et al., 2017 , 2018 ) and could

ave resulted in an overall decrease in the attention level. In line 

ith this idea, Baek et al. (2021) showed that an online decoder 

odel performed poorly in attention-switching trials in which the 

isteners had to change their attention direction in each trial un- 

ike in attention-fixed trials, in which the attentional direction was 

aintained. 

.3. Limitations and further study 

Our observations in the low topic familiarity group allow us 

o examine the top-down influences on selective auditory atten- 

ion and their underlying neural process. However, these influences 

hould not be generalized as the overall effect of top-down factors. 

s mentioned, top-down factors are not homogenous and have var- 

ous aspects and levels. For example, the topic familiarity manip- 

lated in this study can be connected to the abstract or seman- 

ic knowledge reached in relatively later stages of speech process- 
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ng ( Friederici, 2002 ; Hickok and Poeppel, 2007 ). However, some 

ther top-down factors, such as voice familiarity ( Johnsrude et al., 

013 ; Newman and Evers, 2007 ) and phoneme sequence statis- 

ics ( Brodbeck et al., 2018 ), are known to be involved in the

arly processing stages ( Hickok and Poeppel, 2007 ; Koelsch, 2011 ; 

jerps and Chang, 2019 ). 

These various aspects of top-down knowledge can be engaged 

ifferently in auditory processing. Lower-level top-down features 

ave been shown to modulate the early ( ∼ 150 or 200 ms) neu- 

al response to auditory stimuli (representatively, mismatch nega- 

ivity; for a review, see Näätänen et al., 2007 ), whereas it is still

ontroversial whether abstract and semantic knowledge could af- 

ect auditory processing in this earlier stage ( Broderick et al., 2019 ; 

orris et al., 20 0 0 ; Travis et al., 2013 ). In the context of selective

ttention, Wang et al. (2019) partly showed that prior knowledge 

f the contents of upcoming speech could facilitate the neural rep- 

esentation of selectively attended speech. However, this was not 

he case or was even the opposite case when native and non-native 

peech were compared ( Reetzke et al., 2021 ; Zou et al., 2019 ). Con-

idering that the non-native listeners were also devoid of structural 

nowledge, such as phonology or phonotactics and syntax, these 

nconsistent findings might have been driven by the lack of knowl- 

dge other than semantics. Therefore, future studies should delin- 

ate how different aspects of linguistic knowledge affect the selec- 

ive auditory attention process. In addition, it would be interest- 

ng to see whether and how (transferable) knowledge from other 

omains, such as music, modulates the neural tracking of speech 

uring selective listening (e.g., Puschmann et al., 2019 ). 

Moreover, we constructed the volatile listening condition by 

anipulating various components that might demand more per- 

eptual resources, such that the listeners could not pay full at- 

ention to an auditory object of interest. These components are 

patial attention, speakers, and contexts. However, it was impos- 

ible for us to know which components actually contributed to 

he formation of the volatile listening environment. Thus, there 

s a need for further investigation of the systematic relation- 

hip between these components and the volatility of a listen- 

ng environment. This investigation would be essential for mod- 

ling the attentional states of listeners as a function of the 

olatility. 

Finally, the limitations of the experiment design that we used 

n this study must be mentioned. We chose a between-subject de- 

ign to minimize the fatigue effect that could occur from multiple 

articipant visits for the EEG recordings. However, the statistical 

ower of the between-subject design could be lower than that of 

he within-subject design, as we included only 10 participants in 

ach experimental group. Further experiments are necessary with 

arger sample sizes or new experiment designs. 

. Conclusion 

In this study, we investigated the modulation effect of selective 

uditory attention in various listening conditions. The low topic fa- 

iliarity condition driven by presenting narrative speech with un- 

amiliar topics hardly influenced the selective auditory attention 

rocess. This might have been because sufficient acoustic informa- 

ion in noise-free stimuli was prioritized over topic information in 

he brain to track the relatively slow energy changes in the at- 

ended speech. However, the modulation effect of selective atten- 

ion was degraded in the volatile condition that was induced by 

requent and stochastic changes in spatial attention, speakers, and 

ontexts. This suggests that an additional dimension—the volatil- 

ty of a listening environment—should be considered in the selec- 

ive auditory attention process. Understanding the relationship be- 

ween the volatility and the effect of attention modulation may be 

rucial for modeling the neural processes underlying the cocktail 
10 
arty effect in everyday life or for successfully applying AAD tech- 

iques to the real world. 
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