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1  |  INTRODUCTION

Music can induce powerful changes in one's mental and 
physical state (e.g., alterations in attention, emotion, 
stress level, movement energy, etc.), and has therefore 
been used to induce such states (see Vjästfjäll,  2002; 
Warrenburg,  2020, for reviews), often evaluated by 

self- reports. We seek more implicit measures of music- 
induced states via measurement of eye- blinking activity 
by video- based eye tracking. This measure is less ob-
trusive than other prominent measures in emotion re-
search, such as electromyography, electrocardiography, 
skin conductivity, and respiration changes (e.g., Kim 
& André,  2008). Further, recent webcam eye tracking 
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Abstract
Affective sciences often make use of self- reports to assess subjective states. Seeking 
a more implicit measure for states and emotions, our study explored spontaneous 
eye blinking during music listening. However, blinking is understudied in the con-
text of research on subjective states. Therefore, a second goal was to explore differ-
ent ways of analyzing blink activity recorded from infra- red eye trackers, using two 
additional data sets from earlier studies differing in blinking and viewing instruc-
tions. We first replicate the effect of increased blink rates during music listening 
in comparison with silence and show that the effect is not related to changes in 
self- reported valence, arousal, or to specific musical features. Interestingly, but in 
contrast, felt absorption reduced participants' blinking. The instruction to inhibit 
blinking did not change results. From a methodological perspective, we make sug-
gestions about how to define blinks from data loss periods recorded by eye trackers 
and report a data- driven outlier rejection procedure and its efficiency for subject- 
mean analyses, as well as trial- based analyses. We ran a variety of mixed effects 
models that differed in how trials without blinking were treated. The main results 
largely converged across accounts. The broad consistency of results across differ-
ent experiments, outlier treatments, and statistical models demonstrates the reli-
ability of the reported effects. As recordings of data loss periods come for free when 
interested in eye movements or pupillometry, we encourage researchers to pay at-
tention to blink activity and contribute to the further understanding of the relation 
between blinking, subjective states, and cognitive processing.

K E Y W O R D S

absorption, emotion, eye blink, eye tracking, mixed effects models, music, outlier analysis

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any 
medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2023 The Authors. Psychophysiology published by Wiley Periodicals LLC on behalf of Society for Psychophysiological Research.

www.wileyonlinelibrary.com/journal/psyp
mailto:
https://orcid.org/0000-0002-8928-3718
mailto:elke.lange@ae.mpg.de
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1111%2Fpsyp.14350&domain=pdf&date_stamp=2023-06-29


2 of 20 |   LANGE and FINK

(e.g., Saxena et al., 2022) methods enable new, exciting 
perspectives for blink research in large- scale applica-
tions. However, blinking is understudied in the field 
of emotion research, and, for video- based recordings, 
there is no agreement regarding (1) blink definition, (2) 
outlier detection, and (3) the necessity, or not, of re-
jecting outlier participants. Our study closes this gap by 
suggesting a data- driven approach for defining blinks 
and outliers, and by illustrating the consequences of 
outlier rejection.

Generally, one reason to blink is to keep intact the thin 
tear film that protects the cornea (Sweeney et al., 2013). 
Physiological properties of the eye affect blink frequency 
(e.g., dry eyes, Nakamori et al., 1997). Also, several psy-
chological processes are associated with blink activity, 
some related to changes of states and demands, others 
to individual differences in pathophysiology. For ex-
ample, visual demands decrease blink activity (Recarte 
et al., 2008; Veltman & Gaillard, 1996), but arousal (De 
Jong & Merckelbach,  1990) and fatigue, or time- on- 
task, increase it (Fukuda et al., 2005; Stern et al., 1994). 
Likewise, blink rates increase when attention shifts 
from outward (e.g., stimulus perception) to inward 
(e.g., thoughts; Annerer- Walcher et al.,  2018; Nakano 
et al., 2013; Schäfer & Fachner, 2014; Smilek et al., 2010). 
An increase of blinking marks the chunking of infor-
mation (e.g., the end of speaking units during conversa-
tion; Sacks et al., 1974). Furthermore, dopamine- related 
differences in the nervous system affect blink frequency 
(Jongkees & Colzato, 2016).

Regarding music listening, previous studies suggest 
that emotions are related to blink activity. For example, 
emotional states induced by music have consequences for 
reflexive blink control shown by the startle reflex (Roy 
et al., 2009). Also, a few studies exist that relate sponta-
neous blink activity with musical processing, though 
blinking was not in the main focus of those studies and 
results diverge. The general presence of music, compared 
to silence, increases blink activity (Hammerschmidt & 
Wöllner, 2018; Schäfer & Fachner, 2014), but the presence 
of tones and words does not (Liu et al., 2020), or not re-
liably (see group A and B for conditions 1 and 3 in table 
1 of Huber et al., 2022), indicating that musical process-
ing affects blink activity differently from other auditory 
stimuli. The subjective feeling of being absorbed by music 
(Lange et al., 2017) decreases blink rates. Blink rates did 
not change for self- selected, favorite music in compari-
son with experimenter- selected, control music (Schäfer & 
Fachner, 2014), pointing to the fact that absorption is a spe-
cific subjective state related to blink activity, whereas pref-
erences are not. In one study, self- selected, chill- inducing 
music did not effect blink rate in comparison with control 

music (Laeng et al., 2016), but in another study it reduced 
blink rates (Laeng et al., 2021).

Comparison of the above studies is difficult for sev-
eral reasons. First, experimental settings differed. In some 
studies, participants were instructed to inhibit blinking or 
keep their eyes open because of the interest in recording 
measures of saccadic or pupil activity (Laeng et al., 2016; 
Lange et al., 2017; Lange et al., 2020), whereas, in others, 
spontaneous blink rate was directly investigated (e.g., 
Huber et al.,  2022; Liu et al.,  2020). Further, the stud-
ies differed by the additional presence of visual stimuli 
(Hammerschmidt & Wöllner,  2018; Huber et al.,  2022; 
Laeng et al., 2021; Schäfer & Fachner,  2014) or not 
(Laeng et al.,  2016; Lange et al.,  2017; Liu et al.,  2020), 
and by instructions to centrally fixate (Lange et al., 2017; 
Liu et al.,  2020) or fixate somewhere on a scale (Laeng 
et al., 2021) versus free viewing (Hammerschmidt & 
Wöllner,  2018; Huber et al.,  2022; Laeng et al.,  2016; 
Schäfer & Fachner, 2014). Some studies did not include a 
measurement in silence (Laeng et al., 2016; Laeng et al., 
2021). The task to inhibit blinking (Lange et al.,  2017) 
can be understood as a dual task. Likewise, processing 
visual information might alter blink activity. Two music 
studies included a rather low number of trials and/or par-
ticipants (Hammerschmidt & Wöllner,  2018; Schäfer & 
Fachner,  2014). Therefore, we aimed to replicate the ef-
fect of music listening on blink rates by presenting a broad 
range of musical styles, with a reliable measurement of 
blink activity (i.e., spontaneous blinking, no visual stim-
ulation), and with overall increased experimental power. 
In addition to the present new study, we also report re- 
analyses from two earlier studies (Lange et al., 2017), in 
which the same stimuli were presented, but blinking had 
to be inhibited in the context of fixation. We explore, post 
hoc, how these different settings might have contributed 
to diverging results reported in the literature (Table S1).

Second, with respect to blink analyses, there is no 
agreed- upon practice of how to define blinks, particu-
larly when measured by video- based, infra- red eye track-
ers. Eye trackers record pupil size and shape, which is 
used to infer eye position. During blinking, the eye lid 
covers the pupil, resulting in data loss. Such data loss 
periods have been used to define blinks. Very short pe-
riods might simply be measurement noise, for example, 
caused by eye lashes covering the pupil. Long periods do 
not reflect natural blinking, but phases of micro- sleep 
(Rodriguez et al., 2018), or instances when participants' 
gaze is not directed to the recording camera, or other re-
cording failure. A broad range of lower and upper limits 
have been reported in the literature, with lower limits 
ranging between 50 and 300 ms (50 ms: Brych et al., 2020, 
2021; Caffier et al., 2003; Wang et al., 2011; 100 ms: Aarts 
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et al.,  2012; Rodriguez et al.,  2018; 200 ms: Jongkees & 
Colzato,  2016; 300 ms: Nomura et al.,  2015) and upper 
limits between 200 and 1000 ms (200 ms: Naicker 
et al., 2016; 500 ms: Aarts et al., 2012; Brych et al., 2020; 
Caffier et al.,  2003; Jongkees & Colzato,  2016; Nakano 
et al.,  2013; Rodriguez et al.,  2018; Wang et al.,  2011; 
1000 ms: Brych et al.,  2021; Nomura et al.,  2015). Note 
that defining blinks by data loss periods is a simplifica-
tion, as those do not cover the start and end of the eye- lid 
movement (see Caffier et al.,  2003). Therefore, the so-
phisticated blink detection algorithms take those times 
into account, for example, by capturing the movement 
of the gaze (e.g., Geng et al.,  2008) or a change in the 
pupil diameter based on the closing lid (e.g., Van Ordern 
et al., 2000). To know the exact time points of the start 
and end is particularly important when data loss has to 
be interpolated in order to analyze the continuous pupil 
signal (Hershman et al.,  2018; Mathôt,  2013; Piquado 
et al., 2010). Sometimes results of such an algorithm are 
reported together with the note that the experimenter 
has controlled every single blink detection (e.g., Nakano 
et al., 2013), indicating that there is no agreement about 
the reliability of these algorithms by different researchers. 
But a recently published algorithm reports being as pre-
cise as human judges (Hershman et al., 2018). Note that 
when measuring blinks by electrooculography (EOG) or 
application of a magnetic search coil on the eye lid, the 
precision of the recorded blink movement is higher than 
in case of video recordings, and elaborate suggestions on 
how to define blink parameters have been published (e.g., 
Caffier et al., 2003; Cruz et al., 2011; Kleifges et al., 2017; 
Liu et al., 2017; VanderWerf et al., 2003). We focus here 
on video- based eye tracking, for which blink information 
can easily be extracted without being the main interest 
of the researcher.

Third, there is also no agreed- upon practice about how 
to treat outlier trials and participants. Spontaneous blink 
activity varies tremendously. Ranges of 2.8– 48 blinks per 
minute (Doughty & Naase, 2006) and 5.3– 27.4 blinks per 
minute (Jongkees & Colzato,  2016: healthy human con-
trols) have been reported. Investigations into spontaneous 
eye- blink activity are complicated by the fact that person- 
level characteristics interact with mental states and task 
demands, which change dynamically, sometimes causing 
blinking effects to go in different directions, cancel each 
other out, or interact with each other, ultimately making it 
difficult to relate physiological measures to unique states 
or processes. Thus, the endeavor to relate blink activity to 
music- induced changes in states can be a challenge.

In light of these difficulties, it is highly important to 
understand how to define and treat outliers. Several ap-
proaches exist, differing in whether and on which level 

data are excluded from further analyses. One way is to 
relate blink activity of several treatments to a baseline, 
either by subtraction (De Jong & Merckelbach,  1990; 
Naicker et al., 2016), or proportion (Huber et al., 2022). 
This handling can be interpreted as normalization and 
all data are then included. Another option is to trim 
the means by excluding a certain percentage of data at 
the left and right side of the distribution (e.g., Huber 
et al., 2022). For example, trimming a distribution of all 
participants' mean blink rates (e.g., all individual mean 
blink rates) excludes the means of high-  or low- blinking 
participants. Trimming relates to 10% or 20% of each 
side of the distribution (Mair & Wilcox,  2020), exclud-
ing up to 40% of the data. Furthermore, an arbitrary cut-
off has been chosen for high- blinking participants, that 
is, individuals with blink rates of 50 per minute (Brych 
et al., 2021), 55 per minute (Brych et al., 2020), or 1 per 
second (Nakano, 2015; Nakano et al., 2009, 2013), or for 
high-  and low- blinking participants falling outside M ± 1 
SD (Nakano & Kitazawa, 2010). Such cutoffs define which 
participants are excluded from the data set. Often, reports 
do not include information about the issue of outlier par-
ticipants, indicating that high-  and low- blinking partici-
pants were included in the data set (e.g., Aarts et al., 2012; 
Annerer- Walcher et al.,  2018; Fukuda,  2001; Fukuda 
et al.,  2005; Nomura et al.,  2015; Recarte et al.,  2008; 
Smilek et al., 2010; Veltman & Gaillard, 1996). These dis-
crepancies raise the question of whether outlier rejection 
is an important tool to apply to blink data analyses.

The purpose of the current study, then, is manifold: We 
explore whether blink activity is related to music listen-
ing, focusing on three perspectives: (i) an effect of music 
presence; (ii) a relation between subjective states during 
music listening and blink activity; (iii) a relation between 
acoustic features and blink activity. Furthermore, we 
are interested in the methods of defining and analyzing 
blinks. We propose a definition of blinks based on the in-
dividual distributions of blink durations and suggest data- 
driven accounts to define outlier trials and participants. 
Importantly, we investigate the consequences of outlier 
rejection by comparing results including all trials and par-
ticipants or excluding the outliers from the data set. We 
discuss different accounts of how to treat blink data using 
mixed effects models. Finally, we compare blink activity 
between the silence and music condition to establish the 
silence condition as proper control for future studies.

2  |  METHOD

We build on both the current study as well as the 
published eye- movement data from our lab (Lange 
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et al., 2017). In all data sets, we used music as audi-
tory stimuli, no visual stimulation, and manipulated 
blink and fixation instructions. In one experiment, we 
asked participants to inhibit blinking (IB) while fix-
ating a central target (IB- fix; Experiment 1 in Lange 
et al.,  2017) and in the other experiment to inhibit 
blinking while gazing freely around the empty screen 
(IB- free; Experiment 2 in Lange et al.,  2017). The 
exact instruction for blink inhibition in both studies 
(IB- fix, IB- free) was less commanding but more indi-
rect by explaining that our goal is to record the pupil 
and adding: “It is beneficial if you avoid blinking and 
squinting your eyes as much as possible.” The current 
study measured spontaneous blinking (SB), without 
mentioning any information on blinking. The corre-
sponding passage was omitted in the instructions. We 
decided on instructing participants to fixate a central 
target (SB- fix), as the IB- free experiment showed 
unusual, drifting eye movements. For an overview of 
the different data sets, see Table  1. In the analyses 
and conclusion, we focus on the current spontaneous 
blinking (SB- fix) experiment and complement these 
results with the results of the other data sets. All data 
and code required to recreate the reported analy-
ses are publicly available at https://osf.io/65nyh/.  
A variety of further analyses are reported in the 
Supporting Information.

2.1 | Participants and sample size

Twenty- nine volunteers participated in this experiment, 
with a mean age of 23 years (SD = 3, range: 18– 29). Five 
were male, 24 were students (eight from psychology, 
two from music/musicology, 14 from other disciplines). 
Twenty participants had corrected- to- normal and nine 
had normal vision. Participants showed a broad range of 
musical taste, evaluated on 14 musical styles. Participants 
showed a medium level of musical sophistication, 
M = 74, SD = 15, range: 53– 112 (Gold- MSI, Müllensiefen 
et al., 2014).

Participants gave written informed consent for the 
experiment, which occurred in two sessions, each with 
a mean duration of 71 min. They were compensated by 
an honorarium of 10 Euro per hour. The experimental 
procedures were approved by the Ethics Council of the 
Max Planck Society. The sample size was chosen ac-
cording to the two prior studies (N = 30, N = 35, Lange 
et al., 2017). For IB- fix, in which participants fixated a 
central target, similar to the current study, the post hoc 
calculation of effect size and power resulted in dz = 0.75 
and 1−β = .99 for the t test between blink rates during 
silence versus music. Fitting this post hoc effect size 
into an a priori power analyses (α = .05, β = .20), resulted 
in a sample estimate of 13. Given the fact that we had 
no clear assumption about the effect size for SB- fix, if 

T A B L E  1  Overview of experiments: current study SB- fix; earlier studies IB- fix, IB- free.

SB- fix IB- fix IB- free

Blinks Spontaneous Inhibition Inhibition

Viewing instruction Fixate (central target) Fixate (central target) Free viewing (no central 
target)

Trials: music & silence = total 59 & 7 = 66 56 & 14 = 70 56 & 14 = 70

Subjects numbers 29 30 35

Total number of trials 1914 2100 2450

Missing trials 82 8 6

Remaining trials 1832 2092 2444

Trials with zero blinking 105 458 370

All recorded data loss periods 26,595 7991 14,292

Defined blinks within all music or silent 
trials

24,644 7795 13,749

Trial outliers 11 from 8 partic. 24 from 20 partic. 27 from 18 partic.

Number of High (H) or low (L) blinking 
participant

H: 4, L: 2 H: 3, L: 8 H: 3, L: 10

Remaining number of trials, subjects and 
blinks (% of data missing or rejected)

Trial n = 1497 (−21.79%) Trial n = 1312 (−37.19%) Trial n = 1525 (−37.76%)

Subject n = 23 (−20.69%) Subject n = 19 (−36.67%) Subject n = 22 (−37.14%)

Blink n = 16,037 (−34.93%) Blink n = 4958 (−36.40%) Blink n = 8781 (−36.13%)
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anything, we should have a well- powered experiment 
with 29 participants.

2.2 | Apparatus

Participants were placed in a sound attenuated, dimly lit 
booth, equipped with an eye tracker (EyeLink 1000, SR 
Research, 500 Hz sample rate, binocular recording), moni-
tor (resolution 1920 × 1080, refresh rate 144 Hz), standard 
computer mouse and keyboard, and Neumann KH 120 A 
G loud speakers. The height of the chair and table was ad-
justed to the participants' needs. Participants' heads were 
supported by a chin and head rest. The distance between 
monitor and chin rest was 66 cm. The experiment ran on 
a Windows PC. Stimulus presentation and data collection 
were programmed in PsychoPy 1.82.01 (Peirce, 2007).

2.3 | Audio materials

2.3.1 | Stimuli

The 59 musical stimuli were taken from prior studies 
(56 from Lange et al., 2017; additional three from Lange 
& Frieler,  2018). They were excerpts from a broad se-
lection of instrumental music from 14 different styles 
(blues, country, electronica, folk, hiphop, classical, jazz, 
metal, pop, reggae, rock, soul, German Volksmusik, world 
music). The loudness of all stimuli was normalized. For 
a complete list of stimuli and adjustments, please see ap-
pendix of Lange and Frieler  (2018) with stimulus No 60 
being excluded in the present study due to a programming 
error in the experimental procedure. Participants adjusted 
the loudness to their personal level of comfort at the be-
ginning of the first session (range of −21 to −67, modus of 
−30 LUFS). Musical stimuli were 43– 61 s long. The seven 
silent trials without music had each a duration of 40 s. 
Note that this duration is on the lower end of the dura-
tions of music trials and differed from IB- fix and IB- free, 
in which we recorded silent trials of 60 s.

2.3.2 | Acoustic properties

In an earlier study (Lange & Frieler, 2018), we analyzed 
the musical features of the stimuli used in the current 
study. From the 85 extracted features, we selected 10 fea-
tures based on their interpretability and rather low cor-
relations (see Lange & Frieler,  2018): mean root mean 
square of amplitude (loudness), mean pitch (brightness), 
standard deviation of attack time (variability of articula-
tion), mean pulse clarity (beat strength), mean key clarity 

(chromaticism), mean mode (modality), standard devia-
tion of mode (changes in modality), mean low energy 
(loudness contrasts), mean regularity (homogeneity of 
spectral peaks, polyphony), mean spectral novelty (spec-
tral/musical contrasts). We added a measure for tempo, 
tapped by two professional percussionists, and extracted 
via peak frequency from Tomic and Janata's  (2008) 
Beyond- the- Beat Model, but proceeded with the peak fre-
quency from the linear oscillator model, as this value is 
easily reproducible.

2.4 | Procedure

In the beginning of each session, participants filled in 
the questionnaires on musical sophistication and taste, 
split and serial order balanced across the two sessions. 
The musical part consisted of 66 trials (59 with music, 7 
in silence), 33 trials per session. Three silence trials were 
spread equally spaced across each session, one was ran-
domly added. The serial order of the 59 music excerpts 
was randomized for each participant. The musical part 
started with a 9- pt calibration and validation procedure 
of the eye tracker. Calibration was repeated on every fifth 
trial or whenever participants failed to fixate properly. 
Each trial started self- paced with the presentation of a 
dot (radius = 0.15° visual angle) centrally on the screen. 
Participants had to fixate this dot. If they did so within 
800 ms, the musical excerpt or silence period started, oth-
erwise the calibration procedure was repeated. During the 
trial, participants' task was to continue fixation, and in tri-
als with music to immerse themselves into the music. They 
were informed that they might be absorbed in some music, 
and in other music not. After each listening episode, par-
ticipants evaluated their musical absorption, mind wan-
dering, felt groove, felt valence, felt arousal, and liking of 
the music, on a 5- pt rating scale from fully disagree to fully 
agree. For valence and arousal, the 5- pt Self- Assessment 
Manikins were used, spanning positive– negative valence 
and high- low arousal (Bradley & Lang, 1994), recoded for 
analyses to range from negative to positive and low to high 
arousal. In silent trials, participants evaluated valence and 
arousal, too. To ensure spontaneous blinking, blinking 
was not mentioned at all in the instructions.

2.5 | Data treatment

We recorded the ocular data from the beginning of the 
fixation check until the end of the musical excerpt or the 
silence trial. From the total of 1914 trials, 82 trial record-
ings failed for technical reasons, resulting in a total of 
1832 trials.
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2.5.1 | Blink identification

As reported above, there is a lack of agreement on du-
rations for valid blinks, for the upper as well as lower 
limits. Hence, we guided our definition by the individual 
distributions of the durations. We set up the following 
multi- step procedure for blink identification: First, data 
loss periods were defined by missing pupil data from ei-
ther eye, abrupt fluctuations of the pupil area (>20 units 
per sample), and gaze positions out of the screen. Data 
loss periods less than 20 samples apart were merged into 
one period. Then, blinks were defined from the data 
loss periods based on the following criteria: (i) include 
binocular data loss periods only; (ii) durations <50 ms 
and >2000 ms were excluded as rough duration outliers; 
then, (iii) data loss periods longer than the individual 
Msubject + 3 SD were excluded; finally, (iv) blinks during 
the initial fixation period (800 ms before music started) 
were excluded as were blinks starting before music onset.

Figure 1, upper panel, shows the distributions of bin-
ocular data loss periods with rough outliers excluded 
(criteria i and ii applied) from four example participants 
(subject IDs 1, 4, 7, and 14), with the individual duration 
Msubject + 3 SD added as a red vertical line (see Figure S1 
for all participants). Distributions of individual durations 
were normal to right- skewed, and the red lines captured 
the properties and ranges of the individual distributions. 
They hence appeared to be most suitable to differentiate 
valid blinks from micro- sleep or other reasons for long 
data loss. Note that in our data most cutoffs were in the 

bin 450– 500 ms (Figure  1b, upper row), which is what 
several authors have applied in the literature (500 ms 
cutoff: Aarts et al., 2012; Caffier et al., 2003; Jongkees & 
Colzato, 2016; Nakano et al., 2013; Rodriguez et al., 2018; 
Wang et al., 2011). However, Figure 1b (upper row) shows 
how strongly individuals differ in their personal Msubject + 3 
SD. This is convincing evidence to adjust the upper cutoff 
individually instead of applying an arbitrary value.

In the data set of 1832 recorded trials, 26,595 data loss pe-
riods were detected by the above criteria (i); 1487 by (ii), and 
additionally 389 by (iii), resulting in rejection of 7.05% of bin-
ocular data loss periods. An additional 75 blinks fit criteria 
(iv). That is, we recorded 24,644 valid blinks in total. There 
was at least one blink in 1727 of the 1832 recorded trials.

Figure 2 shows histograms of blink counts across trials 
split for different blink durations, discussed in the litera-
ture. The differences in counts between trials with music 
(blue bars) and in silence (red bars) are partially due to the 
difference in the durations of the trials. The measure of 
blink rate adjusts for these differences in length and will 
be reported later. Overall, most blinks were in the dura-
tion range 100– 300 ms. For these blinks, the least within 
and between session effects occur, whereas the other 
ranges showed strong differences. Note that for these his-
tograms outlier trials and participants were not excluded. 
Most of the within and between session effects were at-
tenuated, after excluding outlier trials and participants 
(see Figure S2). It seems, then, that for studies interested 
in splitting blinks by durations, outlier rejection is of im-
portance. Such differences could otherwise be erroneously 

F I G U R E  1  Examples for the blink and outlier definitions. (a) Individual distributions from four example participants (SubID 1, 4, 7, 
14), (b) Distributions from the results of all participants. (a), upper row: individual normalized distributions of blink durations; the red 
line depicts Msubject + 3 SD; (a), lower row: the distributions of blink rates from the same four participants, with Msubject ± 3 SD marked 
by red vertical lines. (b), upper part: distribution of upper cutoffs from all participants (Msubject + 3 SD), cases match the individual upper 
cutoffs marked in red in (a), upper row; (b), lower part: the individual mean blink rates per trial from all participants. Four high- blinking 
participants have rates to the right of the red line at Mgroup + 1 SD and were defined as outliers.
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   | 7 of 20LANGE and FINK

interpreted as systematic differences in behavior (e.g., 
learning processes across time), or as different amounts of 
measurement noise between sessions (e.g., failure to opti-
mize recordings in one session).

2.5.2 | Outlier rejection of trials and 
participants

We related the definition of trial and participant outliers 
to the measure of interest: blink rate (count per second). 
We visually inspected trial outliers by plotting the distri-
butions of mean blink rates per trial for each participant 
(see Figures  S3– S5). Blink rates were rather normally 
distributed. Then outlier trials were defined by applying 
Msubject ± 3 SD as cutoffs. Figure  1a, lower panel, shows 
the blink rates from the four sample participants. Three of 
them had rather normally distributed blink rates, but they 
differed in their mean, e.g., the subject with ID 4 had high 
blink rates. One sample distribution of participant with 
ID 14 was heavily skewed, with a mode of zero blinking. 
Because there might be a systematic difference between 
music and silence conditions, we defined outliers of trials 
separately for music and silent trials. Only 11 trials from 
eight participants were defined as outliers and excluded.

Next, we defined outlier participants. The outlier crite-
rion for high- blinking participants was based on Nakano 
and Kitazawa  (2010): Mgroup + 1 SD. We re- calculated the 
individual means across all conditions after excluding the 
outlier trials. The subplot in the lower panel of Figure 1b 
identified four high- blinking participants as outliers, 

falling above the cutoff. For the low- blinking participants, 
we needed a different criterion, because participants such 
as ID 14 were not identified by the criterion Mgroup − 1 SD 
(Nakano & Kitazawa, 2010). We decided to differentiate be-
tween participants with a mode of zero blinks and a heav-
ily skewed distribution, and low- blinking participants with 
a mean of slightly above zero but a more normal distribu-
tion. The two groups can be differentiated by Msubject − 1 
SD ≤ 0 for the first, and Msubject − 1 SD > 0 for the second 
group. We treated only the first as outlier participants. 
Four participants (mean blink rates: 1.12, 0.78, 0.59, 0.72 
blinks per second) exceeded the upper cutoff, and two par-
ticipants (mean blink rates: 0.06, 0.01 blinks per second) 
fit the lower criterion. In the literature, a mean blink rate 
of 60 per minute (i.e., 1 per second) has been applied to 
define high- blinking participants (Nakano, 2015; Nakano 
et al.,  2009, 2013), a criterion which only fits one of our 
high- blinking participants. No participant met the crite-
rion of Msubject < Mgroup − 1 SD (Nakano & Kitazawa, 2010).

When outlier trials and participants were rejected, 21.16% 
of the total number of 1914 trials were discarded: 11 were ex-
cluded as outlier trials, 264 as trials from high- blinking sub-
jects, 130 as trials from low- blinking subjects. Recordings of 
additional 12 trials were missing. This resulted in 1497 remain-
ing trials for the analyses and 16,037 blinks within these trials.

2.5.3 | Analyses

We report t and F statistics, analyzed with MATLAB  
(R2019b), and Cohen's d with computeCohen_d (Bettinardi,  

F I G U R E  2  Histogram of number of blinks by duration, based on the serial position of trials within two sessions of the SB- fix experiment 
(trial and participant outliers included, see Figure S2 for outliers excluded). Blue bars depict trials with music, red trials in silence. The 
dashed line splits trials from the first and the second session.
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8 of 20 |   LANGE and FINK

2021). The mixed effects models were analyzed in R (R Core  
Team,  2012), with the packages lme4 (Bates et al., 2015),  
GLMMadaptive (Rizopoulos,  2022) and MuMIn (Bartoń, 
2009). We also applied rmcorr (Bakdash & Marusich, 2017).

3  |  RESULTS

3.1 | Blinking during music vs. silence

3.1.1 | Does blink rate increase during music 
vs silence?

Figure 3, upper row, shows the normalized histograms 
of blink rates. In the IB studies, the distributions were 
skewed with most blink rates near zero, as can be ex-
pected when participants were instructed to inhibit 
blinking. The distribution for SB- fix is much broader 
with a greater number of high blink rates, and with 

slightly more high and slightly less low blink rates for 
music trials (blue lines) in comparison with silence 
(red lines), which points to higher mean blink rates 
for music than silent trials. Accordingly, most partici-
pants showed a proportional increase in blink rates 
from silence to music trials (Figure  3, second row), 
whereas about 1/4 in IB- fix and 1/3 in IB- free showed 
a decrease (negative difference score). The increase 
in mean blink rate by music was significant in SB- fix 
and IB- fix (Figure 3, third row), but not for IB- free (see 
Table 2 for statistics; note a tendency of p < .10 for IB- 
free when outliers were rejected). Thus, the effect of 
increased blink rate during music showed irrespective 
of blinking instructions (spontaneous versus inhibit) 
but seemed affected by viewing instructions (fixation 
versus free viewing). Results of the t tests were com-
parable for data sets including or rejecting outliers, 
but in the analyses with outlier rejection, Cohen's d's 
increased (see also Table  S2 for between- experiment 

F I G U R E  3  Comparison of the silence and music condition (outliers included, see Figure S6 for outliers excluded) in three data sets SB- 
fix, IB- fix, IB- free (see Table 1 for more information). Blue color represents the music and red the silence condition. Top row: distributions of 
blink rates for all trials and participants. Second row: proportional subject- based increase in blink rates by music, taking silence as baseline. 
Third to fifth row: subject- based mean blink rates (BR), valence, and arousal ratings. Error bars show the standard errors of the means.

 14698986, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/psyp.14350 by M

PI 398 E
m

pirical A
esthetics, W

iley O
nline L

ibrary on [30/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



   | 9 of 20LANGE and FINK

comparisons with the same consequence of outlier 
rejection for effect sizes). Stronger effect sizes can be 
expected, as outlier rejection makes the data more ho-
mogenous, reducing the standard error at the expense 
of losing data at the low and high end of the distribu-
tions (Figure S6).

3.1.2 | How comparable is blink activity 
during music listening vs. silence?

Mean blink rates for silent and music trials
The individual blink rates for the two conditions corre-
lated highly in all three data sets (see Table 3 for statistical 
results, Figure 4, first row, and Figure S7 excluding out-
liers). Linear regression showed an increase in intercept 
and change in slope. That is, music does not add blinking 
in an unsystematic or complex (e.g., polynomial) way, but 
has a linear effect (increase in intercept), as well as a pro-
portional one (slope differs from 1).

Blink rates across trials
To examine continuous blink dynamics, we created bi-
nary blink time series by coding blink onset time as 1 and 
all other values as 0 (i.e., blink duration was not encoded) 
in bins of 1 s (as in Goldstein et al., 1992). We smoothed 
the data for plotting, by a moving window of 10 s. Figure 4, 
second row, depicts rates locked to the beginning of the 
trial, and the third row locked to the end. There are four 
observations: (i) The 95% confidence intervals were highly 
overlapping. In comparison with music trials, the silent 
trials had a much larger confidence interval and were less 
smoothed due to the lower number of trials. (ii) Mostly, 

rates were parallel across time for music and silent trials. 
(iii) Two specific effects emerged: A music onset response 
with higher blink rate when music started than in silence 
(Figure  4, second row). This effect occurs in SB- fix and 
IB- free, but not in IB- fix. There was also a very small ten-
dency for an increase in blink rates in IB- fix and IB- free 
in the end of music trials (Figure 4, third row). Note that 
we do not add statistics for these tendencies, as the choice 
of window for the comparisons would be decidedly post 
hoc. Also note that we stopped collecting data at the end 
of the trial and an effect of the end of the music might 
be more visible, when the recordings had continued after 
trial offset.

Temporal structure: Burstiness versus periodicity
Figure 4 (row two and three) indicates that blink rates are 
not modulated very much across time. We now ask more 
specifically about the regularity of blink events, by analyz-
ing the distribution of blink inter- onset intervals (IOIs). 
One useful measure is the calculation of the burstiness pa-
rameter B (Goh & Barabási, 2008),

which takes into account the standard deviation and mean 
of the distribution of blink IOIs. If events are periodically 
executed, the distribution of IOIs will be rather normal. In 
contrast, if events are chunked in bursts with longer time 
in between the bursts, the distribution will be heavily right 
skewed. B varies between B = −1, a periodic or anti- bursty 
pattern of events, and B = 1, a bursty signal, with B = 0 de-
noting a random signal. The parameter estimations depend 

B =
� − �

� + �

Outlier trials and participants 
included

Outlier trials and participants 
excluded

df t p d df t p d

SB- fix 28 4.35 <.001 0.81 22 4.82 <.001 1.00

IB- fix 29 3.50 .002 0.64 18 3.16 .005 0.73

IB- free 34 0.60 .551 0.10 21 1.74 .096 0.36

Note: The left side of the table corresponds to the data shown in Figure 3 (see Figure S6 for outliers 
excluded).

T A B L E  2  T- statistics and Cohen's d 
of the comparisons of participant's mean 
blink rates in two conditions (silence or 
music).

Outliers included Outliers excluded

Slope Intercept df r Slope Intercept df r

SB- fix 1.13 0.03 27 .97 1.09 0.03 21 .94

IB- fix 1.09 0.01 28 .96 0.94 0.01 17 .89

IB- free 0.92 0.01 33 .95 0.80 0.03 21 .94

Note: All correlations resulted in p  < .0001.

T A B L E  3  Pearson's correlation 
coefficient and regression parameters for 
the relation between silent and music 
mean blink rates.
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10 of 20 |   LANGE and FINK

on the number of events in the time series; therefore, an 
updated equation has been suggested by Kim & Jo,  2016 
(see equation no. 23) and named burstiness parameter A to 
avoid confusion. For series longer than 100 units, the two es-
timates of B and A converge (Xu et al., 2020). We report the 
burstiness parameter A.

Because blinks are sparse events within a trial, we 
combined all IOIs within each condition for each partic-
ipant. For the calculation of the burstiness parameters A, 
we included participants, when they had at least a sum of 
nioi = 30 IOIs in each condition, to ensure that we had a 
reasonable number of IOIs for the analyses. Thereby, par-
ticipants with a low blink count were excluded.

In all three data sets, the majority of individuals' As 
were negative, which means that the signal was more 
periodic than bursty (Figure  4, last row). For inhib-
ited blinking, the distributions shifted slightly to the 
right, becoming more random (A = 0). Distributions of 

A overlapped between the silent and music condition. 
We combined the data of all three sets to gain statisti-
cal power, resulting in nsubjects = 59 for the estimates of 
A for each the silent and music condition. The bursti-
ness parameter differed between music and silence, 
t(58) = −2.17, p = .034, and was statistically different 
from zero (random) in the silent condition, t(58) = −6.47, 
p < .001, as well as the music condition, t(58) = −5.48, 
p < .001. In other words, blink IOIs were periodic and 
not bursty or random; they showed greater periodicity 
during silence than music.

We repeated these analyses, excluding outliers. The 
combined data included nsubjects = 45, and the t test showed 
no difference in the burstiness parameter A between condi-
tions, t(44) = −1.09, p = .280. Inspection of the histograms 
showed that the distributions now overlapped much more 
(see Figure S7), particularly at the right part of the distribu-
tion, with lower numbers of cases of burstiness around zero 

F I G U R E  4  Comparing blink rates between the (red) silent and (blue) music conditions (outliers included, see Figure S7 excluding 
outliers) in the three data sets SB- fix, IB- fix, IB- free (see Table 1 for more information). First row: A linear regression line is added to the 
scatter plot; individual blink rates show a linear relation between conditions (see Table 3 for statistics). Second and third row: mean blink 
rates across time, locked to the beginning (second row) or the end (third row) of trials. The shaded areas show 95% confidence intervals for 
each 1 s bin across time. Last row: histograms of the burstiness parameter A, that can range from −1 (perfectly periodic) to 0 (random) to +1 
(perfectly bursty).
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   | 11 of 20LANGE and FINK

in the music condition. We tentatively conclude that the 
high- blinking participants— that had not been excluded 
when taking all data into account— might have more noisy 
blink data, eventually increasing the randomness in the sig-
nal. This hypothesis needs further testing. But the analyses 
show again that outlier rejection results in a more homoge-
neous data set and might be beneficial, when looking into 
the dynamics of the blink signal— unless one is interested 
in individual differences between participants.

Several other interesting tools exist to understand the 
dynamics within time series, such as detrended fluctu-
ation analysis, cross- recurrence quantification analy-
sis, or inter- subject correlation. Unfortunately, for blink 
data, the events of interest are rather sparse. Therefore, 
these analyses are not suitable in our current setting. For 
further discussion on this issue, please see Supporting 
Information, Section 8.

3.2 | Blinking and subjective states

3.2.1 | Do subjective states predict blink 
activity during music listening?

In addition to measuring self- rated states of absorption, 
mind wandering, and being in groove, we also meas-
ured participants' emotional experience via valence and 
arousal ratings, and their reported liking of the music. 
The goal was to use subjective ratings to predict spon-
taneous blink activity. However, ratings were correlated, 
some highly (absorption and valence: r(1654) = .52, ab-
sorption and liking: r(1654) = .65, both p < .001), some 
low or medium (absorption and arousal: r(1654) = −.11, 
absorption and groove: r(1654) = .31, both p < .001; re-
peated measures correlations). For the mixed effects mod-
eling account, correlated predictors are not applicable as 

calculated weights cannot be interpreted. Hence, we did 
not create one model with all subjective ratings as ad-
ditive predictors, but fit separate models for absorption, 
valence, arousal, and liking. MW and groove did not cor-
relate (r(1654) = −.03, p = .31), and were therefore fit both 
in one model.

As there were trials without blinking, our data set in-
cluded blink rates of zero. There are several ways to treat 
data with zero cases (see Table 4 for R code): (i) setting the 
zero cases of blink rates to NaN and fitting the remain-
ing data with glmer and gamma family; (ii) setting the 
zero cases of blink rates to an arbitrarily small constant 
(e.g., 0.001) and fitting all data with glmer and gamma 
family; (iii) keeping the zero cases as blink counts and 
not rate, and fitting count data with the choice of using 
zero- inflated models and negative binomial distributions; 
or (iv) fitting the count data in a more simple way with 
glmer (without a separate zero- inflated part) and negative 
binomial distributions. However, the four approaches are 
not equally suitable.

Results of all four approaches are reported in Table S4. 
We report here the last option (iv), which we regard as 
straight forward and the optimal way to treat the data. The 
rational is the following: First, it can be argued that mea-
suring nothing cannot be simply translated into the digit 
zero but is an invalid trial and needs to be set to NaN. But 
setting zero cases to NaN as in (i) trims the data distribu-
tions in a systematic way. In addition, zero blinking can be 
regarded as special case of low blinking, which might be 
of importance for the research question. In fact, as absorp-
tion might affect blinking by reducing its rate, exclusion of 
zero blinking is not sensible. Second, setting zero cases to 
a constant as in (ii) is suitable but less elegant. Third, our 
data showed inflation of zero cases above what can be ex-
pected (e.g., by a Poisson distribution). We then fitted 
zero- inflated models as in (iii). The advantage of these 

Model
Treatment of 
zero cases

(i) glmer(br ~ abs+(1 + abs|subF) + (1 + abs|stimF), data = df, 
family = Gamma(link = “log”))

NaN

(ii) glmer(br ~ abs+(1 + abs|subF) + (1 + abs|stimF), data = df, 
family = Gamma(link = “log”))

Set to 10−3

(iii) mixed_model(bno1 ~ abs, random = ~ 1|subF, data = df, 
family = zi.negative.binomial(), zi_fixed = ~abs, 
zi_random = ~1|subF))

Included

(iv) glmer.nb(bno ~ abs+(1 + abs|subF) + (1 + abs|stimF), data = df) Included

Note: Example models for absorption (abs) as predictor. Models differ by how they treat zero cases, by 
the dependent variable being blink rate (br) or number of blinks (bno), and the distribution (gamma for 
continuous distributions, negative binomial for count data). For information on the syntax of the zero- 
inflation model (iii) see Rizopoulos (2022). Random effects: subF = subjects (factorized), stimF = stimulus 
(factorized).

T A B L E  4  R syntax for different types 
of models fitting self- rated absorption to 
predict blink activity.
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12 of 20 |   LANGE and FINK

models is that the complete distribution can be split by 
one distribution for the zero part, and a second one for the 
remaining part. There are two obvious choices for the ap-
plied distributions: Poisson and negative binomial. As dis-
tributions were overdispersed, the negative binomial 
distribution was more suitable. In fact, when comparing 
models with different distributions, the negative binomial 
resulted in better fits (e.g., lower BIC). However, it seemed 
that these models were too complex for our data.1 Hence, 
we finally decided to fit the data with mixed effects models 
on blink count data and a negative binomial distribution, 
without modeling a separate zero part as in (iv).

One potential problem of analyzing blink counts (as 
in iii and iv) is that counts do not take the stimulus dura-
tion into account. The musical excerpts ranged between 
43 and 61 s, that is the longest stimulus was 50% longer 
than the shortest one. However, one advantage of mixed 
effects models is that the stimulus- specific variance can 
be captured. The question is, whether we captured a sys-
tematic increase of counts by stimulus duration. Figure 5 
depicts the correlations between stimulus duration and 
the stimulus- based random intercept of the models on 
absorption, outliers included. The related correlations 
were rho = .65, p < .001 for SB- fix, and rho = .49, p < .001 
for IB- fix. In addition, random intercepts correlated be-
tween experiments, rho = .43, p < .001. This is strong 
evidence in favor of the assumption that systematic dif-
ferences in blink counts, due to differences in stimulus 
durations, were taken into account by the blink count 
models. We conclude, then, that applying models based 

on count data provides the best framework to fit our 
data. Note that in the models for IB- free, the random in-
tercept did not contribute to the best model fit, that is, 
no stimulus- specific variance was captured by the model.

We analyzed the models from account (iv) by an iter-
ative model comparison process of nested models (see 
Baayen et al., 2008), starting with the full model and de-
leting non- significant effects until the best model with 
the least number of meaningful parameters was found. 
Table 5 shows the resulting final models (see Table S4 for 
results of the other modeling accounts), including either 
all cases, or trial and subject outliers excluded. The trade- 
off between the two data sets is one between having more 
data but potentially more noise and having less data but 
more reliable measures. Interestingly, having outliers in-
cluded or not did not matter very much for the resulting 
significance of the fixed effect, but sometimes increased 
the complexity of the structure of the best fitting model 
(IB- fix, IB- free).

Results showed that absorption and liking predicted 
blinking. More specifically, the fixed effect of absorption 
was significant in all but one comparison, for which the 
effect was marginal (p < .10, IB- fix, outlier included). The 
effect of liking was absent in IB- fix, and only marginal in 
SB- fix and IB- free, when outliers were rejected (p < .10). 
Overall, SB- fix resulted in the most complex models (e.g., 
including random intercepts and slopes). It seems obvious 
that complex relations between blinking and subjective 
states are best measured with spontaneous blinking. Blink 
inhibition alters the systematic variance that can be cap-
tured, reducing the possibility to include stimulus- specific 
random effects in the models.

Within experiment, the model structure for absorption 
and liking in SB- fix and IB- free were the same, enabling a 
direct comparison of the effect sizes for the fixed effects. 
Effect sizes were larger for absorption than liking and in-
creased when outliers were excluded than included. The 
latter indicates, that excluding outliers is beneficial for 
analyses. But as mixed effects models capture systematic 
individual differences, such as high and low blinking, 

 1Models of highest complexity did not fit (random slopes and intercepts 
for both parts of the model); nested iterative testing resulted in error 
messages likely due to overfitting. Error messages disappeared, when 
setting iter_EM = 0 (to only use the quasi Newton part of the 
optimization). Then the simplest model fits best, having no fixed and 
random effects for the zero part. Also, with more complex models and 
not setting iter_EM to zero, the fixed effect of the zero- inflated model 
(e.g., for absorption) was not significant, whereas the one for the 
non- zero part was. Taken together, this indicated that mixed models 
without a specific zero part were sufficient for our data.

F I G U R E  5  Scatter plots relating stimulus duration and the fitted stimulus- specific intercepts in the mixed effects models with 
absorption as fixed effect, in SB- fix and IB- fix experiments, outliers included (for more information on the data sets IB- fix and SB- fix see 
Table 1).
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   | 13 of 20LANGE and FINK

mixed effects models can handle outliers rather well. 
Statistical results do not differ much between data sets in-
cluding or excluding outliers, but, for IB- fix and IB- free 
experiments, including outliers increased the model com-
plexity in several cases.

3.2.2 | Did differences in blink instructions 
between experiments affect felt absorption?

We reported that higher absorption was related to lower 
blink activity in SB- fix and IB- fix. Did then, the instruction 

Data Model glmer.nb() Predictor's z value
Effect 
size

SB- fix, outlier included, 1639 observations

bno ~ abs +(1 + abs|subF) + (1|stimF) z = −2.34, p = .019* .0023

bno ~ val + (1 + val|subF) + (1|stimF) z = −0.44, p = .662

bno ~ arous +(1|subF) + (1|stimF) z = −0.14, p = .891

bno ~ MW + groove 
+(1 + MW|subF) + (1|stimF)

MW: z = −0.39, p = .694

Groove: z = −1.53, p = .125

bno ~ like +(1 + like|subF) + (1|stimF) z = −2.20, p = .028* .0011

SB- fix, outlier excluded, 1339 observations

bno ~ abs +(1 + abs|subF) + (1|stimF) z = −2.38, p = .018* .0026

bno ~ val + (1 + val|subF) + (1|stimF) z = −0.99, p = .322

bno ~ arous +(1|subF) + (1|stimF) z = −1.59, p = .111

bno ~ MW + groove 
+(1 + MW|subF) + (1|stimF)

MW: z = −1.38, p = .169

Groove: z = −0.81, p = .421

bno ~ like +(1 + like|subF) + (1|stimF) z = −1.91, p = .056 .0017

IB- fix, outlier included, 1672 observations

bno ~ abs +(1 + abs|subF) + (1|stimF) z = −1.84, p = .066 .0022

bno ~ val + (1|subF) z = 0.94, p = .35

bno ~ arous +(1|subF) z = 0.42, p = .966

bno ~ like +(1|subF) z = −0.25, p = .803

IB- fix, outlier excluded, 1048 observations

bno ~ abs +(1|subF) z = −2.34, p = .019* .0037

bno ~ val + (1|subF) z = 0.63, p = .532

bno ~ arous +(1|subF) z = −0.87, p = .382

bno ~ like +(1|subF) z = −0.12, p = .903

IB- free, outlier included, 1954 observations

bno ~ abs +(1|subF) z = −3.83, p < .001* .0026

bno ~ val + (1|subF) + (1|stimF) z = −2.20, p = .028* .0009

bno ~ arous 
+(1 + arous|subF) + (1|stimF)

z = 1.42, p = .157

bno ~ like +(1|subF) z = −2.48, p = .013* .0010

IB- free, outlier excluded, 1217 observations

bno ~ abs +(1|subF) z = −2.19, p = .029* .0027

bno ~ val + (1|subF) z = −0.98, p = .329

bno ~ arous +(1 + arous|subF) z = 0.47, p = .640

bno ~ like +(1|subF) z = −1.78, p = .075 .0015

Note: Re- occuring significant effects and tendencies are printed in bold, significant fixed effects are 
denoted by *. We used the glmer.nb() function from the lme4 package. Effect sizes (estimated by 
r.squaredGLMM from the MuMIn package) for fixed effects are reported, when they were significant or 
marginal (p < .10). bno = number of blinks, abs = absorption, val = valence, arous = arousal, MW = mind 
wandering, like = liking; MW and groove were evaluated in SB- fix only; measures of abs, val, arous, 
like, MW, and groove were based on self- reports. Random effects: subF = subjects (factorized), 
stimF = stimulus (factorized).

T A B L E  5  Resulting best model fits for 
subjective ratings predicting blink activity 
(count), using either the complete data set 
or excluding trial and subject outliers for 
SB- fix, IB- fix, and IB- free.
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14 of 20 |   LANGE and FINK

to inhibit blinking increase absorption? If so, felt absorp-
tion should differ between experiments with spontaneous 
and inhibited blink instructions. However, felt absorption 
was on a similar level for all three experiments (SB- fix: 
M = 3.49, SD = 0.53, IB- fix: M = 3.46, SD = 0.50, IB- free: 
M = 3.71, SD = 0.47), confirmed by a one- factor between- 
subject ANOVA: F(2) = 2.56, p = .083, ηp

2 = .053 (outlier 
excluded: F(2) = 0.71, p = .50, ηp

2 = .023). There is no in-
dication that the instructions confounded felt absorption.

3.2.3 | Do changes of self- reported 
valence and arousal by music presence predict 
changes in blink rate?

Differently from the evaluations of absorption and liking, 
we have collected valence and arousal ratings not only dur-
ing music but also in silence. In all data sets, participants 
reported more positive valence during music listening 
than in silence, all t's ≤ 2.98, p's ≤ .0053, d's ≥ 0.5042 and felt 
more aroused during music than silent trials, all t's ≤ 4.69, 
p's < .0001, d's ≥ 0.8563 (Figure 3; see Table S3 for complete 
statistics). That is, music had an effect on participants' felt 
emotional state. We can then explore whether changes in 
valence or arousal levels by music were related to the in-
crease of blink rates. To do so, we calculated difference 
scores between measures with music and in silence of 
subject- based mean valence and arousal levels, as well as 
of blink rates. Neither the difference in valence, rho = .02, 
p = .86, nor in arousal, rho = −.03, p = .77, correlated with 
the difference in blink rates. Correlations remained non- 
significant when outliers were excluded (both p's > .32). 
Hence, there is no indication, that the change of blink 
rates by music presence was related to changes in valence 
or arousal states.

3.3 | Blinking and acoustic features

When adding music to silence, the added auditory stimuli 
contain information that has to be processed to some ex-
tent. One way to describe an auditory stimulus is by its 
acoustic properties, which we extracted from the digital 
files in an automated way. We next explore whether musi-
cal features relate to blink rates during listening to music. 
We applied generalized linear mixed effects models pre-
dicting blink counts by the 11 extracted musical features 
(see Section 2.3.2), with participants and stimuli as ran-
dom effects, and, if possible, the musical feature as subject- 
specific slope. As some features were correlated, we set 
up separate models, one for each feature. However, none 
of the fixed effects were significant, all |z|'s < 1.2, p's > .25 
for the complete data set, and all |z|'s < 1.4, p's > .16 when 

outliers were rejected (see Table S5 for detailed statistics). 
That is, even though blink counts increased with music 
present, in comparison with silence, no particular musical 
feature seems to consistently drive the number of blinks 
during music listening. However, one might argue that 
there are features not captured by our selection. Then, 
blink rates should be music- specific, that is the mean 
blink rates for the 56 stimuli should correlate between 
experiments (SB- fix, IB- fix, IB- free). But this was not the 
case, all |rho|'s < .18, p's > .18 for the complete data set, 
all |rho|'s < .23, p's > .08 when outliers were rejected (see 
Table S6 for detailed statistics). Hence, there is no indica-
tion that blink rates were driven by the acoustic features 
of the stimuli.

4  |  GENERAL DISCUSSION

We measured spontaneous blink activity by video- based 
eye tracking during music listening and in silence. Our 
aims were to (i) replicate and further understand the 
blink rate increase for music presence vs. silence, (ii) 
explore the relationship between blinking and music- 
induced subjective states, (iii) assess the association be-
tween blinking and musical features, and (iv) provide 
other researchers with methodological advice for ana-
lyzing blink data. More specifically, we defined blinks 
and outliers by individual distributions, and conducted 
a multitude of analyses to illustrate the consequences of 
outlier rejection.

We replicated the effect of increased spontaneous 
blinking by music. This effect of music presence has 
been reported earlier (Hammerschmidt & Wöllner, 2018; 
Schäfer & Fachner,  2014), but did not occur using dif-
ferent auditory stimuli like simple auditory tones and 
words (Liu et al.,  2020). However, studies differed in 
many further aspects, for example, visual stimuli on 
the screen (Hammerschmidt & Wöllner,  2018; Schäfer 
& Fachner,  2014) or not (Liu et al.,  2020), instruc-
tions to centrally fixate (Liu et al.,  2020; SB- fix, IB- fix) 
or not (Hammerschmidt & Wöllner,  2018; Schäfer & 
Fachner,  2014; IB- free). Comparisons thus have the po-
tential to shed light on the question of why earlier find-
ings diverged. If visual stimulation is the key for an effect 
of music presence, we should not have found an effect 
of music listening, but we did. If free viewing instead of 
central fixation was the key, we should have found an ef-
fect in IB- free but not in IB- fix and SB- fix, but the pattern 
was— if anything— the other way around. The compar-
isons of blink rates between conditions were significant 
for SB- fix and IB- fix, and not significant for IB- free in-
cluding outliers, but marginal (p < .10) when outliers were 
excluded. These results perhaps imply the importance of 
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   | 15 of 20LANGE and FINK

visual stimuli or fixation targets in eliciting a reliable effect 
of music presence. This argument is further supported by 
two studies comparing the effect of chill- inducing versus 
control music (Laeng et al., 2016; Laeng et al., 2021): Blink 
rates decreased by chill- inducing music when there was a 
visual scale on the screen (2021), but not when the screen 
was blank (2016). Importantly, music in comparison with 
silence had a rather consistent effect on blink activity in 
our data. Then, the question is what makes music special?

We were not able to find a reasonable answer to this 
question. We tested two lines of argumentation: Music has 
the power to induce emotional states and/or consists of 
specific acoustic properties which might alter blink activ-
ity. Notably, the effect of absorption into music on blink 
rates showed in all three data sets (in IB- fix the effect was 
reliable only when outliers were excluded). The effect of 
absorption mirrors the study showing decreased blink 
rates by chill- inducing in comparison with control music 
(Laeng et al., 2021; but see Laeng et al., 2016). However, 
absorption into music was related to decreased blink rates, 
showing the opposite effect from increased blinking by 
music presence. On the other hand, participants felt more 
positive and more aroused during music listening in com-
parison with silence, but the changes were not related to 
the increase of blink rates by music. That is, the increase 
in blink rates during music presence cannot be explained 
by the state of absorption induced by music, or changes in 
self- reported valence and arousal levels.

We then extracted 11 acoustic features that describe 
the mean characteristics of our musical excerpts (Lange 
& Frieler, 2018). The features spanned attributes such as 
brightness, chromaticism, beat strength, or tempo. None 
of the features were related to blink rate, showing that 
there is no simple relation between acoustics and blink 
rate. Moreover, comparisons across the three data sets 
showed no music- specific blink rates, as they did not cor-
relate. Note that, while the diversity of our stimulus set 
offers many advantages, it is also possible that because our 
material comes from music of so many different styles, 
there may not be specific features that consistently signal 
certain types of events (e.g., phrase boundaries). In the 
future, others may find correlations if analyzing within a 
specific style.

The final aim of our investigation was to report and 
explore analysis methods for blink data. There are several 
issues that are worth noting. First, as no agreement exists 
across different researchers about how to define blinks by 
their duration (e.g., difference in the chosen cutoffs), we sug-
gest to apply a data- driven approach to define blinks from 
binocular data loss periods. We excluded rough outliers 
(e.g., <50 ms and >2000 ms) and individualized the upper 
duration limit by Msubject + 3 SD (Figure 1a, upper row). The 
distribution of upper cutoffs peaked around 450– 500 ms, 

corresponding to what has been applied in the literature 
in several studies (Aarts et al.,  2012; Caffier et al.,  2003; 
Jongkees & Colzato, 2016; Nakano et al., 2013; Rodriguez 
et al., 2018; Wang et al., 2011). But the broad range of indi-
vidual differences in our data (Figure 1b, upper row) speaks 
to the individualized account. Note that our duration- based 
definition of blinks was applied to the detected, binocular 
data loss periods. Such data loss periods can be defined 
by custom algorithms (which are agnostic with respect to 
the type of eye tracker used) or by proprietary software of-
fered by individual companies that produce the eye tracker 
being used (e.g., EyeLink DataViewer, Tobii Pro Lab, SMI 
BeGazeTM, etc.). These companies usually already define 
the output of their algorithms as blinks. Regardless of the 
chosen approach, we encourage researchers to report their 
blink definition algorithm and any relevant parameters 
that need to be set (e.g., including those applied to propri-
etary tools) in enough detail that others can replicate and 
conduct future meta- analyses.

Second, we suggest to identify outlier trials or par-
ticipants by the distributions of the measure of interest, 
that is, mean blink rates. For outlier trials, the individual 
Msubject ± 3 SD was a suitable cutoff. To define outlier par-
ticipants, we related their mean blink rate to the group 
mean. High- blinking participants can be detected by  
the criterion Msubject > Mgroup + 1 SD. In our data set, low- 
blinking subjects were not detected by Msubject < Mgroup 
− 1 SD (as in Nakano & Kitazawa,  2010), but rather by  
Msubject – 1 SD ≤ 0.

Third, we evaluated the consequences of removing 
trial and participant outliers for statistical results. The 
question is, whether less but cleaned data are preferable to 
more but noisier data. Some studies are silent about out-
liers (e.g., Aarts et al., 2012; Annerer- Walcher et al., 2018; 
Fukuda,  2001; Nomura et al.,  2015; Recarte et al.,  2008; 
Smilek et al., 2010; Veltman & Gaillard, 1996), indicating 
that outliers were not defined and rejected; other studies 
excluded them (Nakano et al.,  2009). In our three stud-
ies, about 21%– 38% of the data were defined as outliers, 
which is a big portion of the collected data to be rejected. 
Statistical tests on mean blink rates showed more con-
clusive results and had better power, when outliers were 
removed (e.g., Cohen's d in Table 2, Table S2). Similarly, 
in trial- based statistics such as mixed effects models, es-
timated effect sizes were slightly stronger when outliers 
were removed (Table  5). However, mixed effects models 
can take into account stimulus-  and participant- specific 
variance (e.g., high-  or low- blinking participants), and sta-
tistical results converged broadly for the data sets includ-
ing and excluding outliers. Including outliers increased 
the number of observations and allowed for models of 
higher complexity in some data sets (IB- fix, IB- free). As 
a rule of thumb, 1600 observations have been suggested 
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to have sufficient power in linear mixed effects models 
(Brysbaert & Stevens,  2018), which was reached only 
when outliers were included in our data.

Note that in the context of open science it has been 
suggested to explore the compatibility of results using 
different data sets derived from recorded measures (e.g., 
Steegen et al., 2016). Comparing analyses including or ex-
cluding outliers is an important contribution to such kind 
of multiverse analysis and might show diverging results 
questioning final conclusions (Verkoeijen et al.,  2018). 
However, in our case we found highly converging results 
including or excluding outliers: increased blink rates 
by music (Table  2) and musical absorption predicting 
blink count (Table  5). In addition, for the latter finding 
we provide results from different modeling accounts in 
the Supporting Information (Table S4). Results converge 
largely, speaking strongly for the reliability of the effect of 
absorption. We noted a few cases where outliers seemed to 
matter. When plotting blink durations across experimen-
tal sessions (Figure  2, and Figure  S2), histograms were 
clearly more homogeneous for the two sessions for dura-
tions <100 and >300 ms, when participant outliers were 
excluded, indicating that outlier blink durations are re-
lated to individual differences in mean blink rates. In ad-
dition, the periodicity in the dynamic blink signal seems 
to differ for high-blinking participants.

Fourth, blinks are rather rare events. As a result, trials 
with zero blinks occur. The instruction to inhibit blinking 
further promotes mean blink rates of zero. We evaluated 
how to treat such data with zero blink rates by different 
types of modeling accounts. Setting zero trials to NaN 
changes the blink rate distributions in a systematic and not 
desirable way. Setting zero to a small constant is possible 
but less elegant. Using models built for many zero cases, 
such as zero- inflated models, did not show significant 
fixed effects for the zero part of the model, indicating that 
these models were too complex. Therefore, we settled on 
applying simple mixed effects models to fit count data. For 
the spontaneous blink data, we arrived at an interesting 
observation. For these data, it was possible to fit random 
intercepts for the stimuli. The random intercept correlated 
with stimulus durations, and random intercepts for differ-
ent models correlated with each other. That is, there was a 
systematic difference of the number of blinks due to stim-
ulus duration, and this systematic difference was taken 
into account by the model structure.

The fact of many zero cases also has consequences for 
analyzing blink events as time series, for example, coding 
a blink onset as 1 in a vector representing the trial dura-
tion. The attentive researcher will notice that high cor-
relations between such time series are then driven by the 
zero- samples and not the measure of interest (blinks). 
However, dynamic effects are interesting, because they 

can reveal differences between conditions, without 
driving trial means apart (e.g., Huber et al.,  2023). We 
think future research exploring similarity in blink tim-
ing across participants would be highly interesting but 
would require much longer stimuli, and likely more 
participants or trials than in our studies, for appropri-
ate statistical power. For further discussion regarding 
the analysis of blink time series of our data, please see 
Supporting Information, Section 8.

Fifth, we observed a rather constant blink rate across 
the time of a trial with the exceptions of the start and end 
of music listening. At the beginning, the higher blink rate 
leveled out at about 10– 15 s after music onset, at the end, 
blink rate started to increase at about 5 s before the end of 
the musical pieces. The musical excerpts included com-
posed endings, making the end of the stimulus foresee-
able. Overall, the deviations are small, and the question 
might arise, whether the effect of music presence on mean 
blink rates can be attributed to those deviations at the be-
ginning and end. However, this is highly unlikely, as IB- 
free showed a clear effect of beginning, but no clear effect 
of music presence. But the deviations in the beginning and 
end for the music condition might have inflated the effect 
of music presence on mean blink rate. Final conclusions 
on the importance of dynamic changes for an overall ef-
fect on music presence require solid replication, including 
the same number of trials for the music and silent condi-
tion, as well as matched lengths of the stimulus durations.

Sixth, for future studies, our findings clearly suggest 
that the silence condition is a proper control condition 
to understand blink activity during music listening (see 
also Huber et al., 2022). Mean blink rates between music 
and silence are correlated, showing a systematic relation 
(Figure  4, first row). The temporal structure of blinking 
is periodic for both conditions (Figure  4, last row). In 
time series analyses, one potential control is to randomly 
scramble the series. But simply randomizing the time se-
ries would wash out the demonstrated periodicity, which 
would clearly not be suitable.

Finally, we want to point out that when interested 
in blink activity, measuring spontaneous blinking is 
most suitable. This argument is promoted by the mod-
eling results, showing the models of highest complexity 
(including random slopes and intercepts) fit for spon-
taneous but not inhibited blinking. However, there are 
certain conditions that require inhibition of blinking, 
for example, when recording EEG, blinking introduces 
artifacts. For such a setting it is reassuring that statisti-
cal results matched in our study broadly between inhibit 
and spontaneous blink conditions, at least for the mod-
els for absorption.

Nevertheless, our data indicate that instructions af-
fect blink activity. The instruction to inhibit blinking 
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decreased blink rates, and the additional instruction to 
fixate— that is to inhibit saccadic activity— decreased 
blink rates further (Table S2). For reflexive saccades, it 
has been shown that the instruction to inhibit physiolog-
ical activity diminished the startle eye- blink modulation 
(Verschuere et al., 2007). In another study, event- related 
potentials (ERPs) were compared between recordings 
differing by blink instructions (Ochoa & Polich, 2000). 
The instruction “not to blink” changed the amplitude 
and latency of the P300 (a positivity about 300 ms after 
event onset) in comparison with no instruction, but 
there was no effect on earlier ERP components. This dif-
ferential finding indicates that rather higher level than 
sensory processes were affected by blink inhibition. 
Related to this issue, it has been shown that visual de-
mands (e.g., visual search) decrease blink rates (Recarte 
et al.,  2008). That is, our instructions to inhibit blink-
ing and saccades likely reduced blink rates by further 
adding higher- level processes or demands to the listen-
ing task. It is important to note that researchers have to 
be sensitive for potential effects of instructions, and a 
systematic investigation on how to best reduce blinking 
without increasing cognitive demands would be highly 
desirable for researchers interested in saccade and pupil 
tracking.

To sum, we think that analyzing blink activity with 
video- based eye trackers can be useful to explore emo-
tional processes, and a variety of other questions. For 
example, blink activity is part of face- to- face commu-
nication (Hömke et al.,  2018) and plays a role in social 
communication, even across species (Tada et al.,  2013). 
Studies on blinking during music performance in con-
cert settings might uncover hidden connectivity between 
performers and audience. In addition, eye- blink activity 
is related to concurrent simple motor processes, such 
as voluntary tapping (Cong Khac et al.,  2010), or facial 
motor activity during speaking (Brych et al., 2021; but see 
Brych et al., 2020). As music can induce the urge to move 
(Madison, 2006; Stupacher et al., 2016), it seems obvious 
for music to affect blink activity. We measured this urge 
to move by asking for groove in SB- fix. Even though our 
results did not support this conclusion, further studies 
measuring groove in a more elaborated way, and over 
longer time periods, might be needed to shed light on this 
issue. Importantly, recording blinks is a non- intrusive 
measure, which can be covertly recorded via camera- 
based methods. Then, blink activity is less influenced by 
participants' intentions than more subjective measures, 
such as evaluations, or more obtrusive measures. Hence, 
it seems highly desirable to increase the amount of blink 
research. For researchers mainly interested in saccadic 
activity or fixations, eye- blinks as a dependent variable 
come for free (but at the expense of a disturbed pupil 

signal) and might reveal interesting findings. Therefore, 
we highly encourage researchers to analyze blink data 
and contribute to a better understanding of blink activity.
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