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Abstract

This thesis focuses on studying the K-shell dielectronic recombination (DR) of highly charged
oxygen ions using the PolarX electron beam ion trap. The aim is to measure absolute di-
electronic resonance strengths. The x-ray spectrum was recorded for different electron beam
energies, trap depths, and beam currents. The charge state distribution was also measured for
each parameter combination using the ion extraction system. To determine the electron and
ion space charge, we observed the apparent shift of the resonance energies with the electron
beam current and trap depth. This helped us find the compensation factor for the negative
space charge of the electron beam by the positive ion space charge. We used these values
to infer the DR resonance energies, electron beam radius, and electron current density. We
determined the absolute number of trapped ions by using the compensation factor, along
with an independent measurement with a Faraday cup setup. We also estimated the overlap
between the ion cloud and the electron beam using the space-charge-based electron beam
radius and gyromagnetic radius of the trapped ions. Using these inferred parameters with the
fitted X-ray line intensities, we determined the DR resonance strengths for selected resonances
and compared them to distorted wave calculations using the FLEXIBLE ATOMIC CODE. The
accurate measurements of the DR strengths are of interest to test atomic theory and beneficial
for modeling of astrophysical and laboratory hot plasmas.

Zusammenfassung

Diese Arbeit befasst sich mit der Untersuchung der dielektronischen Rekombination (DR) in der
K-Schale von hochgeladenen Sauerstoffionen unter Verwendung der PolarX-Elektronenstrahl-
Ionenfalle. Ziel ist es, absolute dielektronische Resonanzstärken zu messen. Das Röntgen-
spektrum wurde für verschiedene Elektronenstrahl-Energien, Fallentiefen und Strahlströme
aufgenommen. Auch die Ladungszustandsverteilung wurde für jede Parameterkombination
mit dem Ionenextraktionssystem gemessen. Um die Elektronen- und Ionenraumladung zu
bestimmen, beobachteten wir die scheinbare Verschiebung der Resonanzenergien mit dem
Elektronenstrahlstrom und der Fallentiefe. Auf diese Weise konnten wir den Kompensations-
faktor für die negative Raumladung des Elektronenstrahls durch die positive Raumladung der
Ionen ermitteln. Aus diesen Werten konnten wir die DR-Resonanzenergien, den Elektronen-
strahlradius und die Elektronenstromdichte ableiten. Die absolute Anzahl der gefangenen
Ionen wurde mit Hilfe des Kompensationsfaktors und einer unabhängigen Messung mit einem
Faraday-Cup-Setup bestimmt. Außerdem schätzten wir den Überlapp zwischen der Ionenwolke
und dem Elektronenstrahl anhand des auf der Raumladung basierenden Elektronenstrahlra-
dius und des gyromagnetischen Radius der Ionen ab. Unter Verwendung dieser abgeleiteten
Parameter und der Röntgenlinienintensitäten berechneten wir die DR-Resonanzstärken für
ausgewählte Resonanzen und verglichen diese mit Berechnungen basierend auf distorted wave
calculations mit dem FLEXIBLE ATOMIC CODE. Die genauen Messungen der DR-Stärken sind
von Interesse, um die Atomtheorie zu testen und für die Modellierung von astrophysikalischen
und im Labor erzeugten heißen Plasmen nützlich.
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1 Introduction

More than 90% of the universe is made out of plasma which is often called the fourth state of
matter [1]. Plasma is an ionised gas that consists of electrons, atoms, ions and molecules, often
containing a significant fraction of highly charged ions that dominate the emission lines at very
high temperatures.

Highly charged ions (HCI) have been stripped of a significant amount of their electrons
and therefore showcase extreme properties compared to weakly charged ions. They constitute
a vital interface between atomic physics, plasma physics and astrophysics as they play an
essential role in our understanding of the processes involved in laboratory and astrophysical
plasma. Due to the decreased shielding of the nuclear charge Z and the consequent change in
the energetic levels of the electrons, optical transitions in neutral atoms and weakly charged
ions are shifted to the x-ray regime in HCIs [2]. Since each atom can exist in Z different ionised
states, HCIs account for a vast number of characteristic spectral lines. This renders them highly
interesting objects for spectroscopy which is concerned with the interaction of light and matter.

The brightest x-ray source seen on earth is the sun [3] and its nature has been an object
of fascination for millennia. An important milestone in our understanding of the sun was
the observation of dark lines in the solar spectrum in 1802 by William Hyde Wollaston [4]
and independently by Joseph Fraunhofer in 1814 [5]. The explanations for these lines was
discovered fifty years later in 1860 by Gustav Robert Kirchhoff and Robert Bunsen. Each
element shows a characteristic line spectrum and the so called Fraunhofer lines in the solar
spectrum were identified as characteristic absorption lines of elements that exist in natural
abundance on earth [6]. With this realisation it is possible to determine the composition of any
cosmic object if the spectral pattern is familiar to the observer, providing a powerful tool to
astrophysicists whose knowledge of the universe is mostly based on radiation spectra. However,
not all solar lines could be explained with the elemental spectra observed on earth. Though the
emission lines of HCIs were already observed in laboratory vacuum spark experiments in the
mid nineteen-thirties, they were believed to be rare in nature [7]. This changed in 1942, when
Bengt Edlén identified the origin of absorption lines in the solar spectrum as Fe13+ and marked
the beginning of astrophysical spectroscopy of HCIs [8].

HCI spectroscopy is a powerful diagnostic tool for characterising laboratory and astrophysical
plasmas. The emission lines entail information about parameters of the plasma such as the
charge state distribution, electron and ion density, dynamics, energy balance and temperature
distribution. The velocity of the plasma can be determined from the Doppler shift and the
consequent broadening of the line width, whilst the line intensities depend e. g. on the number
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Chapter 1. Introduction

of ions present in the plasma, the charge state distribution and the temperature [1]. These
physical relations can be put into a theoretical model to describe the plasma based on different
characteristic parameters and infer the observable quantities. This model can then be compared
to the experimental measurements to deduce the properties of the plasma and benchmark the
theoretical assumptions. A detailed knowledge of the ion spectrum is therefore essential.

Since x-ray radiation is efficiently absorbed in the earths atmosphere [9], physicists had to
rely on spacecraft-based observations to investigate the cosmic x-rays [10, 11]. The invention
of more powerful ion sources made it possible to examine the x-ray radiation of HCIs under
laboratory conditions to benchmark the wealth of data those satellites acquired. One of those
ion sources, the electron beam ion trap (EBIT), proved to be of particular use for spectroscopic
studies. They facilitate a relatively simple and efficient way to produce and store HCIs for long
times. Ions are sequentially ionised by an electron beam of high current density and confined by
the space charge of the beam itself and additionally by a set of electrodes. With these devices, it
has been possible to produce charge states up to bare uranium ions [12]. The parameters inside
the EBIT can be accurately adjusted, allowing for the controlled production of the desired
charge states. The ions can either be studied directly inside the EBIT as they radiate as a result
of the interaction with the electron beam and other ions or be extracted for further experiments.

One important electron-ion interaction which can be observed in the emitted spectrum is
the dielectronic recombination (DR). In this resonant two-step process, an electron from the
continuum is first captured into an excited state and a bound electron is excited with the freed
energy. In a second step, one of the excited electrons decays radiatively to a lower state by
emitting a photon of characteristic energy. In 1964, Alan Burgess first realised the importance
of the DR process for HCIs in the solar corona at sufficiently high temperatures [13]. As the
DR process occurs resonantly, it plays a key role for the charge state distribution, the population
of excited states, the photon scattering and the cooling effects due to radiative losses [1, 14–17].
A good understanding of the DR process hence plays an important role in the experimental
diagnostic and theoretical modeling of plasma. For this, however, a precise knowledge of the
resonance energies and strengths is crucial.

The dielectronic resonances of oxygen are of special interest to the astrophysical commu-
nity. Oxygen is the third-most abundant element in the universe as it is synthesised at the
end of the helium fusion of massive stars and then scattered by SNeII supernova explosions
[18]. Thus, it is an important constituent of the interstellar medium and a vital puzzle piece in
understanding the physical processes in the cosmos. In the sun, it accounts for roughly 1% of
the total mass and can be especially observed in the solar corona and winds [19].

The aim of this thesis is to measure the absolute resonance strengths of the dielectronic
recombination in highly charged oxygen ions. The advantage of providing such absolute values
is that they do not rely on theoretical data and thus constitute an independent determination of
the resonance strengths that can be compared with the theory. This is something that has not
been achieved before for highly charged ions.
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In chapter 2, the properties of highly charged ions, the theory behind the charge changing pro-
cesses occuring in an EBIT and the interaction of the electron beam with the trapped ion cloud
are outlined. The experimental set-up of the EBIT and the measurement scheme employed
to extract the absolute resonance strengths are presented in chapter 3. The total ion charge in
the trap is estimated in chapter 4 and the charge states in the trap are identified. Furthermore,
the ion and electron space charge are calculated from the DR resonance energies, the charge
state distribution inside the trap is determined and the electron current density, the number of
ions and the overlap factor are estimated. In a last step, those quantities together with the fitted
intensity of the observed dielectronic resonances are used to calculate the absolute resonance
strengths. In the last chapter 5, the results are summarised and an outlook is provided.
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2 Theoretical Background

In order to gain a better understanding of the physical processes in an Electron Beam Ion
Trap (EBIT), this chapter will cover an introduction to highly charged ions and the main
charge changing processes observed in the experiment. The basic principle of an EBIT will be
discussed with a focus on the physics of the electron beam, the ion cloud and time-of-flight
measurements. This chapter is oriented on [2] and [20].

2.1 Highly charged ions

Highly charges ions (HCI) are atoms that were stripped of a large number of electrons. When
electrons are removed from the atom, the screening effect of the nuclear charge Z decreases,
leading to a higher effective nuclear charge Zeff as seen by the electrons. The electrons closest
to the nucleus experience the highest effective charge. Since the Coulomb potential is propor-
tional to Z2

eff, the electron cloud is more tightly bound as the effective charge increases and
the electronic wave functions in HCIs are highly compressed. The size of the ions therefore
decreases, forming compact objects. Due to this Coulomb scaling, the ionisation energies grow
rapidly with increasing charge. For hydrogen-like ions, the ionisation energy is proportional to
Z2.

The energetic levels of the electrons in the ion move further apart as the charge increases,
shifting the wavelengths of photons emitted via electronic transitions into the x-ray regime.
The separation of energetic levels with different principle quantum number n is mainly given
by the Coulomb potential and the photon energies for these transitions thus scale with Z2

eff.
For transitions with the same principle quantum number but different fine structure levels, the
photon energies scale more strongly with Z4

eff, whereas transitions between the hyperfine levels
scale with Z3

eff. In an external magnetic field, the energetic levels of the electrons shift due to
the Zeeman effect, whilst the Stark effect shifts them if external electric fields are present. Both
effects decrease with higher effective nuclear charge Zeff. The ion is therefore less susceptible to
external influences, whilst the photon energies are shifted to much higher energies, rendering it
a highly interesting object for spectroscopy e. g. proposed x-ray frequency combs and quantum
computing [21, 22].

In addition, some familiar quantum mechanical selection rules for transitions inside the ion are
less restrictive in HCIs due to a change in the coupling schemes of the electrons. Transitions
that would normally be forbidden or suppressed can now be much stronger.
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Chapter 2. Theoretical Background

2.2 Charge state distribution

The charge state distribution observed during the experiment is determined by the ionisation,
recombination, charge exchange processes taking place inside the EBIT, as well as the escape
rate of the ions. The HCIs inside the EBIT are mainly produced by sequential electron impact
ionisation as a result of the interaction with the electron beam. Whilst the ions are confined
inside the EBIT, they can also recombine to lower charge states. The primary processes involved
are radiative recombination and dielectronic recombination. A schematic depiction of both
process can be seen in Figure 2.1. Since photoionisation depends strongly on the number of
photons present, it is negligible for EBIT applications without the use of an additional light
source.

2.2.1 Electron impact ionisation

Electron impact ionisation (EII) encompasses the removal of a bound electron upon interaction
of the ion with a free electron. The process can only occur if the kinetic energy of the free
electron is higher than the binding energy of the least tightly bound electron. The binding
energy of the most weakly bound electron hence constitutes a threshold for electron impact
ionisation and the highest charge state that can be achieved inside the EBIT is thus limited by
the electron beam energy. The cross section of this process is a function of the beam energy
that is zero at the threshold and rises to a peak value at an energy of about two to three times
the electron ionisation potential. It decreases with increasing charge q of the ion [20]. The
process can be described by

Aq++ e− → A(q+1)++2e−. (2.1)

2.2.2 Radiative recombination

Radiative recombination (RR) is the inverse process to photoionisation. An ion captures an
electron from the continuum to a bound state whilst simultaneously emitting a photon with the
energy h̄ω as summarised by

Aq++ e− → A(q−1)++ h̄ω. (2.2)

The photon energy Eγ is given as a result of energy conservation by

Eγ = Ekin −Eb, (2.3)

where Ekin is the kinetic energy of the free electron and Eb the binding energy of the state after
the recombination.
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2.2. Charge state distribution

Figure 2.1: Schematic overview of the KLL dielectronic recombination (left) and radiative
recombination (right). Left: 1) An electron from the continuum is resonantly captured into a
bound state in the L shell, exciting a bound electron from the K shell into the L shell with the
freed energy. The excitation energy matches the energy released by the capture. 2) The excited
state decays radiatively, emitting a photon of characteristic energy. Right: A free electron is
captured non-resonantly. The released energy is emitted as a photon. Figure adapted from [23]

2.2.3 Dielectronic recombination

Dielectronic recombination (DR) is a resonant two-step process and the inverse process to the
Auger-Meitner effect. In the DR process, a photon of the energy h̄ω is radiated which can be
described by

Aq++ e− →
(
A(q−1)+)∗∗ → A(q−1)++ h̄ω. (2.4)

In a first step, an electron from the continuum is captured into an excited state and the energy
released during the capture is transferred to another bound electron, exciting it to a higher
energy level. The ion enters a doubly excited state. Due to the discrete energy levels of the ion,
this is a resonant process with the kinetic energy of the free electron Ekin being determined by

Ekin =∆E −Eb, (2.5)

where ∆E is the excitation energy of the bound electron and Eb the binding energy of the
captured state. In a second step, the excited ion decays radiatively. One of the excited electrons
decays to a lower state and emits a photon equal to the excitation energy. Since the DR process
is possible for many different energy levels, the naming convention includes the principle
quantum number. For instance, the KLM resonance involves a free electron being captured into
the M-shell and an electron from the K-shell being excited to the L-shell.
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Chapter 2. Theoretical Background

Resonance strength

The resonance strength S for a DR line with a cross section σ is defined as

S =

∫ ∞

0
σ(E)dE, (2.6)

where E is the electron beam energy [24]. Due to the unidirectional electron beam, the resonant
capture of an electron in the DR process leads to a nonstatistical occupation of the magnetic
sublevels. The photon emitted in the consequent radiative decay is polarized and the emission
is hence anisotropic. Since the photon detectors are mounted perpendicular to the electron
beam axis, the polarization effect has to be taken into account and the calculated resonance
strengths are only valid at a 90° angle. The resonance strength S4π which is averaged over the
solid angle 4π is given by

S4π = S90° ·
3−P

3
, (2.7)

where S90° is the resonance strength at 90° relative to the beam axis and P the polarization [25].

2.3 Electron Beam Ion Trap

Electron Beam Ion Traps (EBIT) are used to breed and trap HCIs. A schematic overview
of the fundamental principle can be seen in Figure 2.2. The most important elements of an
EBIT are the electron gun, the collector and the drift tubes which are formed by an assembly
of cylindrical electrodes. These components are arranged along the electron beam axis with
the drift tubes in the trap center being surrounded by magnets. Electrons are accelerated by
the difference between the voltages applied to the electron gun and the drift tubes. In the
trap center, the electron beam sequentially ionises the atoms by electron impact ionisation
and simultaneously trap the produced ions radially with its negative space charge. In order
to increase the current density and consequently the production rate of the ions, the electron
beam is magnetically compressed along the beam axis with the maximum compression being
reached in the trap center. Axially, the ions are trapped by a negative bias to the central drift
tube with respect to both adjacent drift tubes, forming a potential well. After passing the drift
tubes, the electron beam is decelerated and dumped at the collector. The stored ions can be
ejected from the EBIT by inverting the axial trapping potential and extracted by subsequent ion
optical elements for use in further experiments.

2.3.1 Electron beam

Interactions between the free electrons from the electron beam and the ions inside the ion
cloud can only take place in the regions where they overlap. The electron beam size therefore
constitutes an important parameter for the experiment. Under the assumption of an electron gas
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2.3. Electron Beam Ion Trap

Figure 2.2: Principle of an electron beam ion trap. Electrons are emitted by the cathode and
electrostatically accelerated towards the central drift tube. The electron beam is compressed by
the magnetic field to reach its highest current density in the trap center where the ion cloud
is formed through sequential electron impact ionisation. Axially, the ions are confined by the
potential well resulting from the drift tube voltages. Radial confinement is accomplished by the
negative electron beam space charge. The electron beam expands with the decreasing magnetic
field and is dumped on the collector. Figure adapted from [26]

that is emitted in a laminar flow with zero temperature and at zero magnetic field, the Brillouin
radius rB describes the size of an electron beam that is compressed by a magnetic field B

rB =

√
2meI

πϵ0veeB2 , (2.8)

where me is the electron mass, e the elementary charge, ϵ0 the vacuum electric permittivity,
ve the electron velocity and I the current of the electron beam [27]. However, the electrons
are emitted thermionically at a cathode temperature Tc, the electron beam is not laminar and
the magnetic field at the cathode Bc cannot be assumed to be zero. Consequently, the beam
size increases and the resulting beam can be described by the Herrmann radius rH which is
predicted to contain 80% of the electron beam.

rH = rB

√√√√1
2
+

1
2

√
1+4

(
8kBTcr2

cme

e2r4
BB2 +

B2
cr4

c

B2r4
B

)
(2.9)

kB is the Boltzmann constant and rc the diameter of the cathode [28]. The ions are trapped
radially by the space charge potential Φe of the electron beam which can be expressed by

Φe(r ≤ re) =
I

4πϵ0ve

[(
r
re

)2

+ ln
(

re

rdt

)2

−1

]
(2.10)

Φe(r ≥ re) =
I

2πϵ0ve
ln
(

r
rdt

)
, (2.11)

where rdt represents the inner radius of the drift tubes and re the electron beam radius. It was
derived by solving the Poisson equation [29]. Since the electron velocity ve is in the relativistic
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Chapter 2. Theoretical Background

regime, it is calculated by rearranging the formula of the relativistic kinetic energy Ekin to

ve = c ·

√
1−

(
mec2

Ekin +mec2

)2

(2.12)

with the speed of light c. Different models for the electron density distribution exist. In general,
the radial distribution of the electron beam is assumed to be of Gaussian shape. The average
current density je of the electron beam is given by

je =
I
πr2

e
. (2.13)

The energy spread of the electron beam is very small compared to the energy itself and the
beam is therefore quasi-monoenergetic. Since the ions are confined at the position of DT4,
the accelerating potential of the EBIT is in first approximation given by the difference of the
cathode potential Φcath to the potential of DT4 ΦDT4. However, the potential difference has to
be corrected for the space charge contribution of the electron beam Φe and the ion cloud Φi

as well as for the work function of the cathode Wcath and DT4 WDT4. The space charge of the
electron beam is partially compensated by the space charge of the ion cloud. This results in a
beam energy of

Ebeam = e(ΦDT4 −Φcath +Φi −Φe −WDT4 +Wcath). (2.14)

Due to the effective beam energy differing from the nominal beam energy given by the voltages
applied to the cathode and DT4, the DR resonance energies seem to be shifted when the space
charge changes.

2.3.2 Ion cloud

The ion cloud consists of many different charge states of various elements whose populations
are constantly changed by ionisation, recombination and escape to form an equilibrium charge
state distribution. In addition to the injected elements, the residual gas inside the EBIT gets
ionised and trapped. Due to the ion-ion collisions happening on shorter time scales than charge
changing processes, the energy is assumed to be distributed thermally among a specific charge
state qi and each charge state is therefore associated with a specific temperature Ti. The ion
temperature tends to increase with the charge state and can be approximated in a closed trap by

kBTi ≈
qiVT

5
(2.15)

with the trap depth VT [20]. The ion temperature also influences the spacial distribution of the
ions which can be assumed to follow a Boltzmann distribution

ni(r) = ni(0)exp
(
−eqiΦ(r)

kBTi

)
, (2.16)
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2.4. Time-of-flight measurements

where ni(r) is the ion density at a radial distance r from the trap axis, ni(0) the density on the
beam axis and Φ(r) the total electrostatic potential at a distance r [20].

Electron beam heating is the major source of heating inside the EBIT and has the strongest
effect on higher charge states. Ions are heated due to long-range Coulomb collisions with
electrons from the beam. The main source of cooling is evaporative cooling. Ions that are
sufficiently energetic escape from the trap. This process is more likely for lower charge states
that are less tightly bound by the trap potential. Since the total temperature of the ions is
lowered by evaporative cooling, ion trapping is improved. In some experiments light gases
are specifically injected for this reason. The kinetic energy of the ions is assumed to follow
a Maxwell-Boltzmann distribution. As the trap gets shallower, energetic ions from the tail
of the distribution can escape the trap. However, due to the high rate of ion-ion collision,
the ion cloud quickly regains equilibrium. Since the most energetic ions have left the trap,
the ion temperature is reduced and the Maxwell-Boltzmann distribution adjusts to the lower
temperature and gets narrower. This process leads to a differential equation for the rate of
escape for ions with charge qi

dNqi

dt
=−Nqiνi

(
exp(−ωi)

ωi
−
√
ωi
(
erf(ωi)−1

))
(2.17)

with

ωi =
qiVT

kBTi
. (2.18)

Nqi is the number of ions with charge qi and νi the coulomb collision rate with other ions [30].

2.4 Time-of-flight measurements

The different charge-to-mass ratios q/m of the confined ions can be identified by a time-of-flight
measurement. With these ratios the relative abundance of elements and charge states inside
the trap can be reconstructed. The ions are ejected from the trap by an acceleration potential
Uacc, traverse a length L and reach a detector that is capable of time resolved measurements as
shown in Figure 2.3. Assuming the motion of the ions in the trap to be negligible compared to
the velocity acquired by the kick, the kinetic energy of the ions after leaving the trap is

Ekin = qUacc. (2.19)

The velocity vi of the ions is in the non-relativistic regime and the kinetic energy can therefore
be set equal to

Ekin =
1
2

mv2
i , (2.20)
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resulting in

vi =

√
2Uacc

q
m

(2.21)

⇒ tToF =
L
vi
=

L√
2Uacc

1√ q
m

(2.22)

with tToF being the measured time from acceleration to detection. L/
√

2Uacc can be assumed to
be approximately constant for all ions since it depends on the parameters of the EBIT [31].

Figure 2.3: Principle of a time-of-flight measurement. The ion cloud is accelerated towards
the detector and the ions with different q/m ratio separate over the duration of the flight due to
their varying velocities. Figure adapted from [32]
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3 Experimental setup of the
PolarX-EBIT

In this chapter, the working principle of an EBIT will be discussed in more detail by presenting
the PolarX-EBIT that was used in this work. In addition, the measurement schemes conceived
to obtain absolute DR resonance strengths will be outlined.

3.1 PolarX-EBIT

The PolarX-EBIT is a Heidelberg compact electron beam ion trap (HC-EBIT). A schematic
depiction can be seen in Figure 3.1. Since the HC-EBITs are operated at room temperature
and employ permanent magnets, they are much smaller than conventional EBITs, cost less to
construct and are easier to maintain, operate and transport. The HC-EBITs are able to produce
hydrogen-like ions up to iron and helium-like and lithium-like ions up to xenon. Electron beam
currents of up to 80 mA and beam energies of up to 10 keV can be reached. The PolarX-EBIT
has a differentially pumped gas injection system. However, the measurements were performed
with the residual gas in the trap and the injection system was not utilised in this work. With its
off-axis electron gun and the resulting optical access along the beam axis, the PolarX-EBIT
was specifically designed for operation at synchrotron and FEL facilities [33].

3.2 Magnetic structure

The magnetic field required for the electron beam compression is provided by a structure
of cylindrical permanent neodymium (NbFeB) magnets. The magnets are stacked and fixed
between magnetic steel parts to achieve a magnetic field of up to 0.86 T in the trap center as
shown in Figure 3.2. Four soft-iron rods and two soft-iron pole pieces form the yoke of the
structure. The latter concentrate the magnetic field in the trap center. The whole structure is
axially symmetric at the trap center and has a discrete four fold rotational symmetry around
the beam axis, resulting in a nearly rotationally symmetric magnetic field. In order to achieve
maximal beam compression in the trap center, the magnetic field is optimised to have a flux
density close to zero at the cathode position and its maximal flux density in the center of the
trap. Furthermore, the magnetic field is sufficiently high along the beam axis to allow for a
good electron beam transport. A measurement of the magnetic field for the VAUQSI HC-EBIT
is shown in Figure 3.3. The magnetic structure is identical to the structure of the PolarX-EBIT.
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Chapter 3. Experimental setup of the PolarX-EBIT

Figure 3.1: Overview of the PolarX-EBIT. At the trap center, the photons are detected with a
silicon drift detector. Ions can be ejected from the trap, deflected by the electrostatic bender
and dumped onto the channeltron for a time-of-flight measurement. An external photon beam
can be overlapped with the electron beam along the beam axis. Figure adapted from [32]

Figure 3.2: Magnetic structure. Left: Simulated absolute magnetic flux density on the surface
of the magnetic structure. Stacked permanent magnets (green) create the magnetic field, whilst
soft-iron rods (yellow) and soft-iron pole pieces (red) guide and concentrate the field in the
trap center, reaching a flux density of up to 0.86T. Figure adapted from [33]. Right: Magnetic
structure of the PolarX-EBIT. The permanent magnets are located inside the red cartridges.
Figure adapted from [26]

The central cube that surrounds the drift tubes has four radial ports, one for pumping, one for
gas injection and two for optical access. The ports for optical access provide a large solid angle
that leads to a high photon count rate on the mounted detectors.
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3.3. Electron gun

To achieve the highest charge states and reduce the contamination inside the trap, the EBIT is
pumped in three stages, the first including four turbo molecular pumps (TMP) for the different
regions of the EBIT that are connected to another TMP in the second stage. In the third stage,
the intermediate TMP is backed by a scroll pump. With this pumping system, ultra high vacuum
conditions with a pressure in the 10−9 mbar-regime can be reached [33].

Figure 3.3: Measured magnetic flux density of the VAUQSI-EBIT which has an identical design
to the PolarX-EBIT. The measurement was performed using a Hall sensor. Left: Magnetic
flux density along the beam axis with a maximal density of (847.9±2.1)mT. The Hall sensor
was moved strictly inwards (black) and outwards (red) to observe the hysteresis of the probe.
Right: Magnetic flux density perpendicular to the beam axis with a maximum density of
(884.0±4.5)mT and a density of (851.7±4.3)mT in the trap center.

3.3 Electron gun

The electron gun supplies the free electrons for the beam and is depicted in Figure 3.4. It
consists of the cathode, the focus electrode and the anode that are separated by electrically
isolating alumina-ceramic rods. In order to achieve the highest possible overlap between the
ion cloud and an incoming photon beam, the gun is designed as an off-axis electron gun so that
the photon beam can freely pass through the EBIT along the beam axis. The electron gun is
structured so that it is open for pumping and its position can be optimised using an XYZ-axis
manipulator. It can reach current emission densities of up to 10 A

cm2 .

The electrons are emitted by a thermionic dispenser cathode made out of a porous tung-
sten matrix that is impregnated with barium. Over time, barium evaporates from the surface of
the cathode due to the high temperatures involved. This loss is then replenished by the barium
stored inside the tungsten matrix through diffusion, allowing for a stable beam operation.
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Chapter 3. Experimental setup of the PolarX-EBIT

Because of its low work function of approximately 2 eV, the cathode can be operated at a
lower temperatures of circa 1300 K which allows for a better compression of the electron beam
according to the Herrmann radius in equation 2.9. In the off-axis electron gun, the cathode is
tilted by 22° with respect to the horizontal plane.

The focus electrode is employed to compensate for distortions of the potential, improve
the beam transport and control the emission current together with the copper anode. It is manu-
factured out of molybdenum to resist the high cathode temperature. Due to the magnetic field,
the electron trajectories are bent sideways according to the Lorentz force when the electrons are
steered onto the beam axis. To correct for this effect, the focus electrode is vertically separated
into two independent electrodes.

The copper anode is used for beam steering and to regulate the emission current. Since
the cathode emits the electrons off-axis, the beam has to be deflected back onto the beam axis.
For this, the anode is split into two electrodes at a 35° angle with respect to the horizontal plane.
Separate voltages can be applied to both electrodes. The rear anode defines the extraction
potential, whilst the front anode is utilised for beam steering [33].

Figure 3.4: Off-axis electron gun. Left: Schematic cross section of the electron gun. Due to
the angled cathode, the photon beam can freely pass through the structure. The anode is split
at 35° with respect to the horizontal plane. It bends the electrons onto the beam axis, whilst
the vertically split focus electrode corrects for the deflection due to the Lorentz force. Figure
adapted from [33]. Right: Electron gun of the SQS-EBIT that is identical in design.

3.4 Drift tubes

By applying voltages to the drift tubes, the electrons are accelerated to the trap center and the
ions are confined in the center of the EBIT. The drift tubes are cylindrical electrodes in the
center of the trap that are made out of a titanium alloy and fixed on alumina-ceramic rods for
precise spacing and electrical insulation as seen in Figure 3.5. The effective trap length of DT4
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3.5. Collector

amounts to 22 mm, whilst the inner diameter is 5 mm. To gain optical access to the trap, DT4
has four cut-outs of 16 mm length and 2.5 mm width that are covered with a stainless-steel
mesh to reduce fringe effects. The cut-outs permit a large opening angle of 58° to observe
photon emission from the trap.

After leaving the electron gun, the beam is fed into the drift tube assembly by a trumpet-
shaped entrance. Individual voltages can be applied to each drift tube. In the PolarX-EBIT,
DT3 and DT5 that constitute the walls of the potential well are synchronised to form a symmet-
ric trap. The drift tubes DT1 and DT2 are used to refocus the beam. DT3 to DT5 confine the
ions axially. DT6 is grounded in the PolarX-EBIT. The whole drift tube assembly is positively
biased in order to accelerate the electron beam. The trap can be inverted to extract the trapped
ions by applying a fast high voltage potential to DT4 with a BEHLKE switch.

Since the drift tubes are located in close proximity to each other, the assembly is subjected to
electrostatic reach-through effects due to which the effective potentials of the drift tubes depend
on each other. Changing the trap depth via the voltages applied to DT3 and DT5 influences the
potential of the central drift tube DT4 which in turn affects the beam energy. These effects can
however be corrected for in the data analysis [26, 33, 34].

Figure 3.5: Drift tubes of the VAUQSI-EBIT that are identical in design to the ones installed
in the PolarX-EBIT. The six titanium alloy drift tubes are fixed by alumina-ceramic rods and
held into place by the two outer rings. The voltage of each drift tube can be set independently.

3.5 Collector

Before reaching the collector, the electrons pass a region at ground potential and are decelerated.
The collector itself is on a ground potential and thus biased positively with respect to the cathode
so that the electrons can reach it. At the collector, the magnetic field is much weaker than in
the trap center, so that the force that compresses the electron beam decreases and the beam
expands until the electrons impinge on the surface of the collector. Since the electron beam
energy is deposited at the collector, it consists of copper and is water cooled. The deposited
electron current can be measured to extract the transmission of the electron beam current[33].
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3.6 Extraction

Two extraction electrodes are situated behind the collector that are negatively biased with
respect to the cathode. This stops the electrons from hitting the walls of the machine, worsening
the vacuum, producing dangerous radiation or damaging equipment downstream. The extraction
electrodes can be employed to refocus the ejected ions. Behind the extraction electrodes, the
ions reach the bender that consists of a curved inner and outer electrode. Voltages are applied
to these components in order to bend the ion trajectory electrostatically at a 90° angle. Behind
the bender, a Sikler lense refocusses the ion beam before it arrives at the channeltron [26, 33].

3.7 Detectors

The ions are detected at the end of the extraction beamline by a channeltron. When a particle
impinges on the channeltron, secondary electrons are emitted from the surface material. These
are accelerated towards the read-out electronics by a voltage applied across the channeltron.
On their way, the secondary electrons impinge again on the surface and emit more electrons
which results in an electron shower. The strongly amplified electron signal can be measured.

The photon emission of the ion cloud is detected by a silicon drift detector (SDD) that is
mounted at one of the trap ports. Photons that reach the detector deposit their energy on the
surface which results in the creation of electron-hole pairs in the high purity silicon material.
The produced electron charge is proportional to the photon energy. A transversal electrical
field is applied to the material and the charges drift towards a collection electrode. The built-in
beryllium window was removed to allow for a shorter distance to the trap center and hence a
larger solid angle and higher photon count. To block low energetic UV and visible light from
saturating the detector, an aluminium filter of 500 nm thickness is mounted in front of the SDD.
The signal from the detectors is processed by 13 bit analog-to-digital converters that have an
input range of 0 to 10 V. The data acquisition is performed with the MPA4 system by FAST
ComTec using the corresponding MPANT software to control the acquisition and display the
data. The MPA4 system is a multiparameter multichannel analyzer that can register single
events and events in coincidence. In addition, the data acquisition can be triggered by a single
registered event [26, 32].

3.8 Measurement scheme

In order to determine the absolute resonance strengths, the number of ions, electron current
density, line intensity and charge state distribution need to be known. For this, the electron and
ion space charge have to be estimated which can be inferred from the x-ray spectrum that was
recorded as a function of the trap depth and electron beam current. The DR resonances were
recorded by varying the beam energy whilst keeping the trap depth and beam current constant.
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3.8. Measurement scheme

As a first step, the ion charge was estimated with the bender serving as a Faraday cup. Then,
the time-of-flight of the ions was recorded for various ramp times and trap depths. Both
measurements were controlled by the DR server to operate the EBIT. Finally, the photon signal
in the trap center and the time-of-flight signal were recorded for various electron beam currents,
trap depths and electron beam energies to scan the DR resonances.

In the following, negative trap depths constitute a lower voltage on the central DT than
the surrounding ones, whereas positive trap depths denote an inverted trap.

3.8.1 DR Server

The DR Server is a program that allows to control the charge trapping and breeding process
inside the EBIT with a graphical interface. Function generators are programmed according
to the parameters set on the interface, facilitating a straightforward application of the EBIT
for simple measurements. The kick duration, ramp time, trap depth, lowest and highest en-
ergy of the scanning phase can be specified. The measurement scheme can be seen in Figure 3.6.

The cathode is set to a fixed voltage. DT3, DT4 and DT5 are biased together with a tri-
angular wave function that continuously ramps up and down the specified energy range as seen
in the blue and red line in Figure 3.6. The ramp time specifies the period of the triangular wave
function. DT3 and DT5 are additionally biased with the trap depth as seen in the offset in the
figure. The ions are kicked out of the trap at the end of the ramp time (green) by triggering the
fast switch BEHLKE for a specified kick duration which additionally biases DT4 with a high
voltage, inverting the trap.

3.8.2 Estimating the ion charge with the bender

As an independent measurement of the absolute ion charge, the outer bender can be used as an
improvised Faraday cup. For this, an oscilloscope is connected to the outer bender with a short
cable in order to keep the parasitic capacitance low. The inner bender was first set to ground.
However, as the outer bender has a cut-out on the beam axis for the photon beam, some of
the ions traversed the bender without hitting it. To offset this problem, a positive voltage was
applied to the inner bender to deflect the particle trajectories until the signal from the outer
bender reached maximal saturation. This was achieved at a voltage of 400 V. The measurements
were controlled with the DR Server and performed for various ramp times and trap depths.
The kick duration was set to 400 ns and electron beam energy to 800 eV. The signal from the
oscilloscope was read out 11 times and the average of these measurement was recorded.
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Chapter 3. Experimental setup of the PolarX-EBIT

Figure 3.6: Measurement scheme of the DR server. The voltage signal is ramped up and down
for DT3, DT4 and DT5. DT3 and DT5 are additionally biased by the trap depth. At the end of
the ramp time, the ions are kicked out of the trap.

3.8.3 Time-of-flight scans

To probe the charge state distribution inside the EBIT, time-of-flight (ToF) measurements were
performed with the DR server for different ramp times and trap depths. This was done for a kick
duration of 400 ns and an electron beam energy of 800 eV. The signal on the channeltron was
recorded by the oscilloscope with the kick-voltage serving as the trigger. For each measurement,
10 scans were averaged.

3.8.4 Measurement of the DR resonances

To measure absolute cross sections of the He-like oxygen DR resonances, the photon signal
was recorded for varying trap depths and electron beam currents with the SDD at the trap center.
The scan utilised two function generators with two different outputs each, so that in total four
different voltage signals could be provided. The voltages of the drift tubes were set in discrete
steps and amplified by a factor of 400, so that the values set by the function generators only
had to be a fraction of the desired voltages. The measurement scheme is depicted in Figure 3.7.

Before each scan, an electron beam current was set manually. Then, the offset between
DT3 and DT5 (blue) to DT4 (red) was fixed to the trap depth. For each trap depth, the electron
beam energy was interated between 400 eV and 800 eV. For this, a DC signal is applied to
the drift tubes DT3, DT4 and DT5 which is changed by 0.1V in each step with an additional
DC bias for DT3 and DT5 to set the trap depth. The cathode was supplied with -200 V which
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results in a voltage of 200 V to 600 V for the drift tubes to achieve the desired nominal beam
energies. To keep track of the electron beam energy, a corresponding DC function (black) with
a voltage on a discrete linear scale of 0.1 to 4.5 V was fed into the MPA system. After setting
the trap depth and the electron beam energy, the program pauses for 0.1 s to acquire the photon
signal. Then, it triggers the pulse so that the ions are kicked out of the trap. The consequent
time-of-flight signal was recorded with the oscilloscope and the next electron beam energy is
set. The full scan of each current was repeated three times to achieve sufficient statistics.

Figure 3.7: Measurement scheme for the DR resonances. The voltages are set in discrete steps.
The drift tubes DT3, DT4 and DT5 are ramped up for the desired energy range with an addition
offset to DT3 and DT5 for the trap depth. A discrete time signal is sent to the MPA system to
indicate the set electron beam energy value. At the end of each step, the ions are kicked out of
the trap and the time-of-flight is measured by the oscilloscope.
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4 Data analysis and results

At the beginning, the ion charge inside the trap was estimated with the bender for various ramp
times and trap depths. In a second step, the charge states in the trap were identified with a
time-of-flight measurement. The photon signal was recorded for different beam currents, trap
depths and electron beam energies and the Kα photons are selected from these measurements.
By fitting the DR resonances in the spectra, the ion and electron space charge are determined.
From this, the compensation of the electron beam by the ions and the resonance positions
without the space charge is calculated. The charge state distribution in the trap is estimated
from the time-of-flight signal. In a next step, the electron current density, number of ions and
overlap factor are determined. By fitting the resonances, the line intensities are determined.
With these parameters, the resonance strengths are calculated and compared to the theory.

4.1 Estimating the ion charge using the bender

As described in section 3.8.2, the ion charge inside the trap was estimated for various ramp
times and trap depths by employing the outer bender as a makeshift Faraday cup. The outer
bender and the oscilloscope can be treated as an RC circuit with the ion charge qi being
deposited on the bender as a result of the ions being kicked out of the trap. The coaxial cable
connecting the oscilloscope and the bender serves as a capacitor with the capacity C, whilst
a resistor of the resistance R = 1MΩ is integrated into the oscilloscope. Owing to the ions
impinging on the outer bender, a voltage V0 is built up in the coaxial cable with

V0 =
Qi

C
. (4.1)

The voltage decays exponentially as a result of the discharge over the resistor according to

V (t) =V0 · exp
(
− t
τ

)
, (4.2)

where t is the passed time and τ is the RC time constant with

τ = RC. (4.3)

The error of the oscilloscope signal was estimated as the standard deviation of the signal before
the ions hit the bender and amounts to 58.3 µV for each measured voltage. Due to the low
signal, the data appears to be quite noisy. The signal uncertainty is taken into consideration as
a weight for each fit.
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Figure 4.1: Two examples of the fit for the ion charge. The signal (blue) is fitted with an
exponential function (orange). The red lines mark the upper and lower boundary for the voltage
V0. For the sake of clarity, the error of the data is not shown. a) Ramp time of 1.0 s and trap
depth of -35 V. b) Ramp time of 0.01 s and trap depth of 30 V.

The RC time constant τ is determined by fitting the exponential equation 4.2 to each measure-
ment. An offset b of the voltage is taken into account. Since there is a small offset t0 between
the trigger and the peak value of the signal, V0 is not a good measure for the height of the signal.
Instead, the lower voltage is determined by fitting a constant function to the signal before the
ions arrive, whilst the peak voltage is calculated as the value of the exponential fit at the point
where the signal reaches saturation. The difference between these two points gives the signal
height with its standard deviation propagated from the uncertainties of the fits. Two examples
for the performed fits can be seen in Figure 4.1.

In a next step, the RC time constant τ is calculated from the fits. Given that τ only de-
pends on the resistance R and the capacity C of the experimental set-up, it is expected to be
independent of the ramp times and trap depth. Since the signal is small for inverted traps and
very short ramp times, τ shows larger fluctuations for these parameters. For the final value of τ ,
the fitted τ values are hence averaged for ramp times larger than 0.002 s and trap depths deeper
than 5 V. The uncertainty is taken from the standard deviation of the average. τ is estimated
as (162.4±3.3) µs. Using equation 4.3, the capacity C follows as (162.4±3.3) pF. With this
value, the ion charge Qi is calculated according to equation 4.1 from the peak voltage V0 for
each measurement. The result can be seen in Figure 4.2.

The upper panel of Figure 4.2 shows the total ion charge as a function of the ramp times. For
short ramp times, the trap is empty resulting in a very low measured charge. The ions are then
sequentially ionised by the electrons leading to an increase of the ion charge with the ramp
times. This increase reaches saturation after approximately 10-30 ms, since the ions reach their
equilibrium distribution where ionisation and recombination processes are in balance. If the
maximum ion charge is lower, equilibrium is reached faster.
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Figure 4.2: Total ion charge as measured by the bender. a) As a function of the ramp times with
a different line for each trap depth. b) As a function of the trap depth with each line marking a
different ramp time.

The lower plot in Figure 4.2 showcases the total charge depending on the trap depth for
different ramp times. At highly inverted trap depths, almost no ions are confined, resulting in a
low ion charge. When the inverted trap turns to to a potential well, ions can be confined and
the trapped charge rises rapidly until it decreases again for deeper traps. A possible reason
for the decrease could be that the conditions within a deeper trap might not be optimal for
confinement. The ion temperature rises with the trap depth and more ions might be able to
escape. An approximation of the ion temperature is given by equation 2.15.
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The ion charge for optimal trapping conditions at sufficiently long ramp times is approxi-
mately (6.1±0.1) ·106 e. However, it is not known what percentage of the ejected ions hit the
surface before reaching the bender and how many still pass through the slit in the bender as
seen in Figure 3.1 and are therefore not detected. The calculated ion charge thus serves as an
lower limit on the total trapped charge.

4.2 Time-of-flight data

The charge states inside the EBIT were identified with a time-of-flight (ToF) measurement as
described in section 3.8.3. The ToF peaks were recorded with an oscilloscope for different ramp
times and trap depths. Equation 2.22 takes the two parameters t0 and L/

√
2Uacc to translate

between the charge-to-mass ratios q/m and the flight duration tToF. L is the path length from
the trap center to the detector, Uacc the accelerating voltage and t0 is the offset to the trigger of
the oscilloscope. Both parameters are expected to be constant if the experimental setup is not
changed during the measurement. By determining the parameters for one data set, the charge
states in the remaining measurements can be calculated. Since the ion population in the trap
has reached saturation after 0.05 s according to Figure 4.2, a data set with a ramp time of 0.5 s
is used for the calibration. The signal was summed over all trap depths and can be seen in
Figure 4.3.

Figure 4.3: Calibration of the charge states. The data (black) is recorded with the oscilloscope
for a ramp time of 0.5 s and summed up for different trap depths. The vertical lines represent the
flight duration for the charge states as calculated using the calibration from equation 2.22. Each
color represents a different element. The parameters that are required to calculate the flight
duration are based on the assumption that the largest time-of-flight peak belongs to helium-like
oxygen.
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It was assumed that the EBIT is filled with residual gas that is ionised and trapped. The
main components of air are 16O, 14N, 40Ar and 18O. In addition, there might also be carbon
12C. For these elements q/m is known. The parameters t0 and L/

√
2Uacc are adjusted until the

elemental lines match the peaks seen in Figure 4.3. It is assumed that the largest peaks belong
to oxygen since it is the second-most abundant component of air and much easier to trap then
nitrogen. This leads to t0 = 242.6ns and L/

√
2Uacc = 12.1 ·10−3 m/

√
V as a first estimate.

Figure 4.4: Fit of the calibration peaks with equation 2.22 to determine t0 and L/
√

2Uacc. The
upper plot shows the fit to the Gaussian center of the peaks, the lower plot the residuals. The
element lines are taken from the first approximate calibration.

With this identification of the peaks, the parameters t0 and L/
√

2Uacc can be further cali-
brated. For this, the peaks in Figure 4.3 are fitted with a Gaussian distribution. The peaks that
can be clearly attributed to a q/m value through the first estimation are taken as calibration
points to refine the parameters. The strong 16O peaks and two of the 12C and 40Ar peaks are
used for the calibration as depicted in Figure 4.4. The flight duration and its uncertainty for
each peak are determined from the Gaussian fit and plotted in Figure 4.4. With these points the
parameters can be determined by fitting equation 2.22. This results in t0 = (250.05±1.69) ns
and L/

√
2Uacc = (17.09± 0.01)m/

√
V. The residuals of the fit match within their standard

deviation.

Using the calibration curve shown in Figure 4.5, the q/m values of the uncalibrated data
points can be determined. Additional lines for 18O, 40Ar and possibly 12C can be identified.
However, not all fitted peaks correspond to a charge state. It might be that these belong to other
elements inside the trap. Another possibility is that they originate from electronic artefacts,
mainly the ringdown from the electronics. This effect is discussed further in [35]. The ringdown
is also visible in Figure 4.3 after the most prominent peaks.
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Figure 4.5: Charge state calibration. The q/m value of the ions that are assumed to be in the
trap are marked with colored vertical lines and the fitted calibration curve is drawn in blue. The
peaks used for the calibration are marked in red. The q/m values of the uncalibrated peaks that
are depicted in black are predicted by the calibration curve. A peak is assumed to be attributed
to a charge state if it overlaps with the vertical q/m line of that specific state. Not all charge
state lines are visible since lines with the same q/m ratio overlap.

With the estimated values of t0 and L/
√

2Uacc, the charge states in the other ToF measurements
can be identified. Figure 4.6 shows two examples for the charge state identification. Oxygen is
the dominant element in the trap. It is ionised up to hydrogen-like oxygen 16O. For deep traps
and long ramp times, helium-like oxygen yields the dominant contribution. Other important
elements in the trap are 14N, 12C and 40Ar.

The upper plot of Figure 4.6 depicts the change of the ion population with the trap depth
for a fixed ramp times of 0.2 s. It can be seen that the trap is almost empty for strongly inverted
traps as the ions are not confined inside a potential well. The ion content then increases with
the trap depth and even for inverted traps ions can be confined. For a deep trap, the ion content
hardly changes.

The lower plot in Figure 4.6 depicts the ion content for a fixed trap depth of -10 V and
varying ramp times. At short ramp times, the charge state distribution mainly consists of the
lower charge states O4+, O3+ and O2+. As the ramp time rises, the charge state distribution
shifts to the higher charge states O6+ and O5+ and the contribution of the lower charge states
decreases rapidly. At long ramp times, hydrogen-like oxygen can be observed, although helium-
like oxygen remains the dominant ion and the contribution of helium-like carbon shifts to
hydrogen-like carbon. More ToF scans can be found in Figures 6.1 to 6.4 in the appendix.
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4.3. X-ray fluorescence data

Figure 4.6: ToF scans. The upper half of the plots depicts the ToF signal for a fixed ramp time
of 0.2 s and varying trap depths (top) and for a fixed trap depth of -10 V and varying ramp times
(bottom). For better visibility, the square root of the signal is shown. The lower plots display
the summed signal (black) and the ToF lines for different ions (colored) similar to Figure 4.3.
The ion lines are calculated using the parameters estimated in section 4.2. At a fixed ramp time,
the trap is almost empty for strongly inverted traps, whilst at a fixed trap depth, the ions move
to higher charge states as the ramp time increases.

4.3 X-ray fluorescence data

The MPA system measures the photon energy for each photon event detected by the SDD in
coincidence with the electron beam energy, encoded via an analog voltage. It saves the voltage
signal into a channel proportional to the input. Thus, both the electron energy and photon
energy values are displayed in terms of channels and need to be calibrated.
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Figure 4.7: Photon count as a function of the uncalibrated beam energy and photon energy
for an electron beam current I = 1.44mA and a trap depth VT = −13 V. The beam energy
and photon energy scale linearly with the channel number. For a clearer depiction of the DR
resonances, the square root of the photon count is depicted. The KLL and KLn for n ≥ 3 DR
signal are marked in the plot as well as the direct (DE) and resonant (RE) excitation.

Figure 4.8: Enlarged view of Figure 4.7. The KLn dielectronic recombination signals are
marked in the plot.
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An example for the photon signal can be seen in Figure 4.7 with an enlarged view in Figure
4.8. The Kα photon emission by the radiative decay of an L-shell electron to the K-shell can be
seen at a photon energy channel of about #2000. In the figures, the KLL, KLM, KLN and KLO
dielectronic recombination is marked. Due to detector artifacts, the resonance appear smeared
out in the photon energy. The direct and resonant excitation can be seen as a brightly colored
band where an electron from the lower shell is either resonantly or non-resonantly excited from
the K-shell to the L-shell and then decay radiatively.

This work only concerns itself with the DR resonances that involve the emission of a Kα

photon. The data analysis was therefore performed on the Kα slice of the photon energy data as
shown in the upper plot of Figure 4.9. The same slice was taken for each measurement. The
photon count was summed along the photon energy axis to get the processes that involve Kα

emission as a function of the uncalibrated electron beam energy. An example for the resulting
summed count can be seen in the lower plot of Figure 4.9.

Figure 4.9: Processing of the photon signal for I = 1.44A and VT =−13V. Top: A slice of the
photon energy (red) for the Kα photon signal is selected. Bottom: The slice is summed along
the photon energy axis and displayed as a function of the beam energy for further analysis of
the resonance peaks.
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For the following data analysis, the electron beam signal has to be calibrated in units of
eV to represent the energy. The nominal beam energy determined by the voltage difference
between the cathode and DT4 was set in steps of 0.1 eV between 400 V and 800 V. The target
voltages are divided by 400, produced with a function generator and then amplified with a
Trek 677B amplifier by a nominal factor of 400. To estimate the actual gain factor of the
amplifier, the voltage difference between the cathode and DT4 was measured with a multimeter
whilst varying the set voltages via the control system. This measured amplification factor is
(399.17±0.09) with an additional offset of (320±88)mV and the voltage difference is hence
set between (399.49±0.31)V and (798.65±0.34)V.

To calibrate the data, the recorded analog voltage is scaled to the nominal electron beam
energy. The electron beam signal varies between 0.1 V and 4.5 V, but the MPA system has an
acceptance of 0 V to 5 V, so the electron beam signal does not extend over the whole channel
range. This is taken into account for the boundaries of the calibrated electron beam signal and
can be seen in the margins of Figure 4.9.

Figure 4.10: Comparison of the experimental photon count for the electron beam current
I = 0.99 mA and trap depth VT =−4V (blue) to the theoretical resonance strengths of helium-
like oxygen at an angle of 90° to the beam axis (red). The marked peaks were taken as reference
points to scale the experimental electron beam energy.

The theoretical resonance strengths for helium-like oxygen were calculated with Flexible
Atomic Code (FAC) and are depicted as the red line in Figure 4.10. The polarization effect
at 90° angle to the beam axis are taken into consideration in the calculation. For a quick
comparison between the recorded data and the theory, the two peaks marked in the figure were
fitted with a Gaussian function. The experimental data was then scaled according to the peak
centers. All resonances present in the theoretical data seem to be in good agreement with the
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experimental data. However, some peaks are not reflected in the theoretical data and hence
originate from different charge states, most likely lithium-like and beryllium-like oxygen. Since
the calculations for the polarization factor P get increasingly complex when more electrons are
involved, the theoretical resonance strengths at 90° were only calculated for the helium-like
system.

4.4 Determining the space charge

The space charge shifts the resonance energies according to equation 2.14 relative to the
nominal beam energy. A change in the trap depth alters the ion content inside the trap and thus
the ion space charge, whilst a change in the electron beam current alters the electron current
density and thus the electron space charge. The DR resonances were measured for varying trap
depths and electron beam currents to infer the ion and electron space charge. To achieve this,
the resonance peaks were first fitted with Gaussian distributions to determine the resonance
energies. The resonances are ordered into lines as seen in Figure 4.12 that show the energy shift
as a function of the trap depth for the different electron beam currents. For the further analysis,
the resonance energies have to be corrected for the reach-through effect of the drift tubes as
described in section 3.4. The ion space charge is calculated from the shift of the resonance
position between the measurements with an empty and a full trap for different electron currents.
The electron space charge is determined from the shift of the resonance positions in an almost
empty trap for different beam currents.

4.4.1 Fitting the spectral lines

In a first step, the resonance positions have to be determined for the varying recorded trap
depths and electron beam currents. The focus was put on ten isolated and strong resonances.
The selected peaks are marked in Figure 4.11. Each peak was identified with a peak-finding
algorithm. Once identified, a Gaussian distribution was fitted to the data in a region of interest
around the selected peak. For each measurement, the fitted Gaussian peaks were attributed to a
certain resonance and ordered into corresponding lines for the varying trap depths. An example
for the lines can be seen in Figure 4.12. The fitted resonance lines for all currents are depicted
in Figures 6.5 and 6.6 in the appendix.

The drift tubes of the EBIT are subjected to electrostatic reach-through as described in section
3.4 and the data has to be corrected for this effect. The left plot in Figure 4.15 depicts the
position of the first resonance line for different electron beam currents as a function of the trap
depth VT . Three distinct regions are marked in the figure.

The first section is in the regions of deep traps and shows a linear shift to higher resonance
energies for deeper traps. This might be due to the increase of the ion temperature with the trap
depth as described by equation 2.15. At higher temperatures, more ions can escape the trap and
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Figure 4.11: Summed photon count for the Kα emission as a function of the electron beam
energy for the electron beam current I = 1.44mA and trap depth VT =−9 V. The resonances
that are used in the following data analysis are marked in black.

Figure 4.12: Summed photon count for the Kα emission as a function of the electron beam
energy and the trap depth for a beam current of I = 1.44mA. Ten resonances were selected,
fitted with a Gaussian distribution for each trap depth and ordered into lines. The center of
the Gaussian functions are marked in red. The square root of the count is shown for better
visibility.

the ion space charge decreases. Hence, the effective electron beam energy decreases according
to equation 2.14 and shifts the observed resonance positions to higher nominal electron beam
energies. Therefore, an optimal trap depth seems to exist that results in maximal ion space
charge and thus a minimum in the observed resonance energies.
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In the second section the nominal resonance energies rapidly move to higher energies as
the trap changes from a deep to an inverted trap. In shallower traps, ions can more easily escape
the confinement axially resulting in a reduction of the ion space charge and an increase in the
observed beam energy.

The third region depicts the resonance positions for an almost empty trap. The space charge
contribution of the ions is negligible and the resonance positions are expected to be constant.
However, they still shift to higher energies for higher inverted traps since the relative voltage
difference of DT3 and DT5 to DT4 influences the effective voltage VDT4,eff of DT4. This effect
is believed to be linear with

VDT4,eff =VDT4 + c ·VT , (4.4)

where c is the voltage change of DT4 with the trap depth VT . To correct for c ·VT the resonance
positions in the third region can be fitted with a linear function. The fit of the first resonance is
shown in Figure 4.13 for the different electron beam currents. The slope c of the fitted lines
can be seen in Figure 4.14 as a function of the electron beam current. The slope seems to
increase slightly with the current. This might be due to the increased electron space charge that
additionally shifts the resonances to higher energies. Since this effect only has a small influence
on the slope, it was disregarded. The shift per trap depth c is calculated as the weighted average
of all fitted lines and amounts to c = (0.11±0.02) eV/V. The shift is marked in black in Figure
4.14.

Figure 4.13: Linear fit to the positions of the first resonance as a function of the trap depth
for various electron beam currents in the third regions as defined in the main text. Each line
represents a different electron beam current.
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Figure 4.14: Slopes of the linear fits as seen in Figure 4.13 as a function of the electron beam
current. Each color represents a different resonance with the weighted average of all resonances
being marked in black. For the sake of clarity, only a selection of the resonances are shown.

Figure 4.15: Fitted positions of the first resonance as a function of the trap depth. Each line
represents a different electron beam current. The three different regions are marked in the plot.
Left: Resonance energies before the correction for the reach-through effect. Right: Corrected
resonance energies.

To correct for the reach-through effect, the shift c ·VT has to be subtracted from all resonance
positions. The new line positions of the first resonance can be seen in the right plot of Figure
4.15. The resonance positions are now constant in the third section, whilst the slope of the
first section is steeper. The uncorrected and corrected resonance lines for all resonances are
depicted in Figures 6.7 and 6.8 in the appendix.
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Since the ion content in the trap changes, the three sections are expected to be visible in
the resonance intensity. The intensity was approximated by the area of the fitted Gaussian
distribution. The resulting integrated count for the first resonance can be seen as a function of
the trap depth in Figure 4.16 for the different electron beam currents. At deeper trap depths, the
intensity is high and seems to be constant as the trap is essentially full. For shallower traps,
the intensity rapidly decreases as the trap empties itself until it is almost zero. In addition, the
intensity grows with the beam current due to the higher current density in the center of the trap
and thus the higher recombination and excitation rate. The discussed behavior is depicted for
all lines in Figure 6.9 in the appendix.

Figure 4.16: Area of the Gaussian function fitted to all resonance peaks as a function of the
trap depth. Each color represents a specific electron beam current. An enlarged view of the
data for trap depths higher than 0 V is displayed as an inset.

4.4.2 Ion and electron beam space charge

To calculate the space charge, the resonance positions for a full and an empty trap have to be
determined. The first intersection between the deep and the shallower trap gives the resonance
position for a full trap, the second intersection between the shallow and the inverted trap leads
to the resonance position for an empty trap.

To determine the intersections, the first and third section were fitted with a linear function.
The transition point from the first to the second section is estimated as the minimal observed
resonance energy at which the ion content in the trap is maximal. The point at which the data
strays away from the linear fit in section three marks the transition point between the second
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and third section. An example for the estimated intersection points for the first resonance can
be seen in Figure 4.17. The plots for all currents can be found in Figure 6.10 in the appendix.

Figure 4.17: Determining the transition points between the three different regions for the first
resonance line. The transition points are shown for four different electron beam currents. The
resonance positions (red) are plotted as a function of the trap depth and fitted with a line (blue)
in the first and third section. Blue crosses mark the determined intersection points.

Whilst the first and third section can be fairly well described by a linear function, the second
section behaves differently. This is due to the evaporation of the ions as explained in section
2.3.2 and described by equation 2.17. The second region of the first resonance is depicted in
Figure 4.18 for four different beam currents. The two blue crosses that mark the end of the
region are equivalent to the intersection points in Figure 4.17. A line is fitted to the second
region. The residuals are shown in the lower half of the plots and form a curve. Due to time
constraints, equation 2.17 was not solved numerically and compared to the data, but the curve
can be explained qualitatively. Assuming the ion cloud has a fixed temperature, with an energy
distribution as given by the Maxwell-Boltzmann law. Reducing the trap depth will lead to the
escape of the most energetic ions (i.e. with a higher energy than qiVT ), reducing the ion amount.
Reducing the trap depth further and further leads to an escape as given by the MB-integral.
However, due to thermalisation after the highly energetic ions left the trap, the temperature of
the ion cloud will also lower, leading to a more complex behavior.

The beam energy of determined intersection points is shown in Figure 4.19. In the upper
half of the plot, the absolute intersection positions are shown, whilst in the lower half the
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Figure 4.18: Second region from Figure 4.17. Crosses mark the intersection points to the
neighboring region. The resonance positions are fitted with a line (blue). The residuals can be
seen in the lower half of the plot, showing the insufficiency of the linear description.

relative positions to the intersection point at I = 0.63mA are shown. Two data sets can be
distinguished as seen most clearly by the difference in the relative resonance position of the
intersection between the first and second region. The resonance positions for the electron beam
currents 0.78 mA, 0.99 mA, 1.19 mA, 1.44 mA and 1.60 mA are shifted with respect to the other
currents. The shift can also be seen in the intersection of the second to the third region. This is
attributed to a change in the experimental setup. To increase the transmission, the gun position
was changed between the two data sets which also leads to a change in resonance positions.
Due to this, it is necessary to separate the measured data into these data sets. For the following
analysis, the data for the five currents specified above is used.

The electron beam energy of the first resonance for the selected currents is plotted as a function
of the trap depth in Figure 4.20. For the first region as marked in the figure, the resonance
position seems to be independent of the current as the trap is full and the maximal compensation
due to the ions is reached. In the second and third region, the shift of the resonance position
seems to be proportional to the current since the electron beam space charge is proportional
to the current as given in equation 2.11 and maximal compensation is not reached. The beam
energies for all the resonances of these five currents can be found in Figure 6.11 in the appendix.
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Figure 4.19: Electron beam energy for the intersection points between the three regions as a
function of the current. Each color represents a different resonance. Top: Absolute position of
the intersection points. Bottom: Resonance position relative to the respective intersection at
I = 0.66mA.

First of all, the ion space charge is calculated. This is accomplished by determining the
shift in the resonance energy between an empty and a full trap due to the compensation of the
ions. To achieve this, the difference of the nominal resonance energies at the intersection points
is calculated for each current. The calculated shifts are plotted in Figure 4.21 as a function of
the electron beam current. The shift increases with the electron beam current since the negative
space charge and therefore the radial trapping potential of the electron beam increases and
more ions can be confined. The ion compensation is fitted with a linear function. The result
of the fit can be seen in Figure 4.22. In the left plot, the fitted linear function is extrapolated
to zero current. The right plot depicts the slope of the fit which gives the ion space charge
compensation per current. The weighted average is calculated as (−5.82±0.36)eV/mA and
is marked in Figure 4.22. The slope of all fitted lines agrees within the uncertainty with the
average.

In a second step, the electron beam space charge is calculated. The resonance energies
of the intersection points between the second and third region are plotted as a function of the
electron beam current in Figure 4.23. These are the resonance positions for an empty trap that
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Figure 4.20: Electron beam energy of the first resonance as a function of the trap depth for the
currents that were selected for the further data analysis. Each line represents a specific electron
beam current. The three different regions are annotated in the plot.

Figure 4.21: Difference of the resonance energies between the two intersection points as a
function of the electron beam current. This corresponds to the compensation by the ion space
charge. For the sake of clarity, only a selection of the resonances are plotted, each marked with
a different color and fitted with a linear function. The residuals of the fits can be seen in the
lower plot.
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Figure 4.22: Result of the fit in Figure 4.21 for the different resonances. Left: Extrapolation
of the linear fit to zero current. Right: Slope of the fitted linear function which gives the
compensation by the ion space charge per current. The weighted average is marked in black.

Figure 4.23: Resonance energy of the intersection between the second and third region as a
function of the electron beam current. The resonance positions are fitted with a linear function
and the residuals are depicted in the lower plot. For the sake of clarity, only a selection of the
resonances is plotted.

are shifted solely by the electron beam space charge. The resonance energies are fitted with a
linear function due to the proportionality of the beam current to the electron space charge in
equation 2.11 and the result of the fit is shown in Figure 4.24. In the left plot, the linear function
is extrapolated to zero current in order to give the resonance position without the contribution
of the ion and the electron space charge. The slope of the fitted lines is shown in the right plot.
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It corresponds to the electron space charge contribution per current. The weighted average is
calculated as (6.81±0.35)eV/mA and marked in the plot. Since the electron space charge is
proportional to the inverse velocity according to equation 2.11, it is lower for higher electron
beam energies.

Figure 4.24: Result of the fit in Figure 4.23 for the different resonances. Left: The fitted lines
are extrapolated to zero current to give the resonance position without influence of the electron
or ion space charge. Right: Slope of the fitted line that corresponds to electron space charge
per current. The weighted average is marked in black.

To calculate the final experimental resonance energies, the resonance positions from Fig-
ure 4.24 have to be corrected for the work functions of the cathode and DT4 according to
equation 2.14. The work function of the cathode is Wcath ≈ 2eV. The work function of DT4 is
not precisely known and its material is specified only as titanium alloy in [33]. It is therefore
approximated by the value for titanium which amounts to 4.33 eV [36]. For the helium-like
oxygen resonances, the calculated energies are compared to the theoretical values from Figure
4.10. The difference of the experimental to the theoretical resonance positions is shown in
Figure 4.25 and the final values are listed in Table 4.1. The experimental and theoretical
resonance energies agree qualitatively. This can be improved by measuring the given voltages
to the drift tubes and cathode with accurate high voltage dividers. Moreover, the work function
of the cathode and DT4 are not directly measured, but estimated.

Given the ion and electron space charge, the compensation factor can be determined. It is the
ratio of the ion charge inside the beam to the electron charge of the beam and can be calculated
by dividing the ion space charge by the electron space charge. The results for all resonances are
depicted in Figure 4.26. The weighted average for the compensation factor is (85.2±1.7)%
and agrees with the individual values within the error.
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No. charge state DR scheme configuration exp. Eres [eV] theo. Eres [eV]

1 He KLL
[
(1s2s)02p1/2

]
J=1/2 427.53±0.20 426.74[

(1s2s)02p3/2
]

J=3/2

2 He KLL
[
(1s2s)12p3/2

]
J=1/2 432.44±0.56 432.04[

(1s2s)02p3/2
]

J=3/2

3 He KLL
[
1s2p1/22p3/2

]
J=5/2 436.80±0.18 436.58[

1s2p1/22p3/2
]

J=3/2

4 He KLL
[
1s2p2

3/2

]
J=1/2

445.51±0.21 446.30

5 Li KLL
[
(1s2s)12p1/22p3/2

]
J=3 451.39±0.26 -[

(1s2s)12p2
3/2

]
J=2[

(1s2s)12p1/22p3/2
]

J=1

6 Li KLL
[
(1s2s)12p2

3/2

]
J=1

457.05±0.26 -[
(1s2s)02p1/22p3/2

]
J=2

7 Be KLL
[
(1s2s2)1/22p1/22p3/2

]
J=5/2 469.13±0.11 -[

(1s2s2)1/22p1/22p3/2
]

J=3/2

8 He KLN - 545.53±0.18 543.91

9 He KLO - 552.01±0.08 549.53

10 He KLO - 557.33±0.17 555.13

Table 4.1: Experimentally determined and theoretical (FAC) resonance energies Eres
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Figure 4.25: Difference of the experimentally determined resonance positions for helium-like
oxygen to the theoretical calculations with FAC. The experimental resonance energies are
corrected for the work function of the cathode and DT4.

Figure 4.26: Compensation factor for each resonance for a deep trap. The weighted average is
marked in black.

4.5 Charge state distribution

In order to calculate the resonance strengths, the charge state distribution inside the trap has to
be known. This can be determined from the ToF measurements. As described in section 3.8.4,
the ToF spectrum was recorded for each combination of beam current, trap depth and electron
beam energy. The integrated signal for each ion peak is proportional to the ion number. By
integrating the peaks and calculating their relative percentages, the contribution of each ion to
the charge state distribution can be inferred. The calculated resonance strengths are expected
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to be independent of the electron beam current. The charge state distribution, the number of
ions, the electron current density and the line intensity are hence calculated for a beam current
of I = 1.44mA. For this current, the most detailed DR measurement was performed. In the
upper plot of Figure 4.6 it can be seen, that the charge state distribution is almost constant for
deep traps. Therefore, one of the deep trap depths can be chosen to calculate the distribution, in
this case VT =−9V. The ToF spectrum for I = 1.44mA, VT =−9V and varying electron beam
energies can be seen in Figure 4.27. The two red lines were identified as helium-like (left) and
lithium-like oxygen (right).

Figure 4.27: ToF signal for I = 1.44mA and VT =−9V for varying beam energies.For better
visibility, the square root of the signal is depicted .

On a side note, the DR resonances are also reflected in the ToF data. Because the recom-
bination cross section of the ion is significantly enhanced at a resonance, the population of this
charge state decreases inside the trap. Simultaneously, the amount of ions of the lower charge
state to which the ion recombines increases. This can be seen in Figure 4.28. In the upper plots,
the ToF signal of helium-like oxygen is depicted. On the left, a closer view of the peak in 4.6 is
shown, whilst the signal was summed up along the time axis on the right. The summed voltage
is proportional to the integrated signal and shows the amount of ions in the trap as a function of
the beam energy. The same was done in the plots in the middle of the figure for lithium-like
oxygen. For certain energies, The summed signal shows a distinct decrease in helium-like
oxygen and an increase in lithium-like oxygen. The ratio of the summed signal of lithium-like
oxygen to the summed signal of helium-like oxygen is shown in the lower plot of Figure 4.28.

The ratio of the lithium-like to helium-like oxygen ToF signal can be compared to the DR data
for I = 1.44mA and VT =−9 V as displayed in Figure 4.29. Since the ToF data is quite noisy,
only the most distinct peaks can be made out. Most of the peaks from the DR data can be found
in the ToF data and match in good agreement. It can be seen in Figure 4.10 that only the peaks
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Figure 4.28: ToF signal for helium-like and lithium-like oxygen. Left: Spectra of the helium-
like (top) and lithium-like (bottom) oxygen line from Figure 4.30. Right: ToF signal summed
along the time axis for the helium-like (top) and lithium-like (bottom) oxygen. Bottom: Ratio
of the summed lithium-like to the summed helium-like oxygen ToF signal.

of the helium-like DR resonances have a corresponding peak in the ToF data. The other peaks
belong to different charge states and are therefore not seen as a change in the helium-like to
lithium-like distribution.

To calculate the charge state distribution, the ToF data was separated into ten energy slices.
Each slice encompasses the region of one of the DR resonances marked in Figure 4.11. These
slices were summed up along the beam energy axis. The summed ToF signal for the first DR
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Figure 4.29: Comparison of the resonances seen in the TOF data to the resonances in the DR
data for I = 1.44mA and VT =−9V. Blue: Ratio of the lithium-like to helium-like summed
ToF signal from Figure 4.28. Red: Kα photon count as a function of the beam energy.

resonance can be seen in Figure 4.30 and for all resonances in Figure 6.12 in the appendix.
The regions of the most distinct ToF peaks are marked. For the analysis, the other ToF peaks
are negligibly small and thus only the marked peaks are integrated to determine the charge
state contribution. The double peak structure is most likely due to the extraction system. If the
parameters of the extraction are changed, the structure can vanish or be enhanced. The charge
states of the marked peaks were identified analogous to section 4.2 and are annotated in Figure
4.30.

Figure 4.30: Summed ToF signal for the first DR resonance. The ion peaks that are going to be
integrated are marked in orange and annotated with the corresponding charge state.
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To calculate the relative contribution, the marked peaks were numerically integrated using the
trapezoidal rule. The maximum uncertainty due to the numerical integration is given by

∆I =
(b−a)3

12N2 |max
(

f ′′(t)
)
|, (4.5)

where a and b are the boundary points of the interval, t is a value in [a,b], N is the number of
steps in the interval and f ′′ the second derivative of the data. f ′′ can be calculated numerically
[37].

The percentage of the integrated area for the different ions corresponds to the percentage
of the ion content due to the signal being proportional to the number of the detected ions.
The percentage of the different charge states is plotted in Figure 4.31 for all resonances. The
uncertainties originate from the numerical integration with the trapezoidal rule. The average
relative contributions are (61.3±0.9),% for helium-like oxygen, (22.7±1.8)% for lithium-
like oxygen, (12.2±2.6)% for beryllium-like oxygen, (2.1±0.7)% for hydrogen-like carbon
and (1.6±0.3)% for helium-like carbon. The percentage of the lower charge states slightly
decreases for higher energies as the percentage for the higher charge states increases, since the
electrons are more energetic and ionisation cross sections increase for the higher charge states
relative to the lower ones.

Figure 4.31: Percentage of the ion charge states in the trap for the different resonances. Each
ion is depicted in a different color.
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4.6 Electron current and number of ions

To determine the resonance strength, the electron current density and number of ions inside
the electron beam are required. The resonance strength is expected to be independent of the
electron beam current. Since the ion distribution was determined for I = 1.44mA, the remaining
unknown parameters needed for the resonance strength were also calculated for this current.

The beam radius and thus the electron current density depend on the velocity ve and therefore
on the beam energy. The observed resonance energies range from 432 eV to 562 eV. The
relativistic velocity ve can be calculated with equation 2.12 and ranges from 1.23 · 107 m

s to
1.41 ·107 m

s .

To calculate the electron current density, the electron beam radius needs to be known. There
are two ways to calculate the beam radius. One way is to utilise the Herrmann radius with
I = 1.44mA, B = 0.86T, Tc = 1400K and rc = 1.7mm according to equation 2.9. Bc can be
estimated. The cathode position is at a minimum of the EBIT magnetic field, but the earth
magnetic field and weak magnetic fields in the laboratory still need to be taken into account. Bc

is therefore estimated as 100 µT [33]. With these values, the Herrmann radius was determined
as 68.4µm. Another way to calculate the beam radius involves the space charge potential.
Because of to the ion compensation, the space charge potential inside re can be assumed to be
flat [33]. Therefore, the measured space charge Φe = I · (6.81±0.35)eV/mA is assumed to be
equivalent to Φe(re). Rearranging equation 2.11 gives

re = rdt · exp
(

2πϵ0veΦe(re)

I

)
. (4.6)

The calculated electron beam radius amounts to (23.6±5.6)µm for 432 eV and (12.2±3.3)µm
for 562 eV.

The electron current density je is estimated using formula 2.13 for I = 1.44mA, the beam
radius as determined from the space charge. Consequently, the electron current density is
(5.2±2.5) ·1024 1

m2s for 432 eV and (1.9±1.1) ·1025 1
m2s for 562 eV.

The amount of ions can be calculated from the electron beam current I and the compen-
sation factor α= (85.2±1.7)% which is equivalent to the ratio of the ion to the electron space
charge inside the beam. The ion charge per time is

dQi

dt
= α · I. (4.7)

From this, the ion charge per length can be calculated by

dQi

dl
=

1
ve

dQi

dt
, (4.8)
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with the electron velocity ve. To determine the number of ions inside the trap, the average
charge state q̄i needs to be known. This can be inferred from the charge state distribution
calculated in section 4.5. The total number of ions per length is calculated by

dNi

dl
=

1
eq̄i

dQi

dl
, (4.9)

where e is the elementary charge. To get the number of ions inside the trap is needed. Only
ions that are observable through the cut-out of DT4 can be measured and thus the length l
is set to the cut-out length of 16 mm. The total number of ions inside the trap is calculated
as (1.84±0.15) ·106 for 432 eV to (1.56±0.13) ·106 for 562 eV with a total ion charge of
(9.98±0.80) ·106 e for 432 eV to (8.75±0.70) ·106 e for 562 eV. This is consistent with the
measurements performed with the bender in section 3.8.2 that estimated an lower limit of
(6.1±0.1) ·106 e for long ramp times and optimal trap depths.

To calculate the resonance strength, the overlap factor f of the electron beam with the ion cloud
is required which is defined as the ratio

f =
N in

i

Ni
, (4.10)

where Ni is the total amount of ions inside the trap and N in
i the number of ions inside the electron

beam [20]. The overlap factor however is a complex parameter and cannot be calculated with
the measurements performed in this work. It can be estimated via the geometrical overlap
factor fg as

fg =

(
re

ri

)2

, (4.11)

where re is the radius of the electron beam and ri the radius of the ion cloud [38]. The former is
given by the electron space charge radius, whilst the latter is estimated by the gyroradius of the
circular ion trajectory due to the Lorentz force

ri =
miv⊥
|qi|B

, (4.12)

where mi is the ion mass, v⊥ the velocity component perpendicular to the magnetic field, qi

the ion charge and B the magnetic flux density[39]. The ion velocity is calculated from the ion
temperature Ti that can be estimated using equation 2.15. The velocity is non-relativistic and
can therefore be determined by

v⊥ =

√
2kBTi

mi
(4.13)

with the Boltzmann constant kB. The uncertainty on the ion temperature is estimated to be 20%.
This leads to an ion cloud radius of (368±37)µm. The resulting overlap factor depends on the
electron beam energy due to the space charge radius and reaches from (4.1±2.1) ·10−3 for
432 eV to (1.1±0.6) ·10−3 for 562 eV.
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4.7 Line intensity

Another factor required to calculate the resonance strengths is the line intensity which is
determined for the same trap depth of -9 V as the charge state distribution. As seen in Figure
4.6, the intensities stay approximately constant for deep traps. Since the counts were recorded
for discrete energy steps, they have to be divided by the time that was spend at each energy to
get the intensity. The time interval was measured during the experiment for each step and results
in an average time of (611.5±26.9)ms. The intensity for each resonance is then extracted by
fitting a Gaussian distribution and calculating the area underneath the function. For this, the
energy step size of 0.1 eV has to be taken into account. The resulting intensities can be seen for
each resonance in Figure 4.32 as a function of the electron beam current. The uncertainties are
estimated from the fit and the standard deviation of the time interval.

Figure 4.32: Intensity of the resonances as a function of the electron beam current. Each
resonance is marked in a different color.

4.8 Absolute resonance strengths

The absolute DR resonance strengths SDR
90° can be calculated using

IDR
90° =

je,eff

e
SDR

90° pqi Ni Ωη, (4.14)

where IDR
90° is the intensity of the resonance recorded at 90° , je,eff the effective current density, e

the electron charge, Ni the number of ions in the trap, pqi the percentage of ions with the charge
qi, Ω the solid angle of the detector and η the detection efficiency [25].
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4.8. Absolute resonance strengths

No. charge state IDR
90°

[
count·eV

s

]
je
[
1024 1

m2s

]
f
[
10−3

]
pqi [%] Ni

[
106

]
1 He 853±45 5.1±2.5 4.1±2.1 60.3±0.7 1.84±0.15

2 He 72±9 5.4±2.6 3.9±2.0 61.2±0.7 1.82±0.15

3 He 1077±56 5.7±2.8 3.7±2.0 60.4±0.6 1.81±0.15

4 He 143±11 6.3±3.1 3.4±1.8 61.7±0.7 1.79±0.14

5 Li 619±35 6.6±3.3 3.2±1.7 21.4±0.5 1.78±0.14

6 Li 147±12 7.1±3.5 3.0±1.6 21.5±0.4 1.76±0.14

7 Be 56±19 8.1±4.0 2.6±1.4 11.5±0.1 1.73±0.14

8 He 3590±170 17.1±9.3 1.2±0.7 59.9±0.7 1.61±0.13

9 He 178±30 18.2±9.9 1.2±0.7 62.5±0.7 1.59±0.13

10 He 2417±145 19.2±10.5 1.1±0.6 60.8±0.7 1.59±0.13

Table 4.2: Parameters used to calculate the resonance strengths

The important parameter for the recombination process inside the EBIT is the effective current
density je,eff. It is complicated to determine as it depends on the spatial distribution of the ions,
overlap of the ion cloud with the electron beam and also on the ion gyration and oscillations in
the trap [38]. It is therefore approximated with the overlap factor f as

je,eff ≈ f · je ≈ fg · je, (4.15)

where fg is the gemoetric overlap of the electron beam and the ion cloud.

The solid angle Ω depends on the distance between the trap center and the detector and
the active area of the detector. The active area is specified as 150 mm2 by the manufacturer and
the distance is (31±1)mm according the the SolidWorks model of the EBIT, resulting in a
solid angle of 4π · (12.4±0.8) ·10−3 sr.

The detection efficiency η depends on the thin layer of aluminium foil separating the de-
tector and the trap chamber and the layer of silicon dioxide on the surface of the detector.
The transmission efficiency of the 500 nm thick aluminium filter is 48.7% at the oxygen Kα

wavelength of 573.95 nm [40] with an estimated uncertainty of 10%. In addition, a layer of
silicon dioxide is located on the detector with an estimated thickness of 80 nm due to the
reaction of the silicon with the residual oxygen in the EBIT. This results in a transmission
efficiency of 78.2% for the Kα wavelength [40]. Since the thickness of the dioxide layer is not
precisely known, the uncertainty of the transmission efficiency is estimated to be 10%. This
results in a total detection efficiency η = (38.0±5.4)%.

The parameters used to calculate the resonance strengths are listed in Table 4.2. The resulting
values for the resonances are listed together with the theoretical values in Table 4.3 and shown
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Figure 4.33: Experimentally determined and theoretical resonance strengths.

in Figure 4.33. The theoretical FAC calculations agree with the experimental results within the
uncertainty. The relative errors of the resonance strengths including the relative errors of the
used parameters are listed in Table 4.4. The relative errors of the calculated resonance strengths
range from 72% to 83%. The main contributions to this large uncertainty is given by the current
density je and the overlap factor f . The large uncertainty of the current density originates from
the propagation of the electron space charge error. The resulting errors of the electron beam
radius re and the current density je get increasingly larger. Since the ion temperature can only
be estimated by equation 2.15, the temperature uncertainty is reckoned to be 20% which results
in the large uncertainty for the overlap factor.
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4.8. Absolute resonance strengths

No. charge state DR scheme SDR
90°

[
10−21 eV · cm2

]
Stheo

90°

[
10−21 eV · cm2

]
1 He KLL 76.8±56.0 71.2

2 He KLL 6.4±4.8 11.3

3 He KLL 97.9±72.1 107.3

4 He KLL 12.9±9.6 15.1

5 Li KLL 162.2±121.2 -

6 Li KLL 38.6±29.1 -

7 Be KLL 27.9±23.2 -

8 He KLN 370.9±300.6 398.6

9 He KLO 17.8±14.8 11.2

10 He KLO 249.3±204.2 294.0

Table 4.3: Experimentally determined and theoretical (FAC) resonance strengths

No. SDR
90° IDR

90° je f pqi Ni re Ω η

1 72.3 5.2 47.9 51.9 1.1 8.1 23.9

6.5 14.1

2 74.3 13.2 48.1 52.1 1.1 8.1 24.1

3 73.6 5.2 48.4 52.4 1.1 8.1 24.2

4 74.5 7.8 48.9 52.8 1.1 8.1 24.4

5 74.7 5.6 49.2 53.1 2.2 8.1 24.6

6 75.4 8.3 49.5 53.4 2.0 8.1 24.7

7 83.0 33.9 50.2 54.0 0.7 8.1 25.1

8 81.1 4.7 54.0 57.6 1.1 8.1 27.0

9 83.1 16.7 54.4 57.9 1.1 8.1 27.2

10 81.9 6.0 54.6 58.2 1.1 8.1 27.3

Table 4.4: Relative error of the parameters used to calculate the resonance strength. All values
given in percent.
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5 Conclusion and outlook

In this work the DR resonance energies and absolute resonance strengths of highly charged
oxygen ions were determined.

A lower limit for the total ion charge inside the trap was estimated for various ramp times and
trap depths by using the bender as an improvised Faraday cup. For long ramp times and suffi-
ciently deep traps, the lower limit of the total ion charge was determined as (6.1±0.1) ·106e.
A decrease can be seen for deeper traps, possibly due to an increase of the ion temperature with
the trap depth. In a next step, the charge states inside the trap were identified by a time-of-flight
measurement for different trap depths and ramp times to observe the change of the ion charge
state distribution in the trap. The predominant charge states in the trap were confirmed to be
oxygen ions, with the main contribution originating from helium-like oxygen, followed by
lithium-like and beryllium-like oxygen. Apart from oxygen ions, carbon and argon ions were
found in the trap.

As a first step to estimate the DR resonance strengths, the required parameters had to be
inferred from the time-of-flight and fluorescence data. First, the x-ray fluorescence data from
the silicon drift detector was analysed. The signal for the Kα photon emission was selected
and the focus was put on ten distinct DR resonance peaks whose resonance energies were
determined for each trap depth-beam current combination. The resonance energies show a
clear shift as a function of trap depth as seen in Figure 4.12. This shift was corrected for the
reach-through effect due to the influence that the voltages applied to DT3 and DT5 have on
the potential of DT4. The shift per trap depth caused by the reach-through was determined
as (0.11± 0.02)eV/V. With this correction applied, the electron and ion space charge were
determined. The ion space charge per electron beam current was determined by the shift in
the resonance energy between a full trap and an empty trap that is caused by the ion content
inside the trap. It amounts to (−5.82±0.36)eV/mA. The electron space charge is given by
the shift of the resonance energies at various electron beam currents for an empty trap and
is estimated as (6.81±0.35)eV/mA. The resonance energies without the contribution of the
electron and ion space charge were determined by extrapolating the resonance position of an
empty trap to zero current. These energies also had to be corrected for the work functions of
the cathode and the drift tube DT4. In Table 4.1, the resonance energies determined this way
are listed together with the calculated theoretical DR resonance energies. The compensation of
the electron space charge by the ion charge is given by the ratio of the ion to the electron space
charge and estimated as (85.2±1.7)% for deep traps. By integrating the peaks attributed to
the different charge states in the time-of-flight signal, the relative charge state distribution can
be inferred. The average contribution is (61.3±0.9)% for helium-like oxygen, (22.7±1.8)%
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for lithium-like oxygen and (12.2± 2.6)% for beryllium-like oxygen. The electron beam
radius was calculated from the space charge as (23.6±5.6)µm to (12.2±3.3)µm. From the
compensation, the total number of ions inside the trap is determined as (1.84±0.15) ·106 to
(1.56±0.13) ·106. In order to get the number of ions inside the electron beam, the overlap factor
has to be known. Since it was beyond the scope of this work to estimate the overlap experimen-
tally, it was approximated by the geometric overlap as (4.1±2.1) ·10−3 to (1.1±0.6) ·10−3.
The line intensities were determined by the Gaussian fit of the resonance. However, due to the
unidirectional electron beam, these values reflect the intensity at a 90° angle. The transmission
efficiency of the fluorescence signal was estimated as η = (38.0±5.4)% from the thickness of
the aluminium filter and the silicon dioxide layer on the active surface of the photon detector.

In a final step, the DR resonance strengths at 90° angle were calculated from the estimated
parameters listed in Table 4.2. The experimental values are summarised in Table 4.3 together
with the calculated values. The relative uncertainty of the resonance strength and the parameters
used for the calculation can be found in Table 4.4. Due to the propagation of the uncertainty of
the electron space charge to the electron current density and the large uncertainty of the ion
temperature and hence the overlap factor, the relative uncertainty of the resonance strength
amounts to 72% to 83%. The experimental and theoretical values match within the error.

Further measurements would profit from a better characterisation of the PolarX-EBIT pa-
rameters. A more comprehensive study of the extraction system could be performed, since
the shape and size of the peaks does depend on the beam line parameters. In addition, the
work function of the titanium alloy drift tubes was approximated by the work function of pure
titanium which might lead to a systematic shift of the determined resonance energies.

The electron beam radius determined from the space charge is a factor of 3 to 5 lower than the
calculated Herrmann radius. The reason for this is not precisely known. The deviation might be
due to the assumption that the space charge potential inside the electron beam is completely flat
due to the ion compensation. It is also questionable, that the Herrmann radius can be directly
applied to the off-axis gun due to the deflection of the beam which changes the size and shape
of the beam.

For future measurements of the absolute resonance strengths, it would be interesting to estimate
the overlap factor more accurately. One way to estimate the overlap would be to utilise optical
spectroscopy of metastable states whose lifetime is longer than the orbital period of the ion
cloud, therefore emitting throughout the whole ion cloud and not only in the overlap with
the electron beam. For this, magnifying optical elements are needed [41, 42]. Another way
would be to infer the overlap factor from the effective electron current density by analysing
the line ratio of density sensitive spectral lines to density insensitive lines. This has already
been accomplished with the FLASH-EBIT for highly charged iron ions [38]. For both methods,
suitable transitions in oxygen ions have to be identified.

In addition, the polarization of the photon emission could be measured simultaneously by
adding an on-axis photon detector to detect the fluorescence at 0° and 90°. By determining the
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polarization of the emission, the resonance strengths averaged over the whole solid angle can
be calculated from equation 2.7. This method was employed for example in [43] and [44].

A more precise measurement of the resonance strengths is of interest to test atomic theory and
beneficial for the modeling and diagnosis of astrophysical and laboratory plasmas.
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Chapter 6. Appendix

Figure 6.1: ToF scans. The upper half of the plots depicts the ToF signal for fixed ramp times
of 0.001 s, 0.003 s and 0.005 s and varying trap depths. For better visibility, the square root of
the signal is shown. The lower plots display the summed signal (black) and the ToF lines for
ions of different q/m ratio (colored) similar to Figure 4.3. The ion lines are calculated using
the parameters estimated in section 4.2.
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Figure 6.2: ToF scans as in Figure 6.1 for fixed ramp times of 0.02 s, 0.04 s and 0.5 s and
varying trap depths.
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Figure 6.3: ToF scans as in Figure 6.1 for fixed trap depths of 30 V, 20 V and 10 V and varying
ramp times.
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Figure 6.4: ToF scans as in Figure 6.1 for fixed trap depths of 0 V, -10 V and -20 V and varying
ramp times.
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Figure 6.5: Summed photon count for the Kα emission as a function of the electron beam
energy and the trap depth for various electron beam currents. Ten resonances were selected,
fitted with a Gaussian distribution for each trap depth and ordered into lines. The center of
the Gaussian functions are marked in red. The square root of the count is shown for better
visibility.
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Figure 6.6: Summed photon count for the Kα emission as in Figure 6.5 for various electron
beam currents.
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Figure 6.7: Fitted positions of all resonances as a function of the trap depth. Each line
represents a different electron beam current.
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Figure 6.8: Fitted positions of all resonances as in Figure 6.7 after the correction for the
reach-through effect.
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Figure 6.9: Area of the Gaussian function fitted to the resonance peaks as a function of the trap
depth for all resonances. Each color represents a specific electron beam current.
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Figure 6.10: Determining the transition points between the three different regions for the first
resonance line. The transition points are shown for all measured electron beam currents. The
resonance positions (red) are plotted as a function of the trap depth and fitted with a line (blue)
in the first and third section. Blue crosses mark the determined intersection points.
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Figure 6.11: Electron beam energy of all resonances as a function of the trap depth for the
currents that were selected for the determination of the electron and ion space charge. Each
line represents a specific electron beam current.

78



Figure 6.12: Summed ToF signal for all DR resonance. The ion peaks that are integrated to
calculate the charge state distribution are marked in orange. The corresponding charge state are
marked in Figure 4.30.
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