# Axisymmetric monopole and dipole flow singularities in proximity of a stationary no-slip plate immersed in a Brinkman fluid 

Abdallah Daddi-Moussa-Ider©, ${ }^{1, *}$ Yuto Hosaka $\odot,{ }^{1}$ Andrej Vilfan $\odot,{ }^{1,2}$ and Ramin Golestanian $\odot^{1,3,4}$<br>${ }^{1}$ Max Planck Institute for Dynamics and Self-Organization, Am Faßberg 17, 37077 Göttingen, Germany<br>${ }^{2}$ Jožef Stefan Institute, 1000 Ljubljana, Slovenia<br>${ }^{3}$ Institute for the Dynamics of Complex Systems, University of Göttingen, 37077 Göttingen, Germany<br>${ }^{4}$ Rudolf Peierls Centre for Theoretical Physics, University of Oxford, Oxford OX1 3PU, England, United Kingdom

(Received 2 May 2023; accepted 30 June 2023; published 14 July 2023)


#### Abstract

The Green's function plays an important role in many areas of physical sciences and is a prime tool for solving diverse hydrodynamic equations in the linear regime. In the present contribution, the axisymmetric low-Reynolds-number Brinkman flow induced by monopole and dipole singularities in proximity of a stationary plate of circular shape is theoretically investigated. The flow singularities are directed along the central axis of the plate. No-slip boundary conditions are assumed to hold at the surface of the plate. The Green's functions are determined to a large extent analytically, reducing the solution of the linear hydrodynamic equations to well-behaved one-dimensional integrals amenable to numerical computation. In our approach, the Brinkman flow problem is formulated as a mixed boundary value problem that is subsequently mapped in the form of dual integral equations on the domain boundaries. Thereupon, the solution of the equations of fluid motion is eventually reduced to the solution of two independent Fredholm integral equations of the first kind. The overall flow structure and emerging eddy patterns are found to strongly depend on the magnitude of the relevant geometrical and physical parameters of the system. Moreover, the effect of the confining plate on the dynamics of externally driven or force-free particles is assessed through the calculation of the relevant hydrodynamic reaction functions. The effect of the plate on the locomotory behavior of a self-propelling active dipole swimmer is shown to be maximum when the radius of the plate is comparable to the distance separating the swimmer from the plate. Our results may prove useful for characterizing transport processes in microfluidic devices and may pave the way toward understanding and controlling of small-scale flows in porous media.
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## I. INTRODUCTION

Solutions of problems using Green's functions play an important role in many areas of physical sciences in which phenomena are modeled as linear processes [1]. Knowledge of the Green's function associated with a linear differential equation is a building block for determining the solution of boundary value problems through the superposition principle [2,3]. In modern fluid mechanics, the Green's function is a prime tool in solving diverse hydrodynamic equations such as the linear Stokes equations governing the dynamics of viscous flows at low Reynolds numbers [4-6]. Expressions of the Green's function of Stokes flow are documented for various types of confining boundary conditions [4].

The Brinkman equation $[7,8]$ describes the effective flow of a fluid through a porous medium [9]. The Brinkman

[^0]description represents an extension of the classical form of Darcy's law [10] and was originally formulated to model the viscous flow past a sparse array of identical nonoverlapping spherical particles [11-13]. In the context of biological fluid dynamics, the Brinkman description of porous media has been employed to predict the rate and pattern of growth of biofilm colonization within microfluidic chambers [14-16], to examine the rheology of blood flow through the endothelial surface layer [17-21], or to investigate the formation of intravascular blood clots (thrombi) under viscous flow conditions [22,23]. In soft active matter research [24-26], it has been employed to describe a large variety of different phenomena, including the dynamical patterns inside metabolically active phase-separated enzymatic droplets [27] and the turbulent flows in active nematics with substrate friction [28], among others.

In the Fourier domain, the Brinkman description is naturally linked to unsteady Stokes flow and linear viscoelastic fluids by a correspondence principle [29]. The fundamental solution for a viscous flow induced by an oscillating point force in the presence of a planar wall has been provided by Pozrikidis [30], given later in a different form by Felderhof $[31,32]$. The latter noted the apparent analogy with the solution derived earlier by Sommerfeld to describe the propagation of waves in wireless telegraphy [33] or the absorption
of radial energy in dipole antennas [34]. More recently, a modified point-particle approximation and a refined method of reflections for unsteady Stokes flow near boundaries have been presented [35]. An overview summarizing the relevant literature and recent developments in the present context has been provided in Ref. [36]. Meanwhile, the exact Fourierspace representation of Brinkman flow due to a regularized Brinkmanlet near a plane wall has been reported [37].

The fundamental solution for fluid flow in random porous media has been determined computationally using Stokesian dynamics simulations [38] and compared with the Green's functions of the Brinkman equation. It has been demonstrated that the Brinkman equation describes the flow in porous media accurately only for volume fractions below 0.05 . Accordingly, Brinkman description loses its predictive value for larger volume fractions, yet it can still describe the flow behavior in moderately concentrated porous media qualitatively. In addition, a general computational method based on the boundary integral equation technique has been used to obtain the solutions to the Brinkman equation for the motion of a solid particle in the presence of planar confining boundaries [39]. Motivated by atomic force microscopy experiments, the small amplitude oscillation of a cantilever beam vibrating near a surface has further been studied under various conditions [40-43].

The Brinkman description has likewise been adopted to model two-dimensional (2D) fluid layers in contact with a solid substrate [44-49]. Stokes's paradox [50], which states that there are no bounded solutions for a 2D creeping flow around a disk, can be resolved in this way by incorporating a momentum decay. On length scales much smaller than the hydrodynamic screening length [44,51,52], this phenomenological approach yields a logarithmic dependence that is consistent with the other models accounting for threedimensional (3D) fluids in the vicinity of a fluid layer [53-58]. Moreover, Kohr et al. determined the Green's function of the Brinkman equation in a 2D fluid with anisotropic impermeability [59]. Meanwhile, the relation of 2D Brinkman flows to analogous Stokes flows has been highlighted [60]. The 2D Brinkman model is particularly relevant for describing the dynamics of lipid bilayer membranes on solid substrates that mimic the generic role of the extracellular matrix [61,62], or to describe the flow behavior in microfluidic systems in which the depthwise dimension is small [63]. The swimming behavior of flagellated model microswimmers in Brinkman fluids has further been examined both in 2D [64] and 3D [65] spaces.

In each of the above-mentioned theoretical and computational studies, the confining wall was assumed to be of infinite extent along the horizontal plane. Here, we consider instead the hydrodynamic problem for monopole and dipole singularities acting near a no-slip plate of finite radius immersed in a Brinkman medium. The present paper addresses this much less investigated configuration. Indeed, in many biologically relevant applications, finite-size effects become of crucial importance for a reliable and accurate description of various fluid dynamics and transport processes spanning many length scales.

Here we report on a semianalytical theory for the viscous flow resulting from a point force (Brinkmanlet) or dipole


FIG. 1. Graphical illustration of the problem setup. A point force of strength $F$ is located axisymmetrically at height $h$ above a no-slip circular disk with radius $R$ immersed in a Brinkman fluid medium.
singularities in proximity of a circular no-slip disk. We formulate the flow problem as a standard mixed boundary value problem that we subsequently transform into two independent dual integral equations. We provide the solution of the resulting Fredholm integral equations in terms of convergent infinite series. We demonstrate the emergence of toroidal eddies arising in the fluid domain and show that the overall flow structure depends on the magnitude of the porosity coefficient and the ratio between the height of the singularity above the plate and the radius of the plate. We also probe the effect of finite size on the dynamics of an externally driven colloidal particle or a force-free microswimmer through the evaluation of the hydrodynamic reaction resulting from the monopole and dipole flow fields, respectively.

## II. PROBLEM STATEMENT

We examine the low-Reynolds-number flow induced by a point-force singularity acting on the symmetry axis of an immobile disk of radius $R$ immersed in a Brinkman fluid medium. We denote by $h$ the distance between the location of the point force and the center of the disk. We assume the disk to be extended along the $x y$ plane. Owing to the axisymmetric nature of the problem, we employ a system of cylindrical coordinates such that the point force $\boldsymbol{F}=F \hat{\boldsymbol{e}}_{z}$ is acting along the vertical direction defined by the unit vector $\hat{\boldsymbol{e}}_{z}$ normal to the plate; see Fig. 1 for an illustrative schematic of the system setup.

The flow is governed by the Brinkman equation and the incompressibility condition [7]

$$
\begin{equation*}
-\nabla p+\eta \nabla^{2} \boldsymbol{v}-\eta \alpha^{2} \boldsymbol{v}+\boldsymbol{f}=\mathbf{0}, \quad \nabla \cdot \boldsymbol{v}=0 \tag{1}
\end{equation*}
$$

where $\eta$ is the dynamic viscosity of the Newtonian fluid, $\alpha^{2}$ is the impermeability of the porous medium, which has the dimension of (length) ${ }^{-2}$, and $v$ and $p$ are the fluid
velocity and pressure, respectively. Here, $\boldsymbol{f}=\boldsymbol{F} \delta\left(\boldsymbol{r}-h \hat{\boldsymbol{e}}_{z}\right)$ is a point-force density acting on the surrounding fluid above the plate at $(0,0, h)$.

The Brinkman equation can be projected and expressed in the system of axisymmetric cylindrical coordinates as

$$
\begin{align*}
-\frac{\partial p}{\partial r}+\eta\left[\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r v_{r}\right)\right)+\frac{\partial^{2} v_{r}}{\partial z^{2}}-\alpha^{2} v_{r}\right] & =0  \tag{2a}\\
-\frac{\partial p}{\partial z}+\eta\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial v_{z}}{\partial r}\right)+\frac{\partial^{2} v_{z}}{\partial z^{2}}-\alpha^{2} v_{z}\right]+f & =0 \tag{2b}
\end{align*}
$$

wherein $f=F \delta(z-h) \delta(r) /(\pi r)$. In addition, $v_{r}$ denotes the radial and $v_{z}$ the axial component of the fluid velocity. The flow incompressibility condition in cylindrical coordinates reads

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r v_{r}\right)+\frac{\partial v_{z}}{\partial z}=0 . \tag{3}
\end{equation*}
$$

Equations (2) and (3) are subject to the regularity condition of vanishing fields at infinity in addition to the boundary condition of no slip on the surface of the disk. Specifically,

$$
\begin{equation*}
\boldsymbol{v}(r, z=0)=\mathbf{0} \quad \text { for } \quad r<R \tag{4}
\end{equation*}
$$

In addition, we require the natural continuity of the viscous traction in the flow region outside the disk for $r>R$.

Owing to the linearity of the governing equations of fluid motion, a solution can be obtained more conveniently using the image technique [5]. In this approach, we express the solution for the hydrodynamic fields as a superposition of the known solution in an unbounded fluid medium, i.e., in the absence of the disk, and a particular solution of the homogeneous differential equation that is required to satisfy the boundary conditions prescribed on the surface of the confining disk. Accordingly, the hydrodynamic fields can be expressed in the form

$$
\begin{equation*}
\boldsymbol{v}=\frac{F}{8 \pi \eta}\left(\boldsymbol{G}^{\infty}+\boldsymbol{G}\right), \quad p=\frac{F}{4 \pi}\left(P^{\infty}+P\right), \tag{5}
\end{equation*}
$$

wherein $\left\{\boldsymbol{G}^{\infty}, P^{\infty}\right\}$ correspond to the Green's functions in infinite space and $\{\boldsymbol{G}, P\}$ correspond to the contributions of the boundary. The Green's functions for the velocity have the dimensions of (length) ${ }^{-1}$ and those for the pressure have the dimensions (length) ${ }^{-2}$.

The velocity and pressure fields induced by a point-force singularity acting in an infinite Brinkman fluid, commonly known as the free-space Brinkmanlet, are given by [13]

$$
\begin{align*}
G_{r}^{\infty} & =B_{2} \frac{r(z-h)}{s^{3}},  \tag{6a}\\
G_{z}^{\infty} & =\frac{B_{1}}{s}+\frac{B_{2}}{s^{3}}(z-h)^{2},  \tag{6b}\\
P^{\infty} & =\frac{z-h}{s^{3}} . \tag{6c}
\end{align*}
$$

We have defined $s=\left(r^{2}+(z-h)^{2}\right)^{\frac{1}{2}}$ as the distance from the singularity position, and $B_{1}$ and $B_{2}$ are two functions of this
distance defined as

$$
\begin{align*}
& B_{1}=2 e^{-\alpha s}\left(1+\frac{1}{\alpha s}+\frac{1}{\alpha^{2} s^{2}}\right)-\frac{2}{\alpha^{2} s^{2}},  \tag{7a}\\
& B_{2}=\frac{6}{\alpha^{2} s^{2}}-2 e^{-\alpha s}\left(1+\frac{3}{\alpha s}+\frac{3}{\alpha^{2} s^{2}}\right) . \tag{7b}
\end{align*}
$$

In particular, it can be checked that in the limit $\alpha \rightarrow 0$, $B_{1}=B_{2}=1$, reducing Eqs. (6) into the classical Oseen tensor [66] for a Newtonian fluid.

## III. MONOPOLE FLOW

Before delving further into the calculation details, we summarize the main mathematical steps leading to the image solution. First, the governing equations of fluid motion are Hankel transformed, leading to ordinary differential equations in the Hankel transformed variables. In this way, the image solution can be presented in the form of infinite integrals over the wave number upon inverse Hankel transform. Second, applying the boundary conditions yields dual integral equations that are subsequently transformed into Fredholm integral equations of the first kind following the solution approach outlined by Sneddon [70,71] and Copson [72,73]. Third, the resulting integral equations are solved numerically by approximating the definite integrals as midpoint Riemann sums. Finally, the hydrodynamic fields can be computed numerically at every point in the fluid domain.

## A. Hankel-transformed equations

For a given radial function $\phi(r), r \in[0, \infty)$, we use the convention [67]

$$
\begin{equation*}
\widetilde{\phi}(q)=\mathcal{H}_{v}\{\phi(r)\}=\int_{0}^{\infty} r \phi(r) J_{v}(q r) d r, \tag{8}
\end{equation*}
$$

for the forward transform, and

$$
\begin{equation*}
\phi(r)=\mathcal{H}_{v}^{-1}\{\widetilde{\phi}(q)\}=\int_{0}^{\infty} q \widetilde{\phi}(q) J_{v}(q r) d q, \tag{9}
\end{equation*}
$$

for the inverse transform. Here, $J_{v}$ is the Bessel function of the first kind of order $v \geqslant-\frac{1}{2}$. We use the first-order Hankel transform for the radial component of the fluid velocity and zeroth-order Hankel transform for the axial velocity and pressure. Defining $\widetilde{G}_{r}=\mathcal{H}_{1}\left\{G_{r}\right\}, \widetilde{G}_{z}=\mathcal{H}_{0}\left\{G_{z}\right\}$, and $\widetilde{P}=\mathcal{H}_{0}\{P\}$, the resulting Hankel transforms of the homogeneous momentum equations (2) read

$$
\begin{align*}
& q \widetilde{P}+\frac{1}{2}\left(\frac{\partial^{2}}{\partial z^{2}}-\left(q^{2}+\alpha^{2}\right)\right) \widetilde{G}_{r}=0,  \tag{10a}\\
&-\frac{\partial \widetilde{P}}{\partial z}+\frac{1}{2}\left(\frac{\partial^{2}}{\partial z^{2}}-\left(q^{2}+\alpha^{2}\right)\right) \widetilde{G}_{z}=0 . \tag{10b}
\end{align*}
$$

The incompressibility equation (3) can likewise be Hankel transformed as

$$
\begin{equation*}
q \widetilde{G}_{r}+\frac{\partial \widetilde{G}_{z}}{\partial z}=0 \tag{11}
\end{equation*}
$$

Accordingly, the partial differential equations governing the fluid motion have now been transformed into a system of ordinary differential equations in the Hankel transformed variables.

It follows from Eq. (11) that $\widetilde{G}_{r}=-(1 / q)\left(\partial \widetilde{G}_{z} / \partial z\right)$. By combining Eqs. (10) so as to eliminate the pressure field, a fourth-order differential equation for the normal component of the fluid velocity is obtained, namely,

$$
\begin{equation*}
\left(\frac{\partial^{4}}{\partial z^{4}}-\left(2 q^{2}+\alpha^{2}\right) \frac{\partial^{2}}{\partial z^{2}}+q^{2}\left(q^{2}+\alpha^{2}\right)\right) \widetilde{G}_{z}=0 \tag{12}
\end{equation*}
$$

Considering the regularity condition as $z \rightarrow \pm \infty$, the general solution of Eq. (12) is given by

$$
\begin{equation*}
\widetilde{G}_{z}^{ \pm}=c_{1}^{ \pm} e^{\mp q z}+c_{2}^{ \pm} e^{\mp Q z} \tag{13}
\end{equation*}
$$

wherein $Q=\left(q^{2}+\alpha^{2}\right)^{\frac{1}{2}}$, and $c_{i}^{ \pm}, i=1,2$, are wave-numberdependent functions, to be subsequently determined from the underlying boundary conditions. Plus and minus signs in superscripts refer to the flow variables above the plate $(z>0)$ and below the plate $(z<0)$, respectively. The solution for the radial velocity reads

$$
\begin{equation*}
\widetilde{G}_{r}^{ \pm}= \pm c_{1}^{ \pm} e^{\mp q z} \pm \frac{Q}{q} c_{2}^{ \pm} e^{\mp Q z} \tag{14}
\end{equation*}
$$

The corresponding solution for the pressure field reads

$$
\begin{equation*}
\widetilde{P}^{ \pm}= \pm \frac{\alpha^{2}}{2 q} c_{1}^{ \pm} e^{\mp q z} \tag{15}
\end{equation*}
$$

The solutions of the hydrodynamic fields in real space are readily obtained upon inverse Hankel transform as $G_{r}=$ $\mathcal{H}_{1}^{-1}\left\{\widetilde{G}_{r}\right\}, G_{z}=\mathcal{H}_{0}^{-1}\left\{\widetilde{G}_{z}\right\}$, and $P=\mathcal{H}_{0}^{-1}\{\widetilde{P}\}$. Ultimately, the image velocity and pressure fields can be expressed in integral forms over the wave number $q$ as

$$
\begin{align*}
G_{r}^{ \pm} & = \pm \int_{0}^{\infty}\left(q c_{1}^{ \pm} e^{-q|z|}+Q c_{2}^{ \pm} e^{-Q|z|}\right) J_{1}(q r) d q  \tag{16a}\\
G_{z}^{ \pm} & =\int_{0}^{\infty} q\left(c_{1}^{ \pm} e^{-q|z|}+c_{2}^{ \pm} e^{-Q|z|}\right) J_{0}(q r) d q  \tag{16b}\\
P^{ \pm} & = \pm \frac{\alpha^{2}}{2} \int_{0}^{\infty} c_{1}^{ \pm} e^{-q|z|} J_{0}(q r) d q \tag{16c}
\end{align*}
$$

## B. Dual integral equations

Having derived a general integral representation of the image solution for an axisymmetric Brinkman flow field, we next determine the wave-number-dependent quantities $c_{i}^{ \pm}, i=$ 1,2 , such that the underlying boundary conditions imposed at $z=0$ are satisfied.

It follows from the continuity of radial and axial components of the fluid velocity that

$$
\begin{array}{r}
c_{1}^{+}-c_{1}^{-}+c_{2}^{+}-c_{2}^{-}=0 \\
q\left(c_{1}^{+}+c_{1}^{-}\right)+Q\left(c_{2}^{+}+c_{2}^{-}\right)=0 \tag{17b}
\end{array}
$$

On the one hand, the equations for the inner problem are obtained by imposing the no-slip boundary condition at the surface of the disk as

$$
\begin{align*}
\int_{0}^{\infty}\left(q c_{1}^{+}+Q c_{2}^{+}\right) J_{1}(q r) d q & =-G_{r}^{\infty}(r, z=0)  \tag{18a}\\
\int_{0}^{\infty} q\left(c_{1}^{+}+c_{2}^{+}\right) J_{0}(q r) d q & =-G_{z}^{\infty}(r, z=0) \tag{18b}
\end{align*}
$$

for $r<R$. On the other hand, the equations for the outer problem are obtained by requiring continuity of the radial and axial components of the viscous traction. Then,

$$
\begin{align*}
& \int_{0}^{\infty} A(q) J_{1}(q r) d q=0  \tag{19a}\\
& \int_{0}^{\infty} B(q) J_{0}(q r) d q=0 \tag{19b}
\end{align*}
$$

for $r>R$. The wave-number-dependent integrands are given by

$$
\begin{align*}
& A=2 q^{2}\left(c_{1}^{+}-c_{1}^{-}+c_{2}^{+}-c_{2}^{-}\right)+\alpha^{2}\left(c_{2}^{+}-c_{2}^{-}\right)  \tag{20a}\\
& B=2 q Q\left(c_{2}^{+}+c_{2}^{-}\right)+\left(2 q^{2}+\alpha^{2}\right)\left(c_{1}^{+}+c_{1}^{-}\right) \tag{20b}
\end{align*}
$$

Moreover, solving Eqs. (17) for the coefficients $c_{2}^{+}$and $c_{2}^{-}$ associated with the lower fluid domain $(z<0)$ yields

$$
\begin{align*}
& c_{2}^{+}=\frac{1}{2}\left(c_{1}^{-}-c_{1}^{+}\right)-\frac{q}{2 Q}\left(c_{1}^{+}+c_{1}^{-}\right)  \tag{21a}\\
& c_{2}^{-}=\frac{1}{2}\left(c_{1}^{+}-c_{1}^{-}\right)-\frac{q}{2 Q}\left(c_{1}^{+}+c_{1}^{-}\right) \tag{21b}
\end{align*}
$$

It follows from Eqs. (20) and (21) that $c_{1}^{ \pm}=(B \pm A) /\left(2 \alpha^{2}\right)$ and $c_{2}^{ \pm}=(\mp A-q B / Q) /\left(2 \alpha^{2}\right)$. Upon substitution of these forms into Eqs. (18), the integral equations for the inner problem are obtained as

$$
\begin{align*}
\int_{0}^{\infty} \frac{2}{\alpha^{2}}(Q-q) A(q) J_{1}(q r) d q & =-4 G_{r}^{\infty}(r, z=0)  \tag{22a}\\
\int_{0}^{\infty} \frac{2 q}{\alpha^{2}}\left(1-\frac{q}{Q}\right) B(q) J_{0}(q r) d q & =-4 G_{z}^{\infty}(r, z=0) \tag{22b}
\end{align*}
$$

for $r<R$. The flow problem is thus reduced to the dual integral equations given by Eqs. (19) and (22) for the unknown wave-number-dependent functions $A(q)$ and $B(q)$.

A standard approach to derive solutions of the resulting integral equations can be achieved by means of the theory of Mellin transforms $[68,69]$. Here, we prefer to follow an alternative route based on the well-established solution recipes described by Sneddon [70,71] and Copson [72,73] for solving dual integral equations. This solution approach has been employed by some of us to solve various Stokes flow problems involving finite-sized boundaries. These include the theoretical investigation of the viscous flow induced by diverse types of force or source singularities acting in proximity of a deformable disk possessing shear and bending [74,75], near a no-slip circular disk [76-78], or between two parallel coaxially positioned no-slip disks of equal size $[79,80]$. Accordingly, the problem is reduced to the search for the solution of Fredholm integral equations, which can, under special circumstances, also be inverted analytically for simple boundary conditions.

## C. Formulation of solutions

To satisfy the integral equations for the outer problem stated by Eqs. (19), we express the solutions in terms of finite

Fourier transforms of the forms

$$
\begin{align*}
& A(q)=-4 q \int_{0}^{R} f(t) \sin (q t) d t  \tag{23a}\\
& B(q)=-4 q \int_{0}^{R} g(t) \cos (q t) d t . \tag{23b}
\end{align*}
$$

We will now demonstrate that these expressions fulfill the condition imposed in the outer domain. In fact, using integration by parts, we have

$$
\begin{align*}
& \frac{A(q)}{4}=\left.f(t) \cos (q t)\right|_{t=0} ^{t=R}-\int_{0}^{R} f^{\prime}(t) \cos (q t) d t  \tag{24a}\\
& \frac{B(q)}{4}=\int_{0}^{\infty} g^{\prime}(t) \sin (q t) d t-g(R) \sin (q R) . \tag{24b}
\end{align*}
$$

Since [81]

$$
\begin{align*}
\int_{0}^{\infty} \cos (q t) J_{1}(q r) d q & =\frac{1}{r}-\frac{t H(t-r)}{r\left(t^{2}-r^{2}\right)^{\frac{1}{2}}}  \tag{25a}\\
\int_{0}^{\infty} \sin (q t) J_{0}(q r) d q & =\frac{H(t-r)}{\left(t^{2}-r^{2}\right)^{\frac{1}{2}}} \tag{25b}
\end{align*}
$$

with $H$ representing the Heaviside step function, it can readily be checked that the integral equations for the outer problem are satisfied when $f(0)=0$. We will show later on that indeed this is the case here.

Ultimately, by substituting the integral representations of $A(q)$ and $B(q)$ as given by Eqs. (23) into the equations for the inner problem stated by Eqs. (22), and invoking the expressions of the free-space Brinkmanlet stated by Eqs. (6), the following integral equations for the unknown functions $f(t)$ and $g(t)$ are obtained. Specifically,

$$
\begin{align*}
\int_{0}^{R} f(t) \Gamma_{1}(r, t) d t & =\beta_{2} \frac{h r}{\rho^{3}}  \tag{26a}\\
\int_{0}^{R} g(t) \Gamma_{2}(r, t) d t & =\frac{1}{\rho}\left(\beta_{1}+\beta_{2}\left(\frac{h}{\rho}\right)^{2}\right), \tag{26b}
\end{align*}
$$

for $r<R$, wherein $\rho=\left(r^{2}+h^{2}\right)^{\frac{1}{2}}$. In addition, we have defined the abbreviations $\beta_{i}=\left.B_{i}\right|_{s=\rho}, i=1,2$. Moreover, the kernel functions $\Gamma_{1}$ and $\Gamma_{2}$ are expressed in terms of infinite integrals over the wave number as

$$
\begin{align*}
& \Gamma_{1}=\frac{2}{\alpha^{2}} \int_{0}^{\infty} q\left(\left(q^{2}+\alpha^{2}\right)^{\frac{1}{2}}-q\right) \sin (q t) J_{1}(q r) d q  \tag{27a}\\
& \Gamma_{2}=\frac{2}{\alpha^{2}} \int_{0}^{\infty} q^{2} \frac{\left(q^{2}+\alpha^{2}\right)^{\frac{1}{2}}-q}{\left(q^{2}+\alpha^{2}\right)^{\frac{1}{2}}} \cos (q t) J_{0}(q r) d q . \tag{27b}
\end{align*}
$$

Equations (26) are Fredholm integral equations of the first kind for the unknown functions $f(t)$ and $g(t)$ defined on the interval $[0, R]$.

In the Stokes flow limit for which $\alpha \rightarrow 0$, exact analytical solutions of Eqs. (26) can be obtained. These have been obtained by Kim [82] earlier using an analogous dual integral equation approach. However, for the general case of arbitrary values of $\alpha$, an analytical evaluation of the infinite integrals defining the kernel functions given in Eqs. (27) is rather delicate and far from being trivial. Even though a direct analytical evaluation of the integral is seemingly impossible, we will show in the following that both infinite integrals can
conveniently be transformed into convergent series functions amenable to numerical evaluation upon truncation. The chief benefit of our approach is that the solution of the axisymmetric Brinkman flow problem is reduced to one-dimensional numerical integration over a bounded interval.

## D. Evaluation of the kernel functions

The core idea of our semianalytical approach consists of expressing the Bessel functions in Eqs. (27) in terms of the integral form given by Poisson (see, e.g., Gröbner and Hofreiter [83]),

$$
\begin{equation*}
J_{v}(z)=\frac{2\left(\frac{z}{2}\right)^{v}}{\pi^{\frac{1}{2}} \Gamma\left(v+\frac{1}{2}\right)} \int_{0}^{1}\left(1-w^{2}\right)^{v-\frac{1}{2}} \cos (z w) d w \tag{28}
\end{equation*}
$$

and interchanging the order of integration with respect to the variables $w$ and $q$. Here, $\Gamma$ denotes the Euler Gamma function [84]. Performing integration first with respect to the wave number $q$ between 0 and $\infty$ yields a definite integral with respect to the variable $w$ between 0 and 1 . By using the series expansion representation of the integrands, an analytical evaluation of the resulting definite integrals is possible. Correspondingly, the kernel functions can be cast in the form

$$
\begin{align*}
& \Gamma_{1}=\Gamma_{1}^{0}+\alpha^{2} r\left(\frac{\alpha t}{15}+\Psi_{1}+2 \Psi_{2} H(r-t)\right)  \tag{29a}\\
& \Gamma_{2}=\Gamma_{2}^{0}-\alpha\left(\frac{4}{3}-\Psi_{3}+2 \Psi_{4} H(r-t)\right) \tag{29b}
\end{align*}
$$

wherein $\Gamma_{i}^{0}$, for $i=1,2$, stand for the kernels in the Stokes flow limit as $\alpha \rightarrow 0$, given by

$$
\begin{equation*}
\Gamma_{1}^{0}(r, t)=\frac{t H(r-t)}{r\left(r^{2}-t^{2}\right)^{\frac{1}{2}}}, \quad \Gamma_{2}^{0}(r, t)=\frac{H(r-t)}{\left(r^{2}-t^{2}\right)^{\frac{1}{2}}} . \tag{30}
\end{equation*}
$$

In addition,

$$
\begin{align*}
& \Psi_{1}(r, t)=\int_{0}^{1} \hat{\Psi}_{1}(w)\left(1-w^{2}\right)^{\frac{1}{2}} d w  \tag{31a}\\
& \Psi_{2}(r, t)=\int_{\frac{t}{r}}^{1} \hat{\Psi}_{2}(w)\left(1-w^{2}\right)^{\frac{1}{2}} d w  \tag{31b}\\
& \Psi_{3}(r, t)=\int_{0}^{1} \hat{\Psi}_{3}(w)\left(1-w^{2}\right)^{-\frac{1}{2}} d w  \tag{31c}\\
& \Psi_{4}(r, t)=\int_{\frac{t}{r}}^{1} \hat{\Psi}_{4}(w)\left(1-w^{2}\right)^{-\frac{1}{2}} d w \tag{31d}
\end{align*}
$$

with the integrands given by

$$
\begin{align*}
& \hat{\Psi}_{1}(w)=\frac{\Phi_{2}\left(w_{-}\right)}{w_{-}^{2}}+\frac{\Phi_{2}\left(w_{+}\right)}{w_{+}^{2}}+\frac{\Phi_{3}\left(w_{-}\right)}{w_{-}}+\frac{\Phi_{3}\left(w_{+}\right)}{w_{+}}, \\
& \hat{\Psi}_{2}(w)=\frac{I_{2}\left(w_{-}\right)}{w_{-}^{2}}+\frac{I_{3}\left(w_{-}\right)}{w_{-}},  \tag{32b}\\
& \hat{\Psi}_{3}(w)=\Phi_{1}\left(w_{-}\right)+\Phi_{1}\left(w_{+}\right)+\frac{\Phi_{4}\left(w_{-}\right)}{w_{-}}+\frac{\Phi_{4}\left(w_{+}\right)}{w_{+}},
\end{align*}
$$

$$
\begin{equation*}
\hat{\Psi}_{4}(w)=\frac{3}{w_{-}} I_{2}\left(w_{-}\right)+I_{3}\left(w_{-}\right) \tag{32c}
\end{equation*}
$$

Here, we have defined the abbreviation $w_{ \pm}=\alpha(t \pm r w)$. In addition, $\Phi_{1}(z)=I_{3}(z)-L_{1}(z), \Phi_{2}(z)=L_{2}(z)-I_{2}(z)$, $\Phi_{3}(z)=L_{3}(z)-I_{3}(z)$, and $\Phi_{4}(z)=3 I_{2}(z)+L_{2}(z), \quad z \in \mathbb{C}$. Here, $L_{n}$ and $I_{n}$ represent the $n$ th-order modified Struve function and modified Bessel function of the first kind, respectively.

To be able to make analytical progress, we use the series representation of the modified Struve function and modified Bessel function of the first kind, given by [84]

$$
\begin{align*}
L_{v}(z) & =\sum_{m \geqslant 0} \frac{\left(\frac{z}{2}\right)^{2 m+v+1}}{\Gamma\left(m+\frac{3}{2}\right) \Gamma\left(m+v+\frac{3}{2}\right)}  \tag{33a}\\
I_{v}(z) & =\sum_{m \geqslant 0} \frac{\left(\frac{z}{2}\right)^{2 m+v}}{\Gamma(m+1) \Gamma(m+v+1)} \tag{33b}
\end{align*}
$$

We note that the Gamma function has the recursive property $\Gamma(z+1)=z \Gamma(z)$ and that for a positive integer $n$ we have $\Gamma(n+1)=n!$.

Thus, by making use of the series expansions given by Eqs. (33), and defining the dimensionless quantities $\sigma=\alpha t / 2$ and $\mu=r / t$, the functions $\Psi_{1}$ and $\Psi_{2}$ defining the kernel $\Gamma_{1}$ are obtained as

$$
\begin{align*}
& \Psi_{1}=-\frac{\alpha t}{15}+\sum_{m \geqslant 0} \pi\left(\sigma b_{m}^{2} \lambda_{m} X_{m}-b_{m}^{1} \delta_{m} C_{m}\right) \sigma^{2 m}  \tag{34a}\\
& \Psi_{2}=\sum_{m \geqslant 0} b_{m}^{1} \delta_{m} Z_{m} \sigma^{2 m} \tag{34b}
\end{align*}
$$

where we have defined $\lambda_{m}=(2 m+3)(2 m+5) q_{m}^{1} / 32$ and $\delta_{m}=(m+1)(m+2) q_{m}^{0} / 8$, with $q_{m}^{i}=\Gamma(m+3+i / 2)^{-2}$, $i=1,2$. In addition, $b_{m}^{i}=2 m+i, i=1, \ldots, 4$. The series coefficients $X_{m}, C_{m}$, and $Z_{m}$ are functions of $\mu^{2}$ only and are provided in Appendix A. Likewise, the corresponding series representation of the functions $\Psi_{3}$ and $\Psi_{4}$ defining the kernel $\Gamma_{2}$ are

$$
\begin{align*}
\Psi_{3} & =\sum_{m \geqslant 0} 4 \pi\left(b_{m}^{3} \delta_{m} T_{m}-\sigma b_{m}^{4} \lambda_{m} U_{m}\right) \sigma^{2 m+1}  \tag{35a}\\
\Psi_{4} & =\sum_{m \geqslant 0} 2 b_{m}^{3} \delta_{m} G_{m} \sigma^{2 m+1} \tag{35b}
\end{align*}
$$

where $T_{m}, U_{m}$, and $G_{m}$ are also functions of $\mu^{2}$ only, the expressions of which are provided in Appendix A.

Equations (34) and (35) are central results of our paper. Generally, only a few terms in the series expansion are needed to achieve an accurate estimation of the computed integrals for a given desired precision. This approach is proven to be sometimes over 1000 times faster than the naive numerical evaluation of the infinite integrals computationally using standard techniques. A discussion concerning the truncation of the series expansion is provided in Appendix B.

In Fig. 2 we illustrate exemplary contour plots of the kernel functions $\Gamma_{1}$ and $\Gamma_{2}$ as defined by Eqs. (27), rescaled by the radius of the disk $R$. Results are shown for two values of $\alpha R=0$ [panels (a) and (b)] and $\alpha R=10$ [panels (c) and (d)]. Since $t, r \in[0, R]$, we present the arguments of the kernel functions in a scaled form by scaling $t$ and $r$ by the relevant length scale corresponding to the radius of the disk. Accordingly, the left-hand sides of the resulting Fredholm integral


FIG. 2. Contour plots of the kernel functions (scaled by disk radius $R$ ) for $\alpha R=0(\mathrm{a}, \mathrm{b})$ and $\alpha R=10(\mathrm{c})$, (d). The red solid line represents the first bisector corresponding to $t=r$.
equations (26) can conveniently be expressed as definite integrals on the interval $[0,1]$. Notice that $t$ is a dummy variable used for integration. The kernel functions $\Gamma_{1}$ and $\Gamma_{2}$ both have dimensions of (length) ${ }^{-1}$ and thus these have been scaled likewise by $R$ to be made dimensionless. We note that $R$ and not $h$ has been used here to scale lengths since the kernel functions are independent of $h$. Accordingly, the kernel functions have to be computed in a scaled form only once, not for each disk size, since their computation represents the most expensive part in solving the resulting integral equations. The kernels are singular for $t=r$ (red lines), so that care must be taken when discretizing on a finer grid. Unlike the Stokes flow limit for a zero impermeability coefficient (or equivalently for an infinite permeability), the kernel functions for a Brinkman fluid take nonvanishing values for $r<t$ as well.

## E. Numerical solution of integral equations

In the following we summarize the main computational steps involved in the numerical solution of the resulting integral equations given by Eqs. (26). The two integrals over the interval $[0, R]$ are partitioned into $N$ subintervals and approximated as midpoint Riemann sums. Thereupon, the resulting equations are evaluated at $N$ collocation points $r_{j}$, $j=1, \ldots, N$, uniformly distributed over the interval $[0, R]$. Since for $t=r$ the kernel functions are singular, the partition of the sequence of points $t_{i}$ used to approximate the integral as midpoint Riemann sums must be chosen differently from the collocation points $r_{j}$. Then, the discrete values of $f\left(t_{i}\right)$ and $g\left(t_{i}\right)$ can readily be obtained by solving two well-behaved systems of $N$ linear equations numerically in MATLAB [85].

We now define the dimensionless parameter $\lambda=\alpha h$ that we denominate as the porosity coefficient. In addition, we define $\xi=h / R$ as the ratio between the singularity position and the radius of the disk. Accordingly, the Stokes flow limit


FIG. 3. Variation of the solutions of the Fredholm integral equations given by Eqs. (26) as obtained numerically for various values of $\lambda=\alpha h$. Here, we set $\xi=h / R=0.5$.
corresponds to $\lambda=0$ while $\xi=0$ holds in the limit of an infinitely extended no-slip wall.

In Fig. 3 we show the variation of the solutions of the Fredholm integral equations (26) for various values of $\lambda$ while keeping $\xi=0.5$. Results are obtained numerically using $N=$ 512 discretization points. In the limit $\lambda=0$, we recover the solution previously obtained by Kim [82] in the Stokes flow limit. Upon increasing the porosity coefficient, both functions amount to smaller values, implying that the magnitude of the velocity field becomes smaller as the flow resistance becomes larger. We can readily verify the fulfillment of the condition $f(0)=0$ [Fig. 3 (a)] for which the dual integral equation for the outer problem will be satisfied.

Once the solutions of the Fredholm integral equations for $f(t)$ and $g(t)$ are obtained at $N$ discrete values, the velocity field can be obtained numerically at any point in the fluid domain.

## F. Expressions of the hydrodynamic fields

By making use of the integral representation of the wave-number-dependent coefficients $A(q)$ and $B(q)$ given by Eqs. (23), the coefficients $c_{1}^{ \pm}=(B \pm A) /\left(2 \alpha^{2}\right)$ and $c_{2}^{ \pm}=$ ( $\mp A-q B / Q) /\left(2 \alpha^{2}\right)$ can likewise be expressed in terms of definite integrals involving $f(t)$ and $g(t)$. By inserting the corresponding expressions of $c_{i}^{ \pm}, i=1,2$, into Eq. (16), the image velocity and pressure fields can conveniently be
presented in the form of definite integrals over the interval $[0, R]$ as

$$
\begin{align*}
G_{r}^{ \pm} & =\int_{0}^{R}\left[\mathcal{K}_{1}(r, z, t) f(t) \pm \mathcal{K}_{2}(r, z, t) g(t)\right] d t  \tag{36a}\\
G_{z}^{ \pm} & =\int_{0}^{R}\left[ \pm \mathcal{K}_{3}(r, z, t) f(t)+\mathcal{K}_{4}(r, z, t) g(t)\right] d t  \tag{36b}\\
P^{ \pm} & =\int_{0}^{R}\left[\mathcal{Q}_{1}(r, z, t) f(t) \pm \mathcal{Q}_{2}(r, z, t) g(t)\right] d t \tag{36c}
\end{align*}
$$

where $\mathcal{K}_{i}, i=1, \ldots, 4$, are given by

$$
\begin{align*}
\mathcal{K}_{1} & =\frac{2}{\alpha^{2}} \int_{0}^{\infty} q^{2} \mathcal{S}_{1}(q, z) \sin (q t) J_{1}(q r) d q  \tag{37a}\\
\mathcal{K}_{2} & =\frac{2}{\alpha^{2}} \int_{0}^{\infty} q^{2} \mathcal{S}_{2}(q, z) \cos (q t) J_{1}(q r) d q  \tag{37b}\\
\mathcal{K}_{3} & =\frac{2}{\alpha^{2}} \int_{0}^{\infty} q^{2} \mathcal{S}_{2}(q, z) \sin (q t) J_{0}(q r) d q  \tag{37c}\\
\mathcal{K}_{4} & =\frac{2}{\alpha^{2}} \int_{0}^{\infty} q^{2} \mathcal{S}_{3}(q, z) \cos (q t) J_{0}(q r) d q \tag{37d}
\end{align*}
$$

In addition, $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ are both independent of $\alpha$ and are given by

$$
\begin{align*}
& \mathcal{Q}_{1}=-\int_{0}^{\infty} q e^{-q|z|} \sin (q t) J_{0}(q r) d q  \tag{38a}\\
& \mathcal{Q}_{2}=-\int_{0}^{\infty} q e^{-q|z|} \cos (q t) J_{0}(q r) d q \tag{38b}
\end{align*}
$$

Here, we have defined $\mathcal{S}_{1}=(Q / q) e^{-Q|z|}-e^{-q|z|}, \mathcal{S}_{2}=$ $e^{-Q|z|}-e^{-q|z|}$, and $\mathcal{S}_{3}=(q / Q) e^{-Q|z|}-e^{-q|z|}$. The corresponding expressions of $\mathcal{K}_{i}, i=1, \ldots, 4$, in the limit $\lambda \rightarrow 0$ are provided in Appendix C.

For an efficient numerical computation, the six infinite integrals stated by Eqs. (37) and (38) are converted into wellbehaved definite integrals over the domain $[0, \pi]$ by using the variable substitution $q=\tan \left(\frac{u}{2}\right)$ and thus $d q=\frac{1}{2}\left(1+q^{2}\right) d u$. Thereupon, the resulting definite integrals are approximated as midpoint Riemann sums. Finally, the image solution is computed via Eqs. (36) again by approximating the definite integral as midpoint Riemann sums in the interval $[0, R]$. For an improved numerical evaluation of the flow field, we typically discretize the interval $[0, \pi]$ into $M=100 N$ points uniformly distributed over the definite interval.

The flow streamlines and contour plots of the velocity magnitude are shown in Fig. 4 for various values of $\xi$ and $\lambda$. For larger values of the porosity coefficient $\lambda$, we observe the formation of eddies with closed streamlines in the fluid region above the plate [panels (a)-(c)]. For the present set of parameters, these eddies do not occur for smaller $\lambda$ [panel (d)] or in the Stokes flow limit as $\lambda \rightarrow 0$ [see Ref. [82]]. Accordingly, the flow behavior in a Brinkman fluid qualitatively differs from that observed for a Stokes flow. Upon increasing $\lambda$, the resistance of the flow becomes larger, so that the magnitude of the flow velocity field undergoes a sharp decay with distance from the singularity position.


FIG. 4. Streamlines and contour plots of the scaled velocity field induced by Brinkmanlets for $\xi=0.5$ (a), (c) and $\xi=1$ (b), (d). Here, $\boldsymbol{v}^{*}=\boldsymbol{v} /[F /(8 \pi \eta R)]$ denotes the dimensionless velocity.

## G. Solutions in the liming cases

To connect our results with previous studies, we recall the following known solutions obtained in the limiting cases of an infinitely extended plate $(R \rightarrow \infty)$ or zero impermeability ( $\lambda \rightarrow 0$ ).

## 1. Solution for an infinitely extended plate

In the following, we recover the solution of the flow problem in the limiting case of an infinitely extended plate such that $R \rightarrow \infty$. In this situation, the solution can be obtained via inverse Hankel transform of Eqs. (22) to obtain

$$
\begin{align*}
& A(q)=-\frac{2 q \alpha^{2}}{Q-q} \int_{0}^{\infty} G_{r}^{\infty}(r, z=0) J_{1}(q r) r d r  \tag{39a}\\
& B(q)=-\frac{2 Q \alpha^{2}}{Q-q} \int_{0}^{\infty} G_{z}^{\infty}(r, z=0) J_{0}(q r) r d r . \tag{39b}
\end{align*}
$$

The latter two integrals can be evaluated analytically as

$$
\begin{align*}
& A(q)=-\frac{4 q^{2}}{Q-q}\left(e^{-q h}-e^{-Q h}\right),  \tag{40a}\\
& B(q)=-\frac{4 q}{Q-q}\left(Q e^{-q h}-q e^{-Q h}\right) . \tag{40b}
\end{align*}
$$

Then, the wave-number-dependent coefficients $c_{i}^{ \pm}, i=1,2$, are obtained as

$$
\begin{align*}
& c_{1}^{+}=\frac{2 q}{\alpha^{2}(Q-q)}\left(2 q e^{-Q h}-(Q+q) e^{-q h}\right),  \tag{41a}\\
& c_{2}^{+}=\frac{2 q^{2}}{\alpha^{2} Q(Q-q)}\left(2 Q e^{-q h}-(Q+q) e^{-Q h}\right) . \tag{41b}
\end{align*}
$$

These results are in full agreement with those obtained by Felderhof [31,32] and later rederived in Ref. [36] using
to some degree a different solution approach. Particularly, in the limit $\alpha \rightarrow 0$, it follows that $Q \sim q+\alpha^{2} /(2 q)$. We readily obtain $A(q)=-4 q^{2} h e^{-q h}$ and $B(q)=-4 q(1+q h) e^{-q h}$, corresponding to the solution originally obtained by Blake [86].

We note that in the limit $R \rightarrow \infty$, the expressions of $f(t)$ and $g(t)$ can be obtained from Eqs. (23) via inverse sine and cosine Fourier transform as

$$
\begin{align*}
& f(t)=-\frac{1}{2 \pi} \int_{0}^{\infty} \frac{A(q)}{q} \sin (q t) d q  \tag{42a}\\
& g(t)=-\frac{1}{2 \pi} \int_{0}^{\infty} \frac{B(q)}{q} \cos (q t) d q . \tag{42b}
\end{align*}
$$

Then, inserting the expressions of $A(q)$ and $B(q)$ given by Eqs. (40) into Eqs. (42) leads to

$$
\begin{equation*}
f(t)=\frac{4}{\pi} \frac{h^{2} t}{\left(t^{2}+h^{2}\right)^{2}}, \quad g(t)=\frac{4}{\pi} \frac{h^{3}}{\left(t^{2}+h^{2}\right)^{2}} . \tag{43}
\end{equation*}
$$

## 2. Solution in the Stokes limit

In the limit $\lambda \rightarrow 0$, Fredholm integral equations (26) reduce to classical Abel integral equations. These represent particular cases of Volterra integral equations. We thereby recover the same integral equations obtained previously by Kim [82], who examined the axisymmetric Stokes flow near a finite-sized disk using a dual integral equation approach. Specifically,

$$
\begin{align*}
\int_{0}^{r} \frac{t f(t) d t}{r\left(r^{2}-t^{2}\right)^{\frac{1}{2}}} & =\frac{h r}{\left(r^{2}+h^{2}\right)^{\frac{3}{2}}},  \tag{44a}\\
\int_{0}^{r} \frac{g(t) d t}{\left(r^{2}-t^{2}\right)^{\frac{1}{2}}} & =\frac{r^{2}+2 h^{2}}{\left(r^{2}+h^{2}\right)^{\frac{3}{2}}} . \tag{44b}
\end{align*}
$$

Surprisingly, integrating Eqs. (44) yields exactly the same expressions of $f(t)$ and $g(t)$ previously obtained for an infinitely extended plate given by Eq. (43). We have checked that this peculiar property only holds for $\alpha=0$ and does not hold for a Brinkman fluid, for which the solution should be obtained by systematically solving the resulting Fredholm dual integral equations numerically.

## H. Hydrodynamic monopole reaction

Having presented a semianalytical theory describing the axisymmetric monopole flow of Brinkman fluid near a stationary plate of circular shape, we next assess the effect of a confining plate on the slow motion of a colloidal particle moving along the symmetry axis of the plate. We define the scaled normal-normal component of the reaction tensor as

$$
\begin{equation*}
\mathcal{R}=\frac{3}{4} h \lim _{(r, z) \rightarrow(0, h)} G_{z}^{+}, \tag{45}
\end{equation*}
$$

where the factor $3 / 4$ results from the fact that the Green's function is usually scaled by the bulk hydrodynamic mobility coefficient $6 \pi \eta a$. It follows from Eq. (36b) that

$$
\begin{equation*}
\mathcal{R}=\frac{3}{4} h \int_{0}^{R}\left[\mathcal{K}_{3}(0, h, t) f(t)+\mathcal{K}_{4}(0, h, t) g(t)\right] d t \tag{46}
\end{equation*}
$$

The latter integral can be approximated and evaluated numerically using a standard midpoint Riemann sum.

We will provide the following exact analytical expressions in the limiting cases of $R \rightarrow \infty$ and $\lambda \rightarrow 0$.

## 1. Solution for an infinitely extended plate

In the limit $R \rightarrow \infty$, Eq. (46) becomes an infinite integral that can be evaluated analytically and cast in the form

$$
\begin{align*}
\mathcal{R}= & -\left[\Lambda_{1}+\Lambda_{2} e^{-2 \lambda}-\Lambda_{3} e^{-\lambda}+\Lambda_{4} E_{1}(\lambda)+\Lambda_{5} K_{0}(2 \lambda)\right. \\
& \left.+\Lambda_{6} K_{1}(2 \lambda)+\Lambda_{7} N_{0}(2 \lambda)-\Lambda_{8} N_{1}(2 \lambda)\right] /\left(16 \lambda^{4}\right) \tag{47}
\end{align*}
$$

where we have defined the abbreviation $N_{v}(z)=Y_{v}(z)-$ $H_{v}(z)$. Here, $Y_{v}$ and $K_{v}$ denote the Bessel function of the second kind and modified Bessel function of the second kind, respectively, $H_{v}$ is the Struve function, and $E_{1}$ is related to the exponential integral Ei for a real argument via $E_{1}(\lambda)=-\operatorname{Ei}(-\lambda)$. In addition, $\Lambda_{i}, i=1, \ldots, 8$, are functions of $\lambda$ only. They are given by $\Lambda_{1}=6\left(6+\lambda^{2}+8 \lambda^{3}\right)$, $\Lambda_{2}=6\left(6+12 \lambda+9 \lambda^{2}+2 \lambda^{3}\right), \Lambda_{3}=144+144 \lambda+48 \lambda^{2}-$ $6 \lambda^{4}+10 \lambda^{5}+\lambda^{6}-\lambda^{7}, \Lambda_{4}=\lambda^{6}\left(12-\lambda^{2}\right), \Lambda_{5}=72 \lambda^{2}, \Lambda_{6}=$ $36 \lambda\left(2+\lambda^{2}\right), \Lambda_{7}=12 \pi \lambda^{2}\left(3-\lambda^{2}\right)$, and $\Lambda_{8}=6 \pi \lambda\left(6-5 \lambda^{2}\right)$. We note that Ref. [87] reports some of the coefficients $\Lambda_{i}$ with erroneous prefactors that we correct here.

For $\lambda \ll 1$, the reaction can be expanded in power series of $\lambda$ as

$$
\mathcal{R}=-\frac{9}{8}+\lambda-\frac{3}{8} \lambda^{2}+\frac{19}{192} \lambda^{4}-\frac{1}{10} \lambda^{5}+\mathcal{O}\left(\lambda^{6}\right)
$$

which is identical to the result obtained by Felderhof [87], Eq. (3.12). We also recognize the leading-order correction to the reaction tensor for motion perpendicular to a planar wall as first obtained by Lorentz [88]. In the limit $\lambda \gg 1$, a series expansion in inverse powers of $\lambda$ yields

$$
\mathcal{R}=-\frac{3}{8} \lambda^{-2}-\frac{9}{8} \lambda^{-3}-\frac{9}{4} \lambda^{-4}-\frac{45}{16} \lambda^{-5}+\mathcal{O}\left(\lambda^{-7}\right)
$$

## 2. Solution in the Stokes limit

In the limit $\lambda \rightarrow 0$, the reaction defined by Eq. (46) is expressed as a double integral of the form

$$
\begin{equation*}
\mathcal{R}=-\frac{3}{\pi} h^{4} \int_{0}^{\infty} e^{-q h} d q \int_{0}^{R} \tau(q, t) d t \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau(q, t)=\frac{q t \sin (q t)+(1+q h) \cos (q t)}{\left(t^{2}+h^{2}\right)^{2}} \tag{49}
\end{equation*}
$$

By swapping the order of integration, and performing first integration with respect to $q$, and then with respect to $t$, the reaction takes the final compact form

$$
\begin{equation*}
\mathcal{R}=-\frac{3}{4 \pi}\left(\frac{\xi\left(3+5 \xi^{2}\right)}{\left(1+\xi^{2}\right)^{2}}+3 \arctan \left(\xi^{-1}\right)\right) \tag{50}
\end{equation*}
$$

where again $\xi=h / R$. The result is in full agreement with the expression given by $\operatorname{Kim}$ [82]. In the limit $\xi \ll 1$,

$$
\mathcal{R}=-\frac{9}{8}+\frac{6}{5 \pi} \xi^{5}-\frac{18}{7 \pi} \xi^{7}+\frac{4}{\pi} \xi^{9}+\mathcal{O}\left(\xi^{11}\right)
$$

In the limit $\xi \gg 1$, we obtain

$$
\mathcal{R}=-\frac{6}{\pi} \xi^{-1}+\frac{6}{\pi} \xi^{-3}-\frac{36}{5 \pi} \xi^{-5}+\frac{60}{7 \pi} \xi^{-7}+\mathcal{O}\left(\xi^{-9}\right) .
$$

In Fig. 5 we present the variation of the monopole reaction as a function of $\xi$ for various values of $\lambda$. The magnitude of the reaction varies monotonically upon varying the system size, reaching a maximum value given by Eq. (47) in the


FIG. 5. Variation of the hydrodynamic monopole reaction vs the ratio $\xi=h / R$ for various values of the porosity coefficient $\lambda=\alpha h$ as obtained by numerically integrating Eq. (46). The red curve representing $\lambda=0$ corresponds to the Stokes flow limit given in a closed form by Eq. (50).
limit $\xi \rightarrow 0$ corresponding to an infinitely extended plate. Upon increasing the porosity coefficient the magnitude of the reaction monotonically decreases.

## IV. DIPOLAR FLOW FIELD

Having derived the solution for the axisymmetric monopole flow induced by Brinkmanlet located on the symmetry axis of a stationary no-slip disk, we now make use of this fundamental solution to determine the corresponding axisymmetric dipolar flow field. The latter is obtained by taking the derivative of the monopole flow field with respect to the singularity position [89,90]. For an axisymmetric configuration, the dipole flow field can obtained as

$$
\begin{equation*}
\boldsymbol{v}_{\mathrm{D}}=\beta\left(\boldsymbol{G}_{\mathrm{D}}^{\infty}+\boldsymbol{G}_{\mathrm{D}}\right) \tag{51}
\end{equation*}
$$

wherein

$$
\begin{equation*}
\boldsymbol{G}_{\mathrm{D}}^{\infty}=\frac{\partial \boldsymbol{G}^{\infty}}{\partial h}, \quad \boldsymbol{G}_{\mathrm{D}}=\frac{\partial \boldsymbol{G}}{\partial h} \tag{52}
\end{equation*}
$$

stand for the free-space- and image-dipole-related contributions, respectively. Here, $\beta$ denotes the dipole coefficient which has dimension of $(\text { length })^{3}(\text { time })^{-1}$.

The viscous flow field induced by a dipole is the leading contribution of many self-propelling active microswimmers, which are by definition force free in the inertialess regime of swimming. To achieve self-propulsion, a large variety of bacterial microorganisms, such as E. coli, leverage bundles of helical filaments known as flagella, whose rotation causes the entire bacterium body to move forward in a corkscrewlike motion. Since this type of microswimmer pushes out fluid along its swimming axis, it is known as a pusher. Another broad class of swimmers referred to as pullers, such as the single-cell green alga Chlamydomonas reinhardtii, pull in fluid along their swimming direction and repel fluid from the sides of their bodies. Depending on the sign of the dipolar coefficient $\beta$, we discriminate between pushers $(\beta>$ $0)$ and pullers $(\beta<0)$. Depending on the shape profile of microswimmers, it has been shown that the optimal swimmer can be a puller, a pusher, or neutral [91]. In the presence of
confining interfaces, the locomotory behavior and swimming trajectories are known to depend on the swimmer type in a complex fashion [92-97].

## A. Dual integral equations

Since an analytical solution of the integral equations for $f(t)$ and $g(t)$ was shown to be delicate, computing the derivative with respect to $h$ is rather nontrivial in any event. For the derivation of the dipole flow field, we follow an analytical framework analogous to that employed for the determination of the monopole flow field. Specifically, we write the solution of the flow problem as a superposition of the free-space dipole $\boldsymbol{G}_{\mathrm{D}}^{\infty}$ and a complementary solution $\boldsymbol{G}_{\mathrm{D}}$ that is required to satisfy the no-slip boundary condition on the disk. The problem can likewise be formulated as a usual mixed boundary value problem that is also transformed into dual integral equations. Accordingly, the problem reduces to expressing the unknown wave-number-dependent coefficients $A_{\mathrm{D}}(q)$ and $B_{\mathrm{D}}(q)$ in terms of definite integrals of the form

$$
\begin{align*}
& A_{\mathrm{D}}(q)=-4 q \int_{0}^{R} f_{\mathrm{D}}(t) \sin (q t) d t  \tag{53a}\\
& B_{\mathrm{D}}(q)=-4 q \int_{0}^{R} g_{\mathrm{D}}(t) \cos (q t) d t \tag{53b}
\end{align*}
$$

where $f_{\mathrm{D}}(t)$ and $g_{\mathrm{D}}(t), t \in[0, R]$, need to be determined by solving the integral equations for the inner problem

$$
\begin{align*}
& \int_{0}^{R} f_{\mathrm{D}}(t) \Gamma_{1}(r, t) d t=F_{1}(r),  \tag{54a}\\
& \int_{0}^{R} g_{\mathrm{D}}(t) \Gamma_{2}(r, t) d t=F_{2}(r), \tag{54b}
\end{align*}
$$

with the known radial functions on the right-hand side

$$
\begin{aligned}
& F_{1}(r)=\frac{r}{\rho^{3}}\left\{\left[1-3\left(\frac{h}{\rho}\right)^{2}\right] \beta_{2}+h \frac{\partial \beta_{2}}{\partial h}\right\}, \\
& F_{2}(r)=\frac{h}{\rho^{3}}\left\{\left[2-3\left(\frac{h}{\rho}\right)^{2}\right] \beta_{2}+h \frac{\partial \beta_{2}}{\partial h}-\beta_{1}\right\}+\frac{1}{\rho} \frac{\partial \beta_{1}}{\partial h} .
\end{aligned}
$$

Here, we have used the fact that $\partial \rho / \partial h=h / \rho$. Mathematically, $f_{\mathrm{D}}(t)=\partial f(t) / \partial h$ and $g_{\mathrm{D}}(t)=\partial g(t) / \partial h$. In the limit $\alpha \rightarrow 0$ or $R \rightarrow \infty$, we obtain

$$
\begin{equation*}
f_{\mathrm{D}}(t)=\frac{8}{\pi} \frac{h t\left(t^{2}-h^{2}\right)}{\left(t^{2}+h^{2}\right)^{3}}, \quad g_{\mathrm{D}}(t)=\frac{4}{\pi} \frac{h^{2}\left(3 t^{2}-h^{2}\right)}{\left(t^{2}+h^{2}\right)^{3}} . \tag{55}
\end{equation*}
$$

Figure 6 shows the resulting flow streamlines and contour plots of the dipolar velocity magnitude for various values of $\xi$ and $\lambda$. The flow structure and eddy formation depend strongly on the underlying physical parameters. Likewise, the magnitude of the self-induced dipolar flow decreases upon increasing the porosity coefficient, leading to a screened flow field far away from the singularity position.

## B. Hydrodynamic dipole reaction

We next assess the effect of the confining disk on the axisymmetric motion of a microswimmer through the calculation of the normal-normal component of the reaction tensor


FIG. 6. Streamlines and contour plots of the scaled velocity field induced by dipole singularity for $\xi=0.5$ (a), (c) and $\xi=1$ (b), (d). Here, $\boldsymbol{v}_{\mathrm{D}}^{*}=\boldsymbol{v}_{\mathrm{D}} /\left(\beta / R^{2}\right)$.
that we define as

$$
\begin{equation*}
\mathcal{R}_{\mathrm{D}}=\frac{3}{4} h^{2} \lim _{(r, z) \rightarrow(0, h)} G_{\mathrm{D}_{z}}^{+} . \tag{56}
\end{equation*}
$$

The latter can be cast in the integral form

$$
\begin{equation*}
\mathcal{R}_{\mathrm{D}}=\frac{3}{4} h^{2} \int_{0}^{R}\left[\mathcal{K}_{3}(0, h, t) f_{\mathrm{D}}(t)+\mathcal{K}_{4}(0, h, t) g_{\mathrm{D}}(t)\right] d t \tag{57}
\end{equation*}
$$

which can likewise be approximated and evaluated numerically using a standard midpoint Riemann sum.

We now provide the corresponding expressions in the limiting cases of $\xi \rightarrow 0$ and $\lambda \rightarrow 0$.

## 1. Solution for an infinitely extended plate

In the limit $R \rightarrow \infty$, the resulting infinite integral given by Eq. (57) can be evaluated analytically as

$$
\begin{align*}
\mathcal{R}_{\mathrm{D}}= & {\left[\Pi_{1}+\Pi_{2} e^{-2 \lambda}-\Pi_{3} e^{-\lambda}+\Pi_{4} E_{1}(\lambda)+\Pi_{5} K_{0}(2 \lambda)\right.} \\
& \left.+\Pi_{6} K_{1}(2 \lambda)+\Pi_{7} N_{0}(2 \lambda)-\Pi_{8} N_{1}(2 \lambda)\right] /\left(64 \lambda^{4}\right) \tag{58}
\end{align*}
$$

wherein $\Pi_{i}, i=1, \ldots, 8$, are functions of $\lambda$ and are explicitly given by $\Pi_{1}=12\left(30+3 \lambda^{2}+40 \lambda^{3}-8 \lambda^{5}\right), \Pi_{2}=12(30+$ $\left.60 \lambda+51 \lambda^{2}+22 \lambda^{3}+4 \lambda^{4}\right), \Pi_{3}=6\left(240+240 \lambda+96 \lambda^{2}+\right.$ $\left.16 \lambda^{3}-2 \lambda^{4}-2 \lambda^{5}-\lambda^{6}+\lambda^{7}\right), \Pi_{4}=6 \lambda^{6}\left(\lambda^{2}-4\right), \Pi_{5}=$ $144 \lambda^{2}\left(5+\lambda^{2}\right), \Pi_{6}=72 \lambda\left(10+7 \lambda^{2}\right), \Pi_{7}=72 \pi \lambda^{2}(5-2$ $\left.\lambda^{2}\right)$, and $\Pi_{8}=12 \pi \lambda\left(30-27 \lambda^{2}+4 \lambda^{4}\right)$. We recall the abbreviation $N_{v}(z)=Y_{\nu}(z)-H_{v}(z)$. We believe that the closed form expression given by Eq. (58) has not been reported in the literature so far.

In the limit $\lambda \ll 1$, we obtain

$$
\mathcal{R}_{\mathrm{D}}=\frac{9}{16}-\frac{3}{16} \lambda^{2}+\frac{19}{128} \lambda^{4}-\frac{1}{5} \lambda^{5}+\mathcal{O}\left(\lambda^{6}\right) .
$$



FIG. 7. Variation of the hydrodynamic dipole reaction vs $\xi=$ $h / R$ for various values of the porosity coefficient $\lambda=\alpha h$ as obtained by numerically integrating Eq. (57). The reaction for $\lambda=0$ (red) corresponds to the Stokes limit given in a closed form by Eq. (59).

We also recognize the leading-order contribution to the induced swimming speed due to dipolar hydrodynamic interactions with a plane surface [98-101].

For $\lambda \gg 1$, we obtain

$$
\mathcal{R}_{\mathrm{D}}=\frac{9}{16} \lambda^{-2}+\frac{9}{4} \lambda^{-3}+\frac{45}{8} \lambda^{-4}+\frac{135}{16} \lambda^{-5}+\mathcal{O}\left(\lambda^{-7}\right)
$$

## 2. Solution in the Stokes limit

In the limit $\lambda \rightarrow 0$, an exact analytical expression of the dipole reaction can be obtained. By inserting the expressions of $f_{\mathrm{D}}(t)$ and $g_{\mathrm{D}}(t)$ stated by Eq. (55) into Eq. (57) and performing the integration with respect to $q$ and then with respect to $t$, we obtain

$$
\begin{equation*}
\mathcal{R}_{\mathrm{D}}=\frac{3}{8 \pi}\left(\frac{\xi\left(3+8 \xi^{2}+13 \xi^{4}\right)}{\left(1+\xi^{2}\right)^{3}}+3 \arctan \left(\xi^{-1}\right)\right) \tag{59}
\end{equation*}
$$

Particularly, for $\xi \ll 1$, an expansion in power series of $\lambda$ gives

$$
\mathcal{R}=\frac{9}{16}+\frac{12}{5 \pi} \xi^{5}-\frac{54}{7 \pi} \xi^{7}+\frac{16}{\pi} \xi^{9}+\mathcal{O}\left(\xi^{11}\right)
$$

For $\xi \gg 1$, we obtain

$$
\mathcal{R}=\frac{6}{\pi} \xi^{-1}-\frac{12}{\pi} \xi^{-3}+\frac{108}{5 \pi} \xi^{-5}-\frac{240}{7 \pi} \xi^{-7}+\mathcal{O}\left(\xi^{-9}\right)
$$

In Fig. 7 we present the hydrodynamic dipole reaction versus $\xi$ for different values of $\lambda$. Results are obtained by integrating Eq. (57) numerically. Unlike the monopole reaction which has been shown to follow a monotonic behavior upon varying the system size, the dipole reaction displays a peak value around $\xi \approx 1$. Accordingly, the effect of the confining disk on the locomotory behavior of a self-propelling dipole swimmer is expected to be larger around this value. A qualitative understanding of the observed peak can be gained from the following consideration. In a Stokes fluid, a force dipole induces a flow field that changes direction at an angle $\theta_{m}=\arctan \sqrt{2}$ with respect to the symmetry axis, also known as the "magic angle." One can expect that the reaction due to the disk becomes stronger with increasing disk radius $R$, but only as long as the disk does not reach across the flow reversal cone. For larger radii, the reaction due to the disk
decreases again. In a Brinkman fluid, the flow reversal occurs at a larger angle and the peak in the reaction moves towards larger radii (smaller $\xi$ ) and diminishes.

## V. DISCUSSION AND CONCLUDING REMARKS

In the present paper, we have presented a semianalytical theory describing the axisymmetric low-Reynolds-number flows induced by monopole and dipole singularities in proximity of a no-slip circular plate immersed in a Brinkman fluid medium. The solution proceeds through the formulation of the mixed boundary value problem at hand in terms of dual integral equations that are eventually transformed into Fredholm integral equations of the first kind. We have shown that the kernel functions can be expressed in terms of infinite integrals over the wave number, subsequently recast in the form of fast converging series expansions. By solving the resulting Fredholm integral equations and performing the relevant integrations numerically, the Brinkman flow fields can be computed in the whole fluid domain. Unlike computational fluid dynamics models which generally require considerable time and memory usage, the present approach shows its robustness and potential advantage in solving fluid mechanics problems based on one-dimensional integration only. In the limit of infinite plate radius or zero impermeability, our solution is found to be in full agreement with previous studies, confirming the validity and reliability of our approach. More importantly, we show that the effect of the plate on the swimming behavior of a self-propelling dipole swimmer is maximum when the radius of the plate is comparable to the distance separating the swimmer from the plate.

While the dual integral equations approach developed in the present paper is exclusively valid for an axisymmetric flow, it can be extended to be applicable for an asymmetric flow situation as well. For an arbitrary position of the point force above the plate, one can follow an alternative route based on the solution strategy described by Miyazaki [102]. The latter made use of the Green and Neumann functions supplemented by the edge function to remove the singularity at the rim of the disk to obtain closed form solutions of the hydrodynamics equations for a Stokeslet singularity acting near a no-slip disk in the Stokes limit. A general solution of the Brinkman problem near a plate is of relevance and is worth investigation following Miyazaki's approach in a future work.

We believe that the solution derived in the present paper may find applications in the context of microfluidics, for instance, in the design and control of artificial self-propelling microrobots in a Brinkman fluid medium. One outstanding example is a low-Reynolds-number swimmer consisting of two coaxially positioned circular disks intercalated by a spherical particle of small size. These three elements are connected by rodlike constituents of negligible hydrodynamic effects in order to ensure their axial alignment. Self-propulsion is achieved by changing the mutual distance between the elements in a nonreciprocal manner such that the time-reversal symmetry of Stokes flow is broken; see Ref. [103], where an analogous design has been proposed recently. Based on the solution obtained here, the overall behavior of the swimmer can be fully analyzed and characterized in terms of the underlying physical and geometrical properties of the system.

TABLE I. Expressions of the series coefficients expressed in terms of Gauss hypergeometric function ${ }_{2} F_{1}$.

| $X_{m}$ | ${ }_{2} F_{1}$ | $\left(\begin{array}{llll}-m, & -\frac{1}{2}-m ; & 2 ; & \mu^{2}\end{array}\right)$ |
| :--- | :--- | :--- | :--- | :--- |
| $C_{m}$ | ${ }_{2} F_{1}$ | $\left(\begin{array}{llll}-m, & \frac{1}{2}-m ; & 2 ; & \mu^{2}\end{array}\right)$ |
| $T_{m}$ | ${ }_{2} F_{1}$ | $\left(\begin{array}{llll}-m, & -\frac{1}{2}-m ; & 1 ; & \mu^{2}\end{array}\right)$ |
| $U_{m}$ | ${ }_{2} F_{1}$ | $\left(\begin{array}{llll}-1-m, & -\frac{1}{2}-m ; & 1 ; & \mu^{2}\end{array}\right)$ |

While in many practically relevant situations moving to a computational fluid dynamics solver could provide more flexibility, the present semianalytical approach may prove useful in making approximate estimates of key system properties such as the hydrodynamic reaction tensor without recourse to expensive numerical simulations.
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## APPENDIX A: EXPRESSIONS OF THE SERIES COEFFICIENTS

In this Appendix, we provide the expressions of the series coefficients defining $\Psi_{i}, i=1, \ldots, 4$, given by Eqs. (34) and (35). The expressions of the series coefficients $X_{m}, C_{m}, T_{m}$, and $U_{m}$ involve Gauss (or ordinary) hypergeometric functions and are given in Table I. The expressions of the series coefficients $S_{m}, V_{m}, Q_{m}$, and $W_{m}$ involve a generalized hypergeometric function and are given in Table II. The remaining series coefficients are expressed as

$$
\begin{align*}
Z_{m} & =\frac{\pi}{2} C_{m}-\frac{4}{3} m \mu S_{m}-\frac{2}{\mu} \frac{Q_{m}}{2 m+1},  \tag{A1}\\
G_{m} & =\pi T_{m}-2(2 m+1) \mu V_{m}-\frac{1}{\mu} \frac{W_{m}}{m+1} \tag{A2}
\end{align*}
$$

## APPENDIX B: TRUNCATION OF INFINITE SERIES

As outlined in the main body of the paper, the kernel functions can be cast in the form given by Eq. (29). On the one hand, the kernel $\Gamma_{1}$ involves the functions $\Psi_{1}$ and $\Psi_{2}$ which are expressed in series forms by Eqs. (34). $\Psi_{1}$ and $\Psi_{2}$ are given in terms of the coefficients $X_{m}, C_{m}$, and $Z_{m}$. On the other hand, the kernel $\Gamma_{2}$ involves the functions $\Psi_{3}$ and $\Psi_{4}$ which are likewise expressed in series forms by Eqs. (35). $\Psi_{3}$ and $\Psi_{4}$ are given in terms of the coefficients $T_{m}, U_{m}$, and $G_{m}$. Meanwhile, $Z_{m}$ and $G_{m}$ are expressed as a combination of

TABLE II. Expressions of the series coefficients expressed in terms of the generalized hypergeometric function ${ }_{3} F_{2}$.

| $S_{m}$ | ${ }_{3} F_{2}\left(\begin{array}{cccccc}1, & 1-m, & \frac{1}{2}-m ; & \frac{3}{2}, & \frac{5}{2} ; & \mu^{2}\end{array}\right)$ |
| :--- | :--- |
| $V_{m}$ | ${ }_{3} F_{2}\left(\begin{array}{cccccc}1, & -m, & \frac{1}{2}-m ; & \frac{3}{2}, & \frac{3}{2} ; & \mu^{2}\end{array}\right)$ |
| $Q_{m}$ | ${ }_{3} F_{2}\left(\begin{array}{cccccc}-\frac{1}{2}, & \frac{1}{2}, & 1 ; & m+1, & m+\frac{3}{2} ; & \frac{1}{\mu^{2}}\end{array}\right)$ |
| $W_{m}$ | ${ }_{3} F_{2}\left(\begin{array}{ccccc}\frac{1}{2}, & \frac{1}{2}, & 1 ; & m+2, & m+\frac{3}{2} ; \\ \hline \mu^{2}\end{array}\right)$ |

some of these series coefficients and are given by Eqs. (A1) and (A2) of Appendix A.

The series representation of the kernel functions offers a great computational advantage over the direct numerical evaluation of the corresponding infinite integrals. The number of terms required to achieve a given desired precision overall depends on the magnitude of $\sigma=\alpha t / 2$ and $\mu=r / t$. Generally, only a few terms are needed to achieve good precision. However, as these parameters get larger, a large number of terms is typically needed for an accurate computation of the infinite series.

To truncate the infinite series up to a certain number of terms, it is useful to examine the behavior of the general term of the series at infinity. Since the series coefficients are defined in terms of hypergeometric functions, probing the asymptotic behavior of the general terms of the series for arbitrary values of $\mu$ is delicate and far from being trivial. We thus restrict the following discussion in the limit $\mu \gg 1$ for which a large number of terms is generally required for an accurate computation of the series.

Defining $P_{m}=\mu^{2 m} /(\pi m)^{\frac{1}{2}}$, in the limits when $\mu \rightarrow$ $\infty$ and $m \rightarrow \infty$, it can be shown that $X_{m} \sim 2 P_{m}, C_{m} \sim$ $P_{m} / m, S_{m} \sim 3 \pi P_{m} /\left(4 m \mu^{2}\right), T_{m} \sim 2 m P_{m}, U_{m} \sim \mu^{2} P_{m}$, and $V_{m} \sim \pi P_{m} /(4 m)$. In addition, both $Q_{m}$ and $W_{m}$ are found to be of order 1 to leading order. We also have $\Gamma(m+a) \sim$ $(2 \pi)^{\frac{1}{2}} m^{m+a-\frac{1}{2}} e^{-m}, a \in \mathbb{C}$, in the limit $m \rightarrow \infty$. It follows from Eqs. (A1) and (A2) that $Z_{m} \sim \pi P_{m} /(2 m)$ and $G_{m} \sim$ $-\pi \mu P_{m}$. Accordingly, the general term of the series defining $\Psi_{1}$ is approximately given by $C_{11}(\mu \sigma e / m)^{2 m} m^{-\frac{7}{2}}$ for $\sigma \neq 1 / 2$, and by $C_{12}(\mu e / m / 2)^{2 m} m^{-\frac{9}{2}}$ for $\sigma=1 / 2$, where $C_{11}=(2 \sigma-1) / 8 / \pi^{\frac{1}{2}}$ and $C_{12}=-5 / 32 / \pi^{\frac{1}{2}}$. In addition, the general term of the series defining $\Psi_{2}$ is given by $C_{2}(\mu \sigma e / m)^{2 m} m^{-\frac{7}{2}}$, where $C_{2}=1 / 16 / \pi^{\frac{1}{2}}$. Finally, the general terms defining $\Psi_{3}$ and $\Psi_{4}$ are approximately given by $C_{3}(\mu \sigma e / m)^{2 m} m^{-\frac{3}{2}}$ and $C_{4}(\mu \sigma e / m)^{2 m} m^{-\frac{5}{2}}$, respectively, where $C_{3}=1 / \pi^{\frac{1}{2}}$ and $C_{4}=1 / 4 / \pi^{\frac{1}{2}}$.

Defining $v=\mu \sigma e / M$, where $M$ is an integer at which the series is truncated, it follows that, for $0<v<1$, the truncation errors can be cast in the form

$$
\begin{equation*}
\mathcal{E}_{M} \simeq\left|\sum_{m=M}^{\infty} C v^{2 m} m^{-\zeta}\right| \tag{B1}
\end{equation*}
$$

TABLE III. Number of terms required for the computation of the infinite series defining $\Psi_{i}, i=1, \ldots, 4$, for three truncation errors and four sets of parameters $(\sigma, \mu)$; see main text for the corresponding values.

| $\epsilon$ | $\Psi_{1}$ |  |  |  | $\Psi_{2}$ |  |  |  | $\Psi_{3}$ |  |  |  | $\Psi_{4}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | A | B | C | D | A | B | C | D | A | B | C | D |
| $10^{-3}$ | 7 | 5 | 33 | 41 | 4 | 1 | 21 | 27 | 9 | 6 | 34 | 42 | 4 | 1 | 23 | 29 |
| $10^{-6}$ | 10 | 8 | 37 | 45 | 10 | 3 | 29 | 34 | 12 | 9 | 38 | 46 | 9 | 3 | 29 | 34 |
| $10^{-9}$ | 13 | 10 | 41 | 48 | 12 | 6 | 34 | 39 | 14 | 11 | 42 | 50 | 12 | 7 | 34 | 39 |

where $\zeta \in\{3 / 2,5 / 2,7 / 2,9 / 2\}$. Then,

$$
\begin{equation*}
\mathcal{E}_{M}<\sum_{m=M}^{\infty}|C| v^{2 m}=|C| \frac{v^{2 M}}{1-v}<\epsilon, \tag{B2}
\end{equation*}
$$

where $\epsilon$ is the desired truncation error. Solving Eq. (B2) for $M$ provides an estimate of the number of terms required to achieve a certain precision when $\mu \gg 1$. For $\mu$ and $\sigma$ less than unity, only a very small number of terms is generally required.

During the numerical computation of the series, we check after incrementing the summation index that the absolute approximate error is less than the desired truncation error by ensuring that the absolute value of the ratio between the $M$ th summation term and the approximate sum is less than $\epsilon$. Specifically, denoting by $f_{n}$ the general term of a given series, then the series is truncated after the condition

$$
\begin{equation*}
\left|\frac{f_{M}}{\sum_{m=0}^{M} f_{m}}\right|<\epsilon \tag{B3}
\end{equation*}
$$

is satisfied. Table III provides the number of terms required for the computation of the series functions defining $\Psi_{i}, i=$ $1, \ldots, 4$, based on the stopping criterion given by Eq. (B3), for three values of the truncation error. Four exemplary situations are shown for the set of parameters $(\sigma, \mu)$ given by $(2,1)$, $(1,2),(3,5)$, and $(5,3)$ corresponding to the cases A, B, C, and D, respectively. The series exhibit fast convergence behavior where only a few additional terms are typically required to improve the accuracy by orders of magnitude. We further notice that a smaller number of terms is typically required for the computation of $\Psi_{2}$ and $\Psi_{4}$. Throughout this paper, we have consistently evaluated all the series based on a truncation error of $10^{-10}$.

## APPENDIX C: FLOW-FIELD RELATED EXPRESSIONS IN THE STOKES LIMIT

The expressions of $\mathcal{K}_{i}, i=1, \ldots, 4$, stated by Eqs. (37) take a particularly simpler form in the limit $\lambda \rightarrow 0$ :

$$
\begin{align*}
& \mathcal{K}_{1}=-\int_{0}^{\infty}(q|z|-1) e^{-q|z|} \sin (q t) J_{1}(q r) d q  \tag{C1a}\\
& \mathcal{K}_{2}=-|z| \int_{0}^{\infty} q e^{-q|z|} \cos (q t) J_{1}(q r) d q  \tag{C1b}\\
& \mathcal{K}_{3}=-|z| \int_{0}^{\infty} q e^{-q|z|} \sin (q t) J_{0}(q r) d q  \tag{C1c}\\
& \mathcal{K}_{4}=-\int_{0}^{\infty}(q|z|+1) e^{-q|z|} \cos (q t) J_{0}(q r) d q \tag{C1d}
\end{align*}
$$

We note that in this limit, we have $\mathcal{Q}_{1} / \mathcal{K}_{3}=2 \eta /|z|$.
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