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#### Abstract

Neutrino interactions are essential for an accurate understanding of the binary neutron star merger process. In this article, we extend the code infrastructure of the well-established numerical-relativity code BAM that until recently neglected neutrino-driven interactions. In fact, while previous work allowed already the usage of nuclear-tabulated equations of state and employing a neutrino leakage scheme, we are moving forward by implementing a first-order multipolar radiation transport scheme (M1) for the advection of neutrinos. After testing our implementation on a set of standard scenarios, we apply it to the evolution of four low-mass binary systems, and we perform an analysis of ejecta properties. We also show that our new ejecta analysis infrastructure is able to provide numerical relativity-informed inputs for the codes POSSIS and Skynet, for the computation of kilonova lightcurves and nucleosynthesis yields, respectively.


## I. INTRODUCTION

Simulations of binary neutron star (BNS) mergers are a fundamental tool to support interpretations of multimessenger observations combining gravitational waves (GWs) and electromagnetic (EM) signals produced by the same transient event, allowing, among others, the study of matter at supranuclear densities e.g.,[1-5], the expansion rate of the Universe [6], and the production of heavy elements, e.g. [7-11].

The strong interest in BNS mergers is partially caused by the myriad of observational data that has recently become available with the detection of the GW signal GW170817 [12] by advanced LIGO [13] and advanced Virgo [14] and its associated EM counterparts: the kilonova AT2017gfo [15-20] and the short $\gamma$-ray burst GRB170817A [21, 22], with long-lived signatures of its afterglow [23-25]. With the start of the O4 observation run of the LIGO-Virgo-Kagra collaboration in May 2023, more events of this kind are expected to be detected, e.g., [26-29].

In the neutron-rich matter outflow, $r$-process nucleosynthesis can set in, which can power transient EM phenomena due to heating caused by radioactive decay of newly synthesized nuclei in a wide range of atomic numbers [30], corroborating the hypothesis that kilonovae are connected to the production of heavy nuclei [31, 32]. Analysis of AT2017gfo has shown that kilonovae can consist of multiple components, each one generated by ejecta with different electron fractions and entropy $[16,17,19,33-43]$. Studies of ejecta based on numerical-relativity (NR) simulations of BNS mergers suggest that the properties of the ejecta depend on the different ejection mechanisms during and after the
merger, e.g., Refs. [19, 44-48].
Most NR simulations of BNS mergers are relatively short ( $\leq 100 \mathrm{~ms}$ after the merger) and thus provide information on the early time, dynamical ejecta, which is generally divided into a tidal component (driven by tidal torques) and a shocked component (driven by shocks launched during NS core bounces) [49-56]. In equal-mass mergers, the shocked component is found to be up to a factor $\sim 10$ more massive than the tidal one [57]. However, the dynamical ejecta found in NR simulations cannot account alone for the bright blue and late red components of the observed kilonova in AT2017gfo [44, 45, 58].

Winds powered by neutrino absorption and angular momentum transport can unbind $\mathcal{O}\left(0.1 M_{\odot}\right)$ from the disk surrounding the remnant on timescales of $\mathcal{O}(0.1-1 \mathrm{~s})$ and could (if present) give the largest contribution to the kilonova signal [59-70]. Until recent years, these winds have been mostly studied by means of long-term simulations of neutrino-cooled disks [71-74]. Ab-initio NR simulations of the merger with advanced neutrino-transport and magnetohydrodynamics were not yet fully developed at sufficiently long timescales [51-54, 56, 64, 65, 75-82], but large progress has been made recently, e.g., [83]. Additionally, shorter (up to 100 ms post-merger) NR simulations pointed out the existence of moderately neutronrich spiral-wave wind that is sufficiently massive and fast to contribute to the early blue kilonova emission [81]. Another contribution to post-merger ejecta can come from neutrino-driven winds that can lead to $\sim 10^{-4}-10^{-3} M_{\odot}$ ejecta with high electron fraction [59, 61, 84].

To perform multimessenger analyses of future GW and EM detections associated with BNS mergers, NR simulations, including microphysical modeling, are essential. In particular, for the estimation of nucleosynthetic yields
and kilonova light curves, it is important to account for the interaction of nuclear matter with neutrinos. This is because neutrino emission and absorption are responsible for determining the electron fraction of the ejecta, which influences kilonova light curves and nucleosynthesis strongly.

In the past, several attempts were made to map ejecta properties to binary parameters like deformability and mass ratio, e.g., [85-92], with the aim of building phenomenological fits for Bayesian analysis of kilonova light curves and GW signal simultaneously. These studies showed that neutrino radiation treatment plays an important role in determining the mass, composition, and geometry of the ejecta. The extension and improvements of such fits with new data require the use of an advanced scheme to include neutrino radiation.

The first attempt to include neutrino interactions in a BNS merger simulation was made more than 20 years ago in [93, 94] by means of a neutrino leakage scheme (NLS). NLS employs an effective neutrino emissivity assigned to each fluid element according to its thermodynamical configuration and the optical depth of the path from it to infinity. This effective emission represents the rate of neutrino energy/number that escapes a fluid element. Hence, NLS is limited to model neutrino cooling. Unfortunately, this quantity is only known in the diffusive and free-streaming regimes, and phenomenological interpolation is used for gray zones. The main issue of NLS is the fact that, by neglecting the neutrino heating and pressure on the nuclear matter, it leads to a significant underestimation of the ejecta's electron fraction [55] and affects the matter dynamics. The more recent development of an advanced spectral leakage (ASL) scheme tried to solve this issue by phenomenological modeling of neutrino flux anisotropies [95-97].

A more accurate theoretical approach to incorporate neutrino effects would require evolving the neutrinos distribution function according to the General Relativistic Boltzmann equation [98]. In principle, it is possible to follow this approach in a conservative $3+1$ formulation, e.g., [99]. However, since the distribution function is defined in the 6+1-dimensional one-particle phase space, the computational cost of such an approach is prohibitive. Therefore, in recent years, more computationally efficient neutrino radiation transport approaches have become increasingly popular. Amongst them is the so-called moment scheme, which is based on a multipolar expansion of the moments of the radiation distribution function [100]. The $3+1$ decomposition of such a formalism has been first studied in [101]. The basic idea of this framework is to dynamically evolve the distribution function of neutrino intensity in a base of multipoles up to a certain rank and evolve them as field variables. Most of the radiation transport codes used in NR consider the transport of the zeroth and first-rank moments, thus referred to as M0 scheme [55] or M1 moments scheme [101105]. It is worth noting that the aforementioned M1 implementations rely on the grey approximation, i.e., the
considered moments are frequency integrated. This description makes the computation significantly less expensive but less accurate regarding the matter-neutrino interaction rates, which are strongly dependent on the neutrino energy [106]. We want to point out that not only in BNS simulations but also in core-collapse supernovae and disk simulations, multipolar radiation transport schemes are regularly used. In most cases, even in more sophisticated versions, like non-gray, energy-dependent schemes, e.g., [107-113].

One important artifact of multipolar radiation transport schemes is the well-known unphysical interaction of crossing beams [103], which is due to the inability of the M1 scheme to treat higher-order moments of the distribution. The crossing beams and energy-dependent interaction rates issues are both cured by Monte-Carlo radiation transport. In the latter, radiation is modeled by an arbitrary number of neutrino packets, each one with its own energy and momentum. This scheme has recently been adapted to NR simulation [114-116].
Another scheme that can, in principle, solve these issues is the relativistic Lattice-Boltzmann [117], where the momenta component of the Boltzmann equation is solved in every space point on a discretized spherical grid in order to model the transport even in presence of higher order momenta. Overall, we refer to [118] for a detailed review of neutrino transport methods.

Among all the mentioned schemes, we decided to implement M1 transport because of its ability to treat neutrino heating and pressure with a reasonable computational cost and for being well-tested in NR simulations of BNS mergers.
This article is structured as follows: In Sec. II, we recap the governing equations of General Relativistic Radiation Hydrodynamics (GRRHD) and M1 transport. In Sec. III, we discuss the numerical methods used to integrate M1 transport equations, paying particular attention to the stiff source terms and the advection of radiation in the trapped regime. In Sec. IV, we show the results of the tests we performed to validate the code in different regimes. In Sec. V, we present the application of our newly developed code to the merger of binary neutron stars with two different EoSs and mass ratios, with a description of ejecta geometry, neutrino luminosity, GW signal, nucleosynthesis yields, and kilonova light curves.

Throughout this article, we will use the Einstein notation for index summation with the $(-,+,+,+)$ signature of the metric and (unless differently specified) geometric units, i.e., $G=c=M_{\odot}=1$. Also, the Boltzmann constant is $\kappa_{B}=1$.

## II. GOVERNING EQUATIONS

## A. 3+1-Decomposition and spacetime evolution

The spacetime dynamics is considered by numerically solving Einstein's field equations in $3+1$ formulation, for
which the line element reads

$$
\begin{equation*}
d s^{2}=-\alpha^{2} d t^{2}+\left(d x^{i}+\beta^{i} d t\right)\left(d x^{j}+\beta^{j} d t\right) \gamma_{i j} \tag{1}
\end{equation*}
$$

where $\alpha$ is the lapse function, $\beta^{i}$ is the shift vector, and $\gamma_{i j}$ is the 3 -dimensional spatial metric (or 3-metric) induced on the 3 -dimensional slices of the 4 -dimensional spacetime, identified by $t=$ constant. The 3 -metric is given by

$$
\begin{equation*}
\gamma_{\alpha \beta}=g_{\alpha \beta}+n_{\alpha} n_{\beta}, \tag{2}
\end{equation*}
$$

where $g_{\alpha \beta}$ is the 4-dimensional spacetime metric and $n^{\alpha}$ is the timelike, normal vector field. By construction, $n^{\alpha}$ is future-directed, normal to each point of a given $t=$ constant slice and normalized to $n^{\mu} n_{\mu}=-1$. In the coordinate system given by the line element of Eq. (1), the normal vector field has components

$$
\begin{equation*}
n^{\alpha}=\left(\frac{1}{\alpha},-\frac{\beta^{k}}{\alpha}\right), \quad n_{\alpha}=(-\alpha, 0) \tag{3}
\end{equation*}
$$

In this framework, the BAM code [119-123] can solve for the Einstein field equations. In this work, we do so using the Z4c formulation with constraint damping terms [124-126] as implemented in [127].

## B. General Relativistic Hydrodynamics

As in the previous version of BAM that included a neutrino leakage scheme [123], we solve general-relativistic radiation hydrodynamics equations arising from the conservation of stress-energy tensor of matter with source terms representing neutrino interactions. Furthermore, the conservation of baryon number and transport of electron fraction lead to:

$$
\begin{align*}
\nabla_{\mu}\left(\rho u^{\mu}\right) & =0,  \tag{4}\\
\nabla_{\mu} T_{\text {matter }}^{\mu \nu} & =-S^{\nu},  \tag{5}\\
\nabla_{\mu}\left(\rho Y_{\mathrm{e}} u^{\mu}\right) & =m_{\mathrm{b}} \mathcal{R}, \tag{6}
\end{align*}
$$

with $\rho$ being the rest mass density, $T_{\mu \nu}^{\text {matter }}$ the stress energy tensor of matter, $u^{\mu}$ its four-velocity, $m_{\mathrm{b}}$ the baryon mass, and $Y_{\mathrm{e}}=n_{\mathrm{p}} / n_{\mathrm{b}}=\left(n_{\mathrm{e}^{-}}-n_{\mathrm{e}^{+}}\right) / n_{\mathrm{b}}$ the electron fraction. $n_{\mathrm{e}^{-}}, n_{\mathrm{e}^{+}}, n_{\mathrm{p}}$, and $n_{\mathrm{b}}$ are the number densities of electrons, positrons, protons, and baryons, respectively. The source terms $S^{\mu}$ and $\mathcal{R}$ represent the interaction of the fluid with neutrinos, i.e., neutrino cooling and heating, and the lepton number deposition rate, respectively.

We employ the usual decomposition of the fluid's 4velocity as follows:

$$
\begin{equation*}
u^{\alpha}=W\left(n^{\alpha}+v^{\alpha}\right), \quad n^{\alpha} v_{\alpha}=0 \tag{7}
\end{equation*}
$$

with $W=-n^{\alpha} u_{\alpha}=1 / \sqrt{1-v^{i} v_{i}}$, being the Lorentz factor.
Assuming matter to be an ideal fluid, its stress-energy tensor can be decomposed as

$$
\begin{equation*}
T_{\text {matter }}^{\mu \nu}=\rho h u^{\mu} u^{\nu}+p g^{\mu \nu} \tag{8}
\end{equation*}
$$

where $h$ and $p$ are the specific enthalpy and the pressure of the fluid, respectively. Equations (4), (5), and (6) are expressed as conservative transport equations following the standard Valencia formulation [128] as already implemented in previous versions of BAM, e.g., [120, 123], which is based on the evolution of the conservative variables

$$
\begin{align*}
D & =\sqrt{\gamma} W \rho,  \tag{9}\\
\tau & =\sqrt{\gamma}\left(W^{2} h \rho-p\right)-D,  \tag{10}\\
\mathcal{S}_{i} & =\sqrt{\gamma} W^{2} h \rho v_{i},  \tag{11}\\
D_{Y} & =\sqrt{\gamma} W \rho Y_{e} . \tag{12}
\end{align*}
$$

As an upgrade, in comparison to our previous implementation, we modified the source terms $S^{\mu}$ and $\mathcal{R}$ to adapt them to the new neutrino scheme, as we will discuss in the following.

## C. Multipolar formulation for radiation transport

In this article, we implement a first-order multipolar radiation transport scheme following the formulation of Ref. [100, 101]. The multipolar formulation was originally developed to reduce the dimensionality of the general-relativistic Boltzmann equation for the neutrino distribution function in the phase space

$$
\begin{equation*}
\frac{\mathrm{d} f\left(x^{\mu}, p^{\mu}\right)}{\mathrm{d} l}=S_{\mathrm{coll}}\left(x^{\mu}, p^{\mu}, f\right) \tag{13}
\end{equation*}
$$

with $f$ being the distribution of neutrinos, $l$ being the proper length traveled by neutrinos in a fiducial observer frame, and $S_{\text {coll }}$ being a collisional term that takes into account the interaction of neutrinos with matter, i.e., emission, absorption, and scattering. The derivative $\mathrm{d} / \mathrm{d} l$ is along the trajectory in the phase space of the neutrinos, so it will have a component in physical spacetime and one in momentum space. Since neutrinos are assumed to travel on light-like geodesics, their momentum has to satisfy the constraint $p^{\alpha} p_{\alpha}=0$. This reduces the dimensionality of the problem by one and allows us to describe the 4 -momentum via the variables $\Omega$ and $\nu$, representing the space direction of particles on a solid angle and their frequency in the fiducial observer frame. To make the evaluation of collisional sources easier, we chose the fluid frame as the fiducial frame. In the following text, $\nu$ will always be the frequency of neutrinos as measured in the fluid frame.

At this point, we still have to handle a $6+1$ dimensional problem that, if we want to ensure a sufficient resolution and accuracy for proper modeling, would computationally be too expensive. Hence, we need to work out a partial differential equation on the physical 3D space that can capture the main features of radiation even without fully solving for $f$ in the momentum space. In this regard, Thorne [100] showed that it is convenient to decompose the intensity of radiation $I=\nu^{3} f$ and the source $S_{\text {coll }}$ in
multipoles of the radiation momentum $p^{\alpha}$
$M^{\alpha_{1} \ldots \alpha_{k}}\left(x^{\beta}\right):=\int_{0}^{\infty} \mathrm{d} \nu \nu^{3} \int \mathrm{~d} \Omega \frac{f\left(\nu, \Omega, x^{\mu}\right)}{\nu^{k}} p^{\alpha_{1}} \ldots p^{\alpha_{k}}$,
$S^{\alpha_{1} \ldots \alpha_{k}}\left(x^{\beta}\right):=\int_{0}^{\infty} \mathrm{d} \nu \nu^{3} \int \mathrm{~d} \Omega \frac{S_{\text {coll }}\left(\nu, \Omega, x^{\mu}, f\right)}{\nu^{k}} p^{\alpha_{1}} \ldots p^{\alpha_{k}}$.

Plugging this ansatz into the Boltzmann Equation, Eq. (13), one can derive the following evolution equations for every radiation moment $M^{A_{k}}$ :

$$
\begin{equation*}
\nabla_{\beta} M^{A_{k} \beta}-(k-1) M^{A_{k} \beta \gamma} \nabla_{\gamma} u_{\beta}=S^{A_{k}} \tag{16}
\end{equation*}
$$

where $A_{k}$ is a multi-index of order $k$; cf. Ref. [100].
In this work, we will focus on the second-order multipole $M^{\alpha \beta}$, which is known to be equal to the stressenergy tensor of radiation. It can be decomposed employing the laboratory frame or employing the fluid frame by choosing two different decompositions of the radiation momentum $p^{\alpha}$ :

$$
\begin{array}{cl}
\text { fluid frame: } & p^{\alpha}=\nu\left(u^{\alpha}+\ell^{\alpha}\right), \\
\text { laboratory frame: } & p^{\alpha}=\nu^{\prime}\left(n^{\alpha}+l^{\alpha}\right), \tag{18}
\end{array}
$$

where $\nu$ and $\nu^{\prime}$ are neutrino frequency in the fluid and lab frame, respectively ${ }^{1}$, with the constraints $u^{\alpha} \ell_{\alpha}=$ $n^{\alpha} l_{\alpha}=0$ and $l^{\alpha} l_{\alpha}=\ell^{\alpha} \ell_{\alpha}=1$.
In such a way, we can express the radiation stress-energy tensor in the fluid frame as

$$
\begin{equation*}
T_{\mathrm{rad}}^{\alpha \beta}=M^{\alpha \beta}=J u^{\alpha} u^{\beta}+u^{\alpha} H^{\beta}+H^{\alpha} u^{\beta}+\mathcal{K}^{\alpha \beta} \tag{19}
\end{equation*}
$$

with $u^{\alpha} H_{\alpha}=S^{\alpha \beta} u_{\alpha}=0$ and

$$
\begin{align*}
J & :=\int_{o}^{\infty} \mathrm{d} \nu \nu^{3} \int \mathrm{~d} \Omega f\left(\nu, \Omega, x^{\mu}\right),  \tag{20}\\
H^{\alpha} & :=\int_{o}^{\infty} \mathrm{d} \nu \nu^{3} \int \mathrm{~d} \Omega f\left(\nu, \Omega, x^{\mu}\right) \ell^{\alpha},  \tag{21}\\
\mathcal{K}^{\alpha \beta} & :=\int_{o}^{\infty} \mathrm{d} \nu \nu^{3} \int \mathrm{~d} \Omega f\left(\nu, \Omega, x^{\mu}\right) \ell^{\alpha} \ell^{\beta}, \tag{22}
\end{align*}
$$

representing respectively the energy, the momentum, and the stress-energy tensor measured in the fluid frame. We will use these variables to express source terms since interaction rates of radiation with matter are usually evaluated in the fluid frame, in particular, we will write the 1 st source multipole following Shibata et. al. [101] as

$$
\begin{equation*}
S^{\alpha}=\eta u^{\alpha}-\kappa_{a} J u^{\alpha}-\left(\kappa_{a}+\kappa_{s}\right) H^{\alpha} \tag{23}
\end{equation*}
$$

with $\kappa_{a}$ being the absorption opacity, $\kappa_{s}$ being the scattering opacity, and $\eta$ being the emissivity. In our work,

[^0]we incorporate neutrino emission, absorption, and elastic scattering into the source term, but we neglect inelastic scattering.

In general, the emissivity $\eta$ and the opacities $\kappa_{a}, \kappa_{s}$ depend both on the fluid properties, namely on the density of the matter $\rho$, the temperature $T$, and the electron fraction $Y_{e}$, but also on the neutrino spectrum. Unfortunately, the latter information is not available in our formalism since we only evolve averaged quantities. This represents one of the weaknesses of the employed scheme. Hence, to enable dynamical simulations, we have to employ additional assumptions that we will outline in the following.

## D. M1 evolution equations

Ref. [101] showed that fluid-frame variables are not suitable for obtaining a well-posed system of partial differential equations in conservative form. For such a purpose, we need to perform a decomposition in the laboratory frame as

$$
\begin{equation*}
T_{\mathrm{rad}}^{\alpha \beta}=M^{\alpha \beta}=E n^{\alpha} n^{\beta}+F^{\alpha} n^{\beta}+F^{\beta} n^{\alpha}+P^{\alpha \beta} \tag{24}
\end{equation*}
$$

with $n^{\alpha} F_{\alpha}=P^{\alpha \beta} n_{\alpha}=F^{t}=P^{t \alpha}=0$, in this case, $E$, $F^{i}$, and $P^{i j}$ represent, respectively, the energy density, momentum density, and stress tensor as measured in the lab frame and are defined in an analogous way as their fluid frame equivalents.

We can work out laboratory frame variables starting from the fluid frame ones and vice versa performing different projections of $T_{\mathrm{rad}}^{\alpha \beta}$. For our work, we will use:

$$
\begin{align*}
J & =W^{2} E-2 W F^{i} u_{i}+P^{i j} u_{i} u_{j}  \tag{25}\\
H^{\alpha} & =\left(E W-F^{i} u_{i}\right) h^{\alpha}{ }_{\beta}^{\beta} n^{\beta}+W h_{\beta}^{\alpha} F^{\beta}-h_{i}^{\alpha} u_{j} P^{i j} \tag{26}
\end{align*}
$$

where we have defined the 3 -metric in the fluid frame as

$$
\begin{equation*}
h^{\alpha \beta}=g^{\alpha \beta}+u^{\alpha} u^{\beta} . \tag{27}
\end{equation*}
$$

Ref. [101] showed that by decomposing $M^{\alpha \beta}$ as in Eq. (24) and plugging it into Eq. (16) with $k=1$, we can get the following conservative evolution equations for the energy and momentum of neutrinos:

$$
\begin{align*}
\partial_{t} \tilde{E} & +\partial_{j}\left(\alpha \tilde{F}^{j}-\beta^{j} \tilde{E}\right)  \tag{28}\\
& =\alpha\left(\tilde{P}^{i j} K_{i j}-\tilde{F}^{j} \partial_{j} \ln (\alpha)-\tilde{S}^{\alpha} n_{\alpha}\right) \\
\partial_{t} \tilde{F}_{i} & +\partial_{j}\left(\alpha \tilde{P}_{i}^{j}-\beta^{j} \tilde{F}_{i}\right) \\
& =\left(-\tilde{E} \partial_{i} \alpha+\tilde{F}_{k} \partial_{i} \beta^{k}+\frac{\alpha}{2} \tilde{P}^{j k} \partial_{i} \gamma_{j k}+\alpha \tilde{S}^{\alpha} \gamma_{i \alpha}\right) \tag{29}
\end{align*}
$$

where $K_{i j}$ is the extrinsic curvature of the spatial hypersurface, and we defined the densitized variables $\tilde{E}=$ $\sqrt{\gamma} E, \tilde{F}^{i}=\sqrt{\gamma} F^{i}, \tilde{P}^{i j}=\sqrt{\gamma} P^{i j}$ and $\tilde{S}^{\alpha}=\sqrt{\gamma} S^{\alpha}$. Here, we can clearly see that the source terms of this equation can be divided into two categories, the gravitational
ones, proportional to the first derivatives of the metric and the gauge, and the collisional ones, proportional to $\tilde{S}^{\alpha}$. While the former is responsible for effects like neutrino path bending and gravitational blueshift/redshift, the latter describes neutrino emission, absorption, and scattering by the fluid.

## E. Closure relation

Since we do not have an evolution equation for $P_{i j}$, we can only estimate it from $E$ and $F^{i}$. We follow the prescription discussed in [101]:

$$
\begin{equation*}
P^{i j}=\frac{1}{2}(3 \chi(\zeta)-1) P_{\text {thin }}^{i j}+\frac{3}{2}(1-\chi(\zeta)) P_{\text {thick }}^{i j} \tag{30}
\end{equation*}
$$

with $P_{\text {thin }}$ and $P_{\text {thick }}$ being the closures in the optically thin and thick regimes, respectively, and the quantity $\chi$ is called Eddington factor. The Eddington factor was introduced to model the transition from a trapped radiation regime $(\chi=1 / 3)$ to a free streaming radiation regime $(\chi=1)$. In this work, we use the so-called Minerbo closure [129]

$$
\begin{equation*}
\chi(\zeta)=\frac{1}{3}+\zeta^{2} \frac{6-2 \zeta+6 \zeta^{2}}{15} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta^{2}=\frac{H^{\alpha} H_{\alpha}}{J^{2}} \tag{32}
\end{equation*}
$$

is the closure parameter. We expect $\zeta \rightarrow 1$ for free streaming radiation and $\zeta \rightarrow 0$ for trapped radiation.

The free streaming closure can be expressed as [101]:

$$
\begin{equation*}
P_{\mathrm{thin}}^{i j}=E \frac{F^{i} F^{j}}{F^{2}} \tag{33}
\end{equation*}
$$

The computation of $P_{\text {thick }}^{i j}$ is more elaborated since the thick closure must be defined in such a way to be isotropic in the fluid frame, i.e, we want

$$
\begin{equation*}
\mathcal{K}_{\text {thick }}^{\alpha \beta}=\frac{1}{3} J h^{\alpha \beta} . \tag{34}
\end{equation*}
$$

Refs. [103, 104] showed that $\mathcal{K}_{\text {thick }}^{\alpha \beta}$ of Eq. (34) leads to

$$
\begin{equation*}
P_{\text {thick }}^{i j}=\frac{4}{3} J_{\text {thick }} W^{2} v^{i} v^{j}+2 W v^{(i} \gamma_{\alpha}^{j)} H_{\text {thick }}^{\alpha}+\frac{1}{3} J_{\text {thick }} \gamma^{i j}, \tag{35}
\end{equation*}
$$

with

$$
\begin{align*}
J_{\text {thick }} & =\frac{3}{2 W^{2}+1}\left[E\left(2 W^{2}-1\right)-2 W^{2} F^{i} v_{i}\right]  \tag{36}\\
\gamma_{\alpha}^{i} H_{\text {thick }}^{\alpha} & =\frac{F^{i}}{W}-\frac{4}{3} J_{\text {thick }} W v^{i}+W\left[F^{i} v_{i}-E+J_{\text {thick }}\right] v^{i} . \tag{37}
\end{align*}
$$

The system composed of Eqs. (28) and (29) is proven to be strongly hyperbolic using the closure (30) as long
as the causality constraint $E \leq|F|$ is satisfied. Equation (30) also guarantees that characteristic velocities of the system $(28,29)$ are not superluminal.

Similar to other implementations of this scheme, e.g., [103-105, 130], we divide neutrinos into three species: $\nu_{e}, \bar{\nu}_{e}$, and $\nu_{x}$, with this last species collecting all heavy neutrinos and respective anti-neutrinos together. In this way, we are solving three M1 systems $(28,29)$ coupled to each other only through the fluid.

## F. Neutrino number density

The previously described scheme still misses any information about the neutrinos energy spectrum, which will be important for having an accurate estimate of the fluid's neutrino opacities $\kappa_{a}$ and $\kappa_{s}$ (since cross sections of the involved processes are strongly dependent on neutrino energy). The simplest way to improve the previous scheme in this sense is adding the evolution of neutrino number density in such a way to be able to get the neutrino average energy $\left\langle\epsilon_{\nu_{i}}\right\rangle$ in every point.

In our implementation, we set up the neutrino number evolution following [104] and [131], i.e., through the transport equation

$$
\begin{equation*}
\nabla_{\alpha}\left(n f^{\alpha}\right)=\eta_{n}-\kappa_{n} n, \tag{38}
\end{equation*}
$$

where $n$ is the neutrino number density in the fluid frame and $\eta_{n}$ and $\kappa_{n}$ are the neutrino number emissivity and opacity respectively and $n f^{\alpha}$ is the 4 dimensional number flux. According to Ref. [104] we chose

$$
\begin{equation*}
f^{\alpha}=u^{\alpha}+\frac{H^{\alpha}}{J} \tag{39}
\end{equation*}
$$

in such a way that the projection of $n f^{\alpha}$ along $u^{\alpha}$ gives the neutrino number density in the fluid frame:

$$
\begin{equation*}
n=-n f^{\alpha} u_{\alpha} \tag{40}
\end{equation*}
$$

Expressed in slice adapted coordinates, Eq. (38) reads

$$
\begin{equation*}
\partial_{t}\left(\alpha \sqrt{\gamma} n f^{0}\right)+\partial_{i}\left(\alpha \sqrt{\gamma} n f^{i}\right)=\alpha \sqrt{\gamma}\left(\eta_{n}-\kappa_{n} n\right) \tag{41}
\end{equation*}
$$

which is a transport equation for the conservative variable

$$
\begin{equation*}
N:=\alpha \sqrt{\gamma} n f^{0} . \tag{42}
\end{equation*}
$$

Finally, we can find $f^{0}$ and $f^{i}$ using the definition of slice adapted coordinates:

$$
\begin{align*}
\alpha f^{0} & =-f^{\alpha} n_{\alpha}=W-\frac{H^{\alpha} n_{\alpha}}{J}  \tag{43}\\
f^{i} & =W v^{i}+\frac{\gamma_{\alpha}^{i} H^{\alpha}}{J}-\beta^{i} f^{0} \tag{44}
\end{align*}
$$

We solve Eq. (41) together with Eq. (28) and Eq. (29) to get a complete and closed system of hyperbolic transport equations in conservative form. Note that in this formulation, the average energy of neutrinos in the fluid frame can be simply obtained by:

$$
\begin{equation*}
\left\langle\epsilon_{\nu}\right\rangle=\frac{J}{n} . \tag{45}
\end{equation*}
$$

## G. Coupling to hydrodynamics

To model the exchange of energy and momentum between neutrinos and the fluid, we modify the conservation of the matter's stress-energy tensor into

$$
\begin{equation*}
\nabla_{\beta} T_{\text {matter }}^{\beta \alpha}=-\sum_{\nu_{i}} S_{\nu_{i}}^{\alpha}, \tag{46}
\end{equation*}
$$

where the sum runs over all three neutrino species. This means

$$
\begin{align*}
\partial_{t} \tau & =\text { standard hydro rhs }+\sum_{\nu_{i}} \alpha n^{\alpha} \tilde{S}_{\alpha, \nu_{i}}  \tag{47}\\
\partial_{t} \mathcal{S}_{i} & =\text { standard hydro rhs }-\sum_{\nu_{i}} \alpha \gamma_{i}^{\alpha} \tilde{S}_{\alpha, \nu_{i}} \tag{48}
\end{align*}
$$

where $\tau$ and $\mathcal{S}_{i}$ are the conservative internal energy and momentum in the standard Valencia formulation of GRHD.
We also take the variation of the electron fraction of the fluid into account and solve the transport equation

$$
\begin{equation*}
\nabla_{\alpha}\left(\rho Y_{e} u^{\alpha}\right)=m_{b} \mathcal{R}, \tag{49}
\end{equation*}
$$

with a source term given by interaction with neutrinos

$$
\begin{equation*}
\mathcal{R}=-\sum_{\nu_{i}} \operatorname{sign}\left(\nu_{i}\right)\left(\eta_{n, \nu_{i}}-\kappa_{n, \nu_{i}} n_{\nu_{i}}\right), \tag{50}
\end{equation*}
$$

where

$$
\operatorname{sign}\left(\nu_{i}\right)= \begin{cases}1, & \text { if } \nu_{i}=\nu_{e}  \tag{51}\\ -1, & \text { if } \nu_{i}=\bar{\nu}_{e} \\ 0, & \text { if } \nu_{i}=\nu_{x}\end{cases}
$$

is a function that accounts for different signs of contributions given by different neutrinos species.

## H. Opacities and emissivities

Within our gray scheme, we evolve energy-integrated variables and lose information about the neutrino spectrum. This means opacities contained in Eqs. (23) and (50) represent effective frequency-averaged quantities. In the case of neutrinos in thermal equilibrium with the
fluid, we can define the equilibrium opacities as

$$
\begin{gather*}
\kappa_{a, s}^{\mathrm{eq}}=\frac{\int_{0}^{+\infty} \kappa_{a, s}(\epsilon) I^{\mathrm{eq}}(\epsilon, T, \mu) \mathrm{d} \epsilon}{\int_{0}^{+\infty} I^{\mathrm{eq}}(\epsilon, T, \mu) \mathrm{d} \epsilon},  \tag{52}\\
\kappa_{n}^{\mathrm{eq}}=\frac{\int_{0}^{+\infty} \kappa_{a}(\epsilon) n^{\mathrm{eq}}(\epsilon, T, \mu) \mathrm{d} \epsilon}{\int_{0}^{+\infty} n^{\mathrm{eq}}(\epsilon, T, \mu) \mathrm{d} \epsilon} \tag{53}
\end{gather*}
$$

where $\epsilon$ is the neutrino energy, $I^{\text {eq }}$ and $n^{\text {eq }}$ are the spectral energy density and number density at equilibrium, respectively. $T$ is the fluid's temperature and $\mu$ is the neutrino chemical potential at equilibrium. We assume $I^{\text {eq }} \sim \epsilon^{3} f_{\mathrm{FD}}(\epsilon, T, \mu)$ and $n^{\text {eq }} \sim \epsilon^{2} f_{\mathrm{FD}}(\epsilon, T, \mu)$ with $f_{\mathrm{FD}}$ being the ultrarelativistic Fermi-Dirac distribution function.

The fluid's temperature $T$ is one of the primitive variables provided by the hydrodynamic sector in our new BAM implementation [123] while the chemical potential at equilibrium $\mu$ is obtained by the nuclear EoS table. The latter actually provides the chemical potential for $e^{-}, n$, and $p$. Based on these, we can compute the potentials for neutrinos assuming $\beta$-equilibrium, i.e.

$$
\begin{equation*}
\mu_{\nu_{e}}=\mu_{e^{-}}+\mu_{p}-\mu_{n}, \quad \mu_{\bar{\nu}_{e}}=-\mu_{\nu_{e}}, \quad \mu_{\nu_{x}}=0 \tag{54}
\end{equation*}
$$

The frequency-dependent opacities $\kappa_{a, s}(\epsilon)$ are obtained from the open source code NuLib [107] available at http://www.nulib.org. For a given EoS, they are evaluated as functions of the fluid's rest mass density $\rho$, temperature $T_{f}$, and electron fraction $Y_{e}$ and given in the form of a 4D table. For every value of $\epsilon$ in the opacity table, we perform a 3D interpolation with respect to the other three variables $\left(\rho, T, Y_{e}\right)$ to get $\kappa_{a, s}(\epsilon)$. Finally, we use those values to discretize and evaluate the integrals in Eqs. (52-53) to obtain the desired opacities. For our work, we use 400 points for $\rho, 180$ for $T, 60$ for $Y_{e}$, and 24 for $\epsilon$. Table I lists all reactions taken into account for the calculation of the spectral opacities and the emissivities with related references about the calculation method. We note that, in principle, NuLib could include more reactions.

As also reported in Ref. [132], NuLib tables give an unphysically high opacity in regions with $\rho<10^{11} \mathrm{~g} / \mathrm{cm}^{3}$ and $T \lesssim 0.35 \mathrm{MeV}$. This is because of blocking factors that are applied to the absorption opacities for $\rho>10^{11} \mathrm{~g} / \mathrm{cm}^{3}$. Unfortunately, the application of blocking factors in lower-density regions leads to numerical issues for $1 \mathrm{MeV} \lesssim T \lesssim 30 \mathrm{MeV}$. Therefore, we modified the original NuLib code to extend the domain of application of absorption blocking factors to the regions where $T<0.35 \mathrm{MeV}$ and $Y_{e} \lessgtr 0.4$ ( $>$ for $\nu_{e},<$ for $\bar{\nu}_{e}$ ) independently on $\rho$, in addition to the region $\rho>10^{11} \mathrm{~g} / \mathrm{cm}^{3}$. This ensures that we obtain a smooth table that is free of unphysical absorption opacities that were previously affecting the low-density and low-temperature regions.

So far, we assumed neutrinos to be in equilibrium with the fluid. However, this is, in general, not the case. Since

|  | References |
| :--- | :--- |
| Charged Current Processes |  |
| $\nu_{e}+n \leftrightarrow p+e^{-}$ | $[106][133]$ |
| $\bar{\nu}_{e}+p \leftrightarrow n+e^{+}$ | $\left[\begin{array}{ll}{[106][133]} \\ \nu_{e}+(A, Z) \leftrightarrow(A, Z+1)+e^{-} & {[106][134]} \\ \hline \hline \text { Thermal Processes } & \\ \hline e^{-}+e^{+} \leftrightarrow \nu_{x}+\bar{\nu}_{x} & {[106][135][136]} \\ N+N \leftrightarrow N+N+\nu_{x}+\bar{\nu}_{x} & {[106]} \\ \hline \hline \text { Elastic Scattering } & \\ \hline \nu+\alpha \rightarrow \nu+\alpha & {[106][134]} \\ \nu+p \rightarrow \nu+p & {[106][134][133]} \\ \nu+n \rightarrow \nu+n & {[106][134][133]} \\ \nu+(A, Z) \rightarrow \nu+(A, Z) & {[106][134][137]}\end{array}, \$>\right.$ |

TABLE I. Weak interaction processes taken into account in our work using NuLib. All processes involving charged particles include Weak-Magnetism and recoil corrections from [133]. Charged current and thermal processes sections only include absorption and emission processes. Their inverse processes are also taken into account through the Kirkhhoff law. In the last section, the neutrino family is not specified since all families are involved in these processes, even though, eventually, with different cross sections.
the cross sections of neutrinos scale with $\epsilon^{2}$, the assumption of neutrinos at equilibrium with the fluid would lead to an underestimate of opacities when hot neutrinos out of equilibrium cross a region of cooler fluid. To take this energy dependence into account, we apply the correction

$$
\begin{equation*}
\kappa_{a, s, n}=\kappa_{a, s, n}^{e q}\left(\frac{T_{\mathrm{eff}}^{\nu}}{T}\right)^{2} \tag{55}
\end{equation*}
$$

which is also used in most other grey M1 implementations [104, 105, 131]. Where $T_{\text {eff }}^{\nu}$ is the effective temperature of neutrinos. To obtain $T_{\text {eff }}^{\nu}$, we assume neutrinos spectrum to be Planckian with temperature $T_{\text {eff }}^{\nu}$ and reduced chemical potential $\eta_{\nu}=\mu / T_{f}$. We can then evaluate the average neutrino energy as

$$
\begin{equation*}
\left\langle\epsilon_{\nu}\right\rangle=\frac{F_{3}\left(\eta_{\nu}\right)}{F_{2}\left(\eta_{\nu}\right)} T_{\text {eff }}^{\nu}, \tag{56}
\end{equation*}
$$

with $F_{k}$ being the Fermi integral of order $k$. Since we know $\left\langle\epsilon_{\nu}\right\rangle=J / n$, we can solve Eq. (56) for

$$
\begin{equation*}
T_{\mathrm{eff}}^{\nu}=\frac{F_{2}\left(\eta_{\nu}\right)}{F_{3}\left(\eta_{\nu}\right)} \frac{J}{n}, \tag{57}
\end{equation*}
$$

and plug $T_{\text {eff }}^{\nu}$ into Eq. (55) to obtain the corrected opacity.

EoS tables only provide chemical potentials of neutrinos at thermal equilibrium with the fluid. When neutrinos get decoupled from the latter, we expect to approach a distribution with zero chemical potential, i.e., the distribution describing a fixed number of particles. As in [103], to qualitatively account for this transition, we are evaluating the reduced chemical potentials of Eq. (57) in the following way:

$$
\begin{equation*}
\eta_{\nu}=\frac{\mu}{T}\left(1-e^{-\tau}\right), \tag{58}
\end{equation*}
$$

where $\tau$ is the optical depth provided by the NLS of [123].
Finally, once we have set $\kappa_{a, s, n}$, we remain with $\eta$ and $\eta_{n}$ to be set. For that, we assume the Kirchhoff law

$$
\begin{align*}
\eta & =\kappa_{a}^{e q} \frac{4 \pi}{(h c)^{3}} F_{3}\left(\eta_{\nu}\right) T^{4},  \tag{59}\\
\eta_{n} & =\kappa_{n}^{e q} \frac{4 \pi}{(h c)^{3}} F_{2}\left(\eta_{\nu}\right) T^{3} . \tag{60}
\end{align*}
$$

Such a choice ensures that neutrinos thermalize with the fluid and reach the expected thermal equilibrium state when trapped.

## III. NUMERICAL SCHEME

We implemented the above multipolar formalism for radiation transport as a new module in the BAM code [119-123], and will provide implementation details below.

## A. Closure factor

Equation (32) cannot be evaluated directly since $H^{\alpha}$ and $J$ are functions of $P^{i j}$ (and so of $\zeta$ ); cf. Eqs. (25) and (26). Hence, the closure factor must be found by solving the following implicit equation

$$
\begin{equation*}
\frac{\zeta^{2} J^{2}(\zeta)-H_{\alpha}(\zeta) H^{\alpha}(\zeta)}{E^{2}}=0 \tag{61}
\end{equation*}
$$

using a root finder algorithm.
In our implementation, we solve Eq. (61) for $\zeta$ using a Dekker algorithm [138], which improves the convergence speed compared to the bisection scheme.

## B. Fluxes

To evaluate the numerical fluxes at cell interfaces, we follow Ref. [104]. Given a field variable $u$ and its flux $\mathcal{F}(u)$, we employ a linear combination of a low-order diffusive flux $\mathcal{F}_{\text {LO }}$ and a second-order non-diffusive flux $\mathcal{F}_{\mathrm{HO}}$ so that:
$\mathcal{F}_{i+1 / 2}=\mathcal{F}_{\mathrm{HO}}\left(u_{i+1 / 2}\right)-A\left[\mathcal{F}_{\mathrm{HO}}\left(u_{i+1 / 2}\right)-\mathcal{F}_{\mathrm{LO}}\left(u_{i+1 / 2}\right)\right]$,
where $A=\min \left(1, \frac{1}{\overline{\kappa \Delta x}}\right)$ and $\bar{\kappa}=\left(\kappa_{s, i}+\kappa_{s, i+1}+\kappa_{a, i}+\right.$ $\left.\kappa_{a, i+1}\right) / 2$. This ansatz leads to $\mathcal{F}_{i+1 / 2}=\mathcal{F}_{\text {LO }}$ in the free streaming regime and to $\mathcal{F}_{i+1 / 2} \simeq \mathcal{F}_{\text {HO }}$ in the scattering/absorption regime. The low-order diffusive flux is computed using fluxes at the cell center, and a local Lax-Friedrichs (LLF) Riemann solver [139, 140]:

$$
\begin{equation*}
\mathcal{F}_{\mathrm{LO}}\left(u_{i+1 / 2}\right)=\frac{\mathcal{F}\left(u_{i}\right)+\mathcal{F}\left(u_{i+1}\right)}{2}-\lambda_{\operatorname{amax}} \frac{u_{i+1}-u_{i}}{2} \tag{63}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda_{\operatorname{amax}}=\max _{a \in\{i, i+1\} b \in[1,2]}\left\{\left|\lambda_{a}^{b}\right|\right\} \tag{64}
\end{equation*}
$$

where $\lambda^{b}$ are the characteristic velocities of the system. This choice ensures the monotonicity preservation of the solution in case of shocks and leads to better stability in the free streaming regime due to an increased numerical dissipation. Certainly, in some cases, the latter can also be a disadvantage, e.g., in the case of radiation in an optically thick medium, it would introduce an unphysical diffusion, leading to a wrong estimation of the neutrinos diffusion rate. To avoid this effect, we employ the following non-diffusive scheme in optically thick regions:

$$
\begin{equation*}
\mathcal{F}_{\mathrm{HO}}\left(u_{i+1 / 2}\right)=\frac{1}{2}\left[\mathcal{F}\left(u_{i}\right)+\mathcal{F}\left(u_{i+1}\right)\right] . \tag{65}
\end{equation*}
$$

Our choice of $\mathcal{F}_{\mathrm{HO}}$ cures the unphysical diffusion of $\mathcal{F}_{\mathrm{LO}}$, but in case of shocks, it can violate monotonicity preservation.

To make the scheme described by Eq. (62) able to handle shocks in a thick regime without adding unphysical diffusion in smooth regions, we first compute $\mathcal{F}$ in every point using Eq. (62) and then set $\mathcal{F}=\mathcal{F}_{\mathrm{LO}}$ if one of the following conditions is satisfied:

- $\Delta_{i-1}^{n} \Delta_{i}^{n}<0$ or $\Delta_{i}^{n} \Delta_{i+1}^{n}<0$, i.e., if the solution at the current time step shows an extremum.
- $\tilde{E}_{i}^{n+1} \leq 0$ or $\tilde{E}_{i+1}^{n+1} \leq 0$, i.e., if the energy solution at the next time step would be overshoot to a negative value.
- $\frac{\Delta_{i-1}^{n+1}}{\Delta_{i}^{n+1}}<\frac{1}{4}$ or $\frac{\Delta_{i}^{n+1}}{\Delta_{i+1}^{n+1}}<\frac{1}{4}$, i.e., if the solution at next time step would develop an extremum or if the change in the slope happens too quickly,
where

$$
\begin{aligned}
\Delta_{i}^{n} & =u_{i+1}^{n}-u_{i}^{n}, \\
u_{i}^{n+1} & =u_{i}^{n}-\frac{\Delta t}{\Delta x}\left(\mathcal{F}_{i}^{n}-\mathcal{F}_{i-1}^{n}\right) .
\end{aligned}
$$

Characteristic velocities are constructed as a linear combination of thin and thick velocities with the same coefficients used to compose the closure in Eq. (30). We chose to employ the following velocities in a generic $i^{\text {th }}$ direction:

$$
\begin{align*}
\lambda_{\text {thin }}^{1,2} & =-\beta^{i} \pm \alpha\left|F^{i}\right| /|F|  \tag{66}\\
\lambda_{\text {thick }}^{1,2} & =-\beta^{i} \pm \alpha \sqrt{\gamma^{i i} / 3} \tag{67}
\end{align*}
$$

In our tests, this particular choice increases the stability of our scheme without affecting the accuracy. Thin velocities are the same as employed in [103] while the thick ones are taken from [104]. For a complete list and discussion of the characteristic velocity, we refer to [101].

We note that, in principle, Eq. (62) is second-order accurate in the diffusive region far away from shocks or solution's extrema and first-order accurate in the free streaming regime.

## C. Implicit-explicit time step

Scattering and absorption opacities, even in the geometrized units handled by BAM, can reach large values up to $10^{3} \Delta t$ in very thick regions, e.g., in the neutron star interior. For such values, the collisional source terms $S^{\alpha}$ of Eqs. $(28,29)$ become stiff, i.e., we have to treat the terms through an implicit scheme. Fluxes and gravitational sources are instead handled via a secondorder explicit-implicit method. A full time step of our radiation evolution algorithm is given by:

$$
\begin{align*}
\frac{\mathbf{q}^{*}-\mathbf{q}^{n}}{\Delta t} & =-\partial_{i} \mathcal{F}^{i}\left(\mathbf{q}^{n}\right)+\mathbf{G}\left(\mathbf{q}^{n}\right)+\mathbf{S}_{\mathrm{coll}}\left(\mathbf{q}^{*}\right)  \tag{68}\\
\frac{\mathbf{q}^{n+1}-\mathbf{q}^{n}}{\Delta t} & =-\partial_{i} \mathcal{F}^{i}\left(\mathbf{q}^{*}\right)+\mathbf{G}\left(\mathbf{q}^{*}\right)+\mathbf{S}_{\mathrm{coll}}\left(\mathbf{q}^{n+1}\right) \tag{69}
\end{align*}
$$

where $\mathbf{q}=\left(\tilde{E}, \tilde{F}_{i}, N\right)$, and $\mathcal{F}^{i}, \mathbf{G}$, and $\mathbf{S}_{\text {coll }}$ represent fluxes, gravitational-source terms, and collisional source terms of Eq. (28), (29), and (41), respectively. This method is 2nd-order accurate in fluxes and gravitational terms but only 1st-order accurate in the implicit terms. Hydrodynamics variables are kept constant during the radiation substep of Eq. (68), and are updated after the second step using $\mathbf{S}_{\text {coll }}\left(\mathbf{q}^{n+1}\right)$. Analogously radiation variables are kept constant during the hydrodynamics and spacetime evolution substeps, which are performed ignoring radiation-fluid interactions.

The application of a partially implicit method requires the solution of a system in $\tilde{E}^{n+1}, \tilde{F}_{i}^{n+1}$, and $N^{n+1}$. The last variable is decoupled from the rest of the system since its implicit time step can be written as

$$
\begin{equation*}
\frac{N^{n+1}-N^{n}}{\Delta t}=-\partial_{i} \mathcal{F}_{N}^{i}\left(N^{n}\right)+\alpha \sqrt{\gamma} \eta_{n}-\kappa_{n} \frac{N^{n+1}}{f^{0}}, \tag{70}
\end{equation*}
$$

which can be solved straightforwardly for $N^{n+1}$ as:

$$
\begin{equation*}
N^{n+1}=\frac{N^{n}-\partial_{i} \mathcal{F}_{N}^{i}\left(N^{n}\right) \Delta t+\alpha \sqrt{\gamma} \eta_{n} \Delta t}{1+\frac{k_{n}}{f^{0}} \Delta t} \tag{71}
\end{equation*}
$$

Solving for the neutrino momenta, unfortunately, requires more effort. We follow the linearized scheme of [103]. Plugging the expression of $J$ and $H^{\alpha}$ in Eqs. (25) and (26), into the definition of $S^{\alpha}$ in Eq. (23), and linearizing assuming $\zeta$ and $F^{i} /|F|$ to be constant, we can write

$$
\begin{equation*}
\tilde{S}_{\alpha}^{n+1}=\tilde{E}^{n+1} A_{\alpha}+\tilde{F}_{i}^{n+1} B_{\alpha}^{i}+\sqrt{\gamma} \eta u_{\alpha}, \tag{72}
\end{equation*}
$$

where $A^{\alpha}$ and $B^{i \alpha}$ are tensor functions of $\kappa_{a}, \kappa_{s}, \zeta$, $F^{i} /|F|$, and $u^{\alpha}$ only. In our implementation, we solve for the implicit time step using the value of $\zeta$ and $F^{i} /|F|$ at time step $n$. This is necessary for obtaining a linear system in $\left(\tilde{E}^{n+1}, \tilde{F}_{i}^{n+1}\right)$. Plugging this expression into Eq. (69), we get a system of four linear equations for four variables, whose analytical solution can be found in Appendix A.

We have pointed out that the scheme used for collisional terms is not fully implicit since $A^{\alpha}$ and $B^{i \alpha}$ are
also dependent on neutrino variables, and the values of the fluid's opacities are not updated according to the radiation-fluid interaction at each substep. However, the solution of a fully coupled implicit system would require a non-linear root finder and an update of fluid variables at each substep with a significantly higher computational cost. For this reason, we limit ourselves to this linearized implicit scheme, which we found to be enough to ensure the stability of the code.

Finally, it is worth mentioning that other M1 implementations [104, 105, 141] treat the nonlinear terms of $S_{\text {coll }}$ implicitly. This is equivalent to treating the ratio $f^{i}=F^{i} /|F|$ as a variable at time $n+1$ and solving for a four-dimensional nonlinear root-finding problem. This scheme is believed to be more accurate in describing the interaction of radiation with a fast-moving fluid since it handles better the terms proportional to $v \cdot f$. However, in the next section, we will show that our linearized scheme properly captures the advection of trapped radiation by a moving fluid, which is a stringent test that must be satisfied by a radiation transport code oriented to the simulation of BNS mergers.

## D. Neutrino right-hand side routine

In the following, we summarize the steps followed to evaluate the full right-hand side (RHS) of the neutrino sector from $E, F^{i}$, and $N$, i.e., Eqs. $(28,29,41)$ :

- We check for causality constraint $E \leq|F|$, if it is not satisfied we set $E=|F|$ by rescaling $F^{i}$. This step is necessary to ensure the causality and hyperbolicity of the scheme.
- We evaluate the closure factor $\zeta$ solving Eq. (61). We use $\zeta$ to evaluate the fluid frame energy $J$ and the neutrino number density $n$.
- We set opacities using the scheme described in the previous section.
- We compute fluxes at the cell's interfaces using Eq. (62).
- We check whether the reconstructed fluxes satisfy one of the conditions listed above. If they do, we recompute them using Eq. (63).
- We add the fluxes divergence to the RHS.
- We evaluate the gravitational source terms of Eq. (28) and (29) and add them to RHS.
- We solve Eq. (69) for $E^{n+1}, F_{i}^{n+1}$, and $N^{n+1}$ using the explicit part of RHS we have evaluated in the previous points.

All the steps listed above are repeated for the three neutrino species.

## IV. NUMERICAL TESTS

## A. Geodesics

To test the fluxes and gravitational sources, we set up a test employing Kerr-Schild spacetime with zero angular momentum, where we shoot a beam of free streaming neutrinos with $\tilde{E}=|\tilde{F}|=1$ from left to the right of our numerical domain. In Fig. 1, the neutrino beam is injected in the simulation tangentially to the black hole (BH) horizon at a coordinate distance $5 M$ to $5.5 M$ from the singularity (which is located in the origin of the coordinate system). The red lines in the figure show light-like geodesics that neutrinos at the top and bottom of the beam are supposed to follow. The whole beam should then be contained between these two lines. We observe that most of the neutrino energy remains confined between the two geodesics with a small part that is dispersed outside, mostly because of the low-order reconstruction scheme employed to handle the free streaming region, which introduces numerical dispersion. This interpretation is strengthened by the fact the dispersion happens on both sides of the beam and decreases with increasing grid resolution. However, we expect that this is not an issue in BNS simulations since we do not expect to have sharp variations of the energy density in free streaming regions as in this test case.

## B. Absorption

To test the collisional source terms that model the neutrino-fluid interaction in the pure absorption regime, we set up two tests on a flat spacetime, one with a static and one with a stationary moving fluid. In both tests, we shoot a beam of neutrinos similar to the previous case. Since, in these conditions, neutrinos should be only absorbed and not scattered, we expect their regime to remain purely thin and the momentum vectors to remain parallel to each other.

In Fig. 2, we show a wide beam of neutrinos moving from left to right encountering a sphere of matter with $\kappa_{a}=0.5$ in the center and decreasing radially as a Gaussian. As expected, neutrino momenta remain parallel to each other, and as a consequence, the region behind the sphere receives a much smaller amount of radiation when compared to regions on the sides, projecting a very clear shadow on the right edge of the simulation domain.

In the second absorption test, shown in Fig. 3, we distribute matter on a vertical tube with homogeneous properties, $\kappa_{a}=0.05$ and $v_{y}=0.5$. As expected, we observe that a part of the radiation is absorbed by the fluid, and another part passes through it without being scattered. In contrast to the previous test, the fluid is not at rest. Hence, the test is well suited to probe the conversion between the fluid and the laboratory frame, which were equal in our previous test, i.e., $\zeta=1$ was trivially satisfied along the beam. In this new test, we still


FIG. 1. A neutrino beam traveling in a Kerr-Schild spacetime with three different resolutions. In the top panel, we use a grid spacing of $\Delta x=0.075$. In the central and bottom panels, we have $\Delta x / 2$ and $\Delta x / 4$, respectively. Coordinates with respect to the singularity are expressed in mass units. The color map represents the energy density of the neutrinos $\tilde{E}$. Red lines represent the expected geodesics that should contain the beam.


FIG. 2. Neutrinos traveling from left to right, encountering a sphere of matter at rest with pure absorption opacity. The center of the sphere is located at $(10,0)$ and has an opacity of $\kappa_{a}=0.5$ that decreases radially as a Gaussian. Red arrows represent neutrino momentum $\tilde{F}^{i}$. The black line shows the contour level of $\kappa_{a}=0.1$ for the sphere of matter.
expect to find $\zeta=1$. However, since now $H^{\alpha} H_{\alpha} \neq F_{i} F^{i}$ and $E \neq J$, this is not trivial anymore. Based on the success of the test, we can conclude that the root finder algorithm used to evaluate $\zeta$ is converging to the correct solution.


FIG. 3. A Neutrino beam traveling from left to right passing through a tube of fluid with density $\rho=10^{-5}$ and absorption opacity $\kappa_{a}=0.05$ traveling upward with velocity $v_{y}=0.5$ (represented by black arrows).

## C. Advection

Advection of trapped radiation in a moving fluid is one of the most challenging situations that our code has to handle. To test such a scenario, we set up a test similar to the one shown in Sec. 4 of Ref. [104], i.e., we evolve a one-dimensional Gaussian neutrino packet trapped in a homogeneous fluid moving at mildly relativistic velocity with stiff, pure-scattering opacity.
As initial conditions, we chose

$$
\begin{equation*}
\tilde{E}(t=0, x)=e^{-x^{2}}, \quad J=\frac{3 E}{4 W^{2}-1}, \quad F_{i}=\frac{4}{3} J W^{2} v_{i} . \tag{73}
\end{equation*}
$$

As shown in [104], with this condition for $F_{\alpha}$, it is ensured that $H^{\alpha}=0$, i.e., we model a fully thick regime. For the fluid, we chose $\kappa_{s}=10^{3}$ and $|v|=v_{x}=0.5$. We use a single uniform grid with $\Delta x=0.05$ and employ a Courant-Friedrich-Levi (CFL) factor of 0.25 . We test two different flux reconstruction schemes to check whether they can capture the correct diffusion rate in the regime $k_{s} \Delta x \gg 1$. In this article, we test two different schemes: a constant reconstruction $\left(u_{i+1 / 2}=u_{i}\right)$ with an LLF Riemann solver (Eq. (63)) and the composed flux of Eq. (62) proposed in [104].

Results are shown in Fig. 4 together with the reference solution, which we assume to be the advected solution of the diffusion equation

$$
\begin{equation*}
\tilde{E}(x, t)=\frac{1}{\sqrt{1+4 D t}} \exp \left[-\frac{\left(x-v_{x} t\right)^{2}}{1+4 D t}\right] \tag{74}
\end{equation*}
$$

with $D=1 /\left(3 \kappa_{s}\right)$ being the diffusivity. We see that the lowest order reconstruction scheme [Eq. (63)] fails in reproducing the correct diffusion rate because of its intrinsic numerical dispersion. The scheme used in [104], instead, performs better except near the maximum, where it reduces again to the lower order one. Moreover, we observe no unphysical amplification of the package, contrary to the test performed using ZelmaniM1 library [142] in [104]. In our implementation, we find that both the neutrino energy and the neutrino number are advected with the correct velocity.


FIG. 4. Top panel: Gaussian neutrino packet being advected and diffused in high scattering regime by a fluid with $\kappa_{s}=10^{3}$ and moving to the right with a velocity of $v=0.5$. The snapshot is taken at time $t=4$. Different dashed lines represent different schemes for fluxes reconstruction, while the black line represents the analytical solution of the translated heat equation. Bottom panel: L2-norm of the error with respect to resolution for the test shown above with $\mathrm{HO}+\mathrm{LO}$ fluxes. The black line shows first-order convergence.

To test the robustness of the scheme, we performed an additional test with identical fluid configuration but neutrinos' initial data given by a step function. Results at time $t=4$ are shown in Fig. 5 for different resolutions together with the reference solution

$$
\begin{equation*}
\tilde{E}(x, t)=\frac{1}{2}\left[1-\operatorname{erf}\left(\frac{x-v_{x} t}{2 \sqrt{D t}}\right)\right], \tag{75}
\end{equation*}
$$

with erf being the error function. This test shows that the flux reconstruction, Eq. (62), together with the linearized collisional sources, Eq. (72), can handle shocks even in the presence of stiff source terms preserving the monotonicity of the solution and with a numerical dispersion that decreases with the increase of resolution.


FIG. 5. A similar test as performed in Fig. 4 but using a step function as initial condition. The exact solution is shown by a black line, while colored lines show numerical solutions at different resolutions. The evolution scheme and grid configuration are the same as in Fig. 4.

## D. Uniform Sphere

The uniform sphere test is the closest configuration to an idealized star for which we have an analytical solution of the Boltzmann equations [143]. For this reason, several groups have shown such simulations to test their implementations, e.g., Refs. [103-105, 143]. It consists of a sphere of radius $r_{s}=1$. In its interior, we set $\kappa_{a}=\eta=$ constant and $\kappa_{s}=0$. We set up this test on a 3 dimensional Cartesian grid with $\Delta x=\Delta y=\Delta z=0.05$ imposing reflection symmetry with respect to $x-y, x-z$ and $y-z$ planes. Evolution is performed using a RK3 algorithm with a CFL factor of 0.25 . We perform this test with two different opacities $\kappa_{1}=5$ and $\kappa_{2}=10^{10}$ to test different regimes; cf. [103].
Figure 6 shows both the numerical and analytical $\tilde{E}$ as a function of the radius for the opacities. The numerical solution is taken at $t=12$ along the diagonal $x=y=z$. Overall, we find a good agreement between our numerical result and the analytical solution of the Boltzmann equation, comparable to the results obtained in other works. However, we point out that one cannot expect to converge to the exact solution since the M1 scheme is only an approximation to the Boltzmann equation and is only exact in the fully trapped or free streaming regimes (without crossing beams).

## E. Single isolated hot star

We evolve a single isolated hot neutron star employing the SFHo EoS [144]. Initial data are constructed by solving the TOV equations with the assumption of constant entropy and beta-equilibrium as in [123]. For the integration of the TOV equation, we choose $\rho_{c}=$


FIG. 6. Radial dependence of the neutrino energy density for the uniform sphere test at time $t=12$ (profiles are extracted along the diagonal direction). We show the numerical solution of the M1 scheme and the analytical solution of the Boltzmann equation. We use two different values of opacity $\kappa_{1}=5$ and $\kappa_{2}=10^{10}$.
$8.65 \times 10^{14} \mathrm{~g} / \mathrm{cm}^{3}$ and an entropy per baryon $s=1 k_{B}$. This leads to a total baryonic mass $M_{\mathrm{bar}}=1.64 M_{\odot}$, which corresponds to a gravitational mass of $1.52 M_{\odot}$, a coordinate radius $R=9.8 \mathrm{~km}$, and a central temperature of 27.8 MeV . We evolve the system on a grid with a grid spacing of $\Delta x=\Delta y=\Delta z=182 \mathrm{~m}$ using a CFL factor of 0.25 . In this test, we evolve the hydrodynamics with the module of [123] using 4th order Runge-Kutta (RK4) integration algorithm and WENOZ [145] primitive reconstruction with LLF Riemann solver for the fluxes at cell interfaces.

Fig. 7 shows the transition of neutrinos from trapped to the free streaming regime on the surface of the star. As expected, the neutrino energy density reaches its peak in the star's core due to the higher density and temperature of the fluid in this region. Moreover, we can observe that neutrinos inside the star have a zero average momentum since they constitute a particle gas in thermal equilibrium with the fluid, and the transport phenomena are negligible. When the optical depth $\tau$ drops below $2 / 3$, interactions with the fluid start becoming subdominant, and neutrinos start traveling freely, developing an average momentum in the radial direction.

Another important consequence of the neutrinobaryon decoupling can be seen in Fig. 8, where we can observe all three species of neutrinos being thermalized with the fluid in the inner part of the star and decoupling next to the relative photosphere at three different temperatures. After decoupling, the neutrino temperature remains constant due to the lack of interactions with the fluid. The average energy hierarchy is, as reported in the literature, $\left\langle\epsilon_{\nu_{e}}\right\rangle<\left\langle\epsilon_{\bar{\nu}_{e}}\right\rangle<\left\langle\epsilon_{\nu_{x}}\right\rangle[104,132]$.


FIG. 7. 2D snapshot at $t=4.5 \mathrm{~ms}$. The colormap shows the energy density of anti-electron neutrinos. Red arrows represent the normalized neutrino momentum $F^{i} / E$ and the black contour line shows the neutrino photosphere defined by $\tau=2 / 3$.


FIG. 8. Temperature of fluid and neutrinos at $t=4.5 \mathrm{~ms}$ as a function of radius. We can see the three neutrino species decoupling from the fluid at three different temperatures near $r=10 \mathrm{~km}$.

## V. BINARY NEUTRON STAR MERGERS

## A. Configurations and Setup

We run 10 different BNS configurations employing two different EoSs (SFHo [144] and DD2 [146]) with the same total baryonic mass of $2.6 M_{\odot}$, and two different mass ratios of $q=M_{1} / M_{2}=1$ and $q=1.2$, where $M_{i}$ is the gravitational mass of the $i$-th star. All binary systems are considered to be irrotational, i.e., the stars are non-spinning. Further details about the setups are given in Table II. We run the simulations with SFHo EOS and neutrino transport at two different resolutions: R1 with 96 points per dimension in each of the two finest boxes
covering the stars. This corresponds to a grid spacing in the finest level of $\Delta x_{\text {min }}=248 \mathrm{~m}$ and $\Delta x_{\max }=31.8 \mathrm{~km}$ in the coarsest one. R 2 with 128 points on each finest box for $\Delta x_{\min }=186 \mathrm{~m}$ and $\Delta x_{\max }=23.8 \mathrm{~km}$ on the coarsest level. Initial data was produced using the pseudo-spectral code SGRID [147-150] under the assumption that matter is in beta-equilibrium with a constant initial temperature of $T=0.1 \mathrm{MeV}$; cf. [123]. The proper initial distance between the stars' centers is set to 38 km . This corresponds to about three orbits before the merger of the stars. Given that we will primarily focus on the post-merger evolution, we did not perform any eccentricity reduction procedure. Both spacetime and hydrodynamics variables are evolved using a method of lines with RK4 algorithm with a CFL factor of 0.25 . Time evolution is performed using a Berger-Oliger algorithm with eight refinement levels. The two finest refinement levels are composed of two moving boxes centered around the stars. Spacetime is evolved employing the Z4c formulation [127, 151]. It is discretized using a finite difference scheme with a fourth-order centered stencil for numerical derivatives. Lapse and shift are evolved using $1+\log$ slicing [152] and gamma-driver conditions [153] respectively. For hydrodynamic variables we use a finite volume scheme with WENOZ [145] reconstruction of primitives at cell interfaces and HLL Riemann solver [154] for computing numerical fluxes. We apply the flux corrections of the conservative adaptive mesh refinement [121] to the conservative hydrodynamics variables but not to the radiation fields.

## B. Ejecta

We compute ejecta properties using a series of concentric spheres centered around the coordinate origin with radii varying from 300 km to 1000 km . On each sphere, the total flux of mass, energy, and momentum of outgoing, unbound matter is computed. On such extraction spheres, the matter is assumed to be unbound according to the geodesic criterion [158], i.e., if

$$
\begin{equation*}
u_{t}<-1 \quad \text { and } \quad u_{r}>0 \tag{76}
\end{equation*}
$$

From now on, we will always refer to the unbound mass as the one that satisfies this criterion unless stated otherwise. Differently from previous BAM versions, the spheres with radius 450 km and 600 km also save the angular coordinates $(\theta, \phi)$ of the matter flux together with $u_{t}, \rho, T$, and $Y_{e}$. This allows a more detailed analysis of the ejecta that includes its geometry and thermodynamical properties, e.g., the use of the Bernoulli criterion [81, 159] for determining unbound mass, i.e.,

$$
\begin{equation*}
h u_{t}<-1 \quad \text { and } \quad u_{r}>0 . \tag{77}
\end{equation*}
$$

Since $u_{t}$ [or $h u_{t}$ for Bernoulli] is assumed to be conserved and at infinity $u_{t}=-W$ [or $\left.h u_{t}=-W\right]$, it is also possi-
ble to compute the asymptotic velocity $v_{\infty}$ of each fluid element as $v_{\infty}=\sqrt{1-1 / u_{t}^{2}}\left[\right.$ or $\left.\sqrt{1-1 /\left(h u_{t}\right)^{2}}\right]$.

## 1. Ejecta Mass

Mass ejection from BNS mergers within a dynamical timescale $\mathcal{O}(10 \mathrm{~ms})$ has already been the subject of several detailed studies, e.g., $[50,52-54,56,158,160,161]$. There is a general consensus on dividing dynamical ejecta into two components: tidal tail and shocked ejecta. The former is composed of matter shed from the star's surface right before the merger due to tidal forces. Since this matter does not undergo any shock heating or weak interaction, it has a low $Y_{e}$ comparable to the one of neutron stars' outer layers and low entropy $\lesssim 10 \kappa_{B}$. Shocked ejecta, on the opposite, is launched by the high pressure developed in the shock formed at the star's surface during the plunge. It has significantly higher entropy and $Y_{e}$ with respect to the tidal tails. It is produced later but with higher velocity, rapidly reaching the tidal tails and interacting with them [160].

In Fig. 9, we show the mass of the unbound matter moving through the detection sphere at $r \simeq 450 \mathrm{~km}$ as a function of time for both geodesic and Bernoulli criteria. There is an important qualitative difference between simulations where neutrinos are neglected and the ones including neutrino transport. While in the former case, the ejecta mass saturates within 20 ms after the merger, in the latter one, we observe a non-negligible matter outflow continuing for the whole duration of the simulation, although with decreasing intensity. Such a phenomenon has been observed in other BNS simulations with M1 transport in [162, 163], where a very similar numerical implementation of M1 is used, and in much smaller amount also in [54]. We attribute it to the neutrinos emitted from the remnant. Through scattering/absorption processes in the upper parts of the disk, they can indeed accelerate material, making it gravitationally unbound. This hypothesis is consistent with what we see in Fig. 10, where we show the conserved mass density for bound and unbound matter on the $x z$ plane roughly 45 ms after the merger. We denote by $D_{u}$ the conserved mass density of unbound matter, i.e., $D_{u}=D$ where matter is unbound and $D_{u}=0$ otherwise. Most of the unbound matter is concentrated in the inner part of the upper edge of the disk, as we would expect from a neutrino wind mechanism powered by the remnant emission. In particular, in [162], equal mass simulations using the SFHo and DD2 EoSs are performed, and an early neutrino wind mechanism is also observed. However, such simulations only show results up to $\simeq 10 \mathrm{~ms}$ after the merger.

For both EoSs, the ejecta mass is higher and more rapidly growing for asymmetric configurations. This is in agreement with the higher amount of tidal tails ejecta that asymmetric binaries are known to produce. In the same figure, the amount of ejecta according to

| Model name | EoS | $M_{b}^{1}\left[M_{\odot}\right]$ | $M_{b}^{2}\left[M_{\odot}\right]$ | $M_{G}^{1}\left[M_{\odot}\right]$ | $M_{G}^{2}\left[M_{\odot}\right]$ | $C_{1}$ | $C_{2}$ | $q$ | $\tilde{\Lambda}$ | $M_{\mathrm{ADM}}\left[M_{\odot}\right]$ | $J_{\mathrm{ADM}}\left[M_{\odot}^{2}\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| SFHo_q1 | SFHo | 1.301 | 1.301 | 1.200 | 1.200 | 0.148 | 0.148 | 1 | 843 | 2.376 | 5.673 |
| SFHoq-q12 | SFHo | 1.432 | 1.172 | 1.309 | 1.091 | 0.162 | 0.134 | 1.2 | 875 | 2.377 | 5.617 |
| DD2_q1 | DD2 | 1.292 | 1.292 | 1.183 | 1.183 | 0.134 | 0.134 | 1 | 1585 | 2.377 | 5.749 |
| DD2_q12 | DD2 | 1.420 | 1.165 | 1.309 | 1.091 | 0.146 | 0.123 | 1.2 | 1618 | 2.379 | 5.866 |

TABLE II. Table of BNS parameters. From left to right: EoS, baryonic masses, gravitational masses, compactnesses, mass ratio, reduced tidal deformability parameter [155-157], ADM mass, and angular momentum, respectively.

| Simulation name | $M_{\mathrm{ej}}^{20 \mathrm{~ms}}\left[10^{-2} M_{\odot}\right]$ | $\left\langle v_{\infty}^{20 \mathrm{~ms}}\right\rangle$ | $\left\langle Y_{e}^{20 \mathrm{~ms}}\right\rangle$ | $M_{\text {disk }}\left[M_{\odot}\right] \mid\left\langle Y_{e}^{\text {disk }}\right\rangle$ | $M_{\mathrm{ej}}^{\text {tot }}\left[10^{-2} \mathrm{M}_{\odot}\right] \mid$ | $\left\langle v_{\infty}^{\text {tot }}\right\rangle \mid\left\langle Y_{e}^{\text {tot }}\right\rangle$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| SFHo_q1_M1_R1 | 0.22 | 0.15 | 0.29 | 0.21 | 0.13 | 0.37 | 0.13 | 0.37 |
| SFHo_q1_M1_R2 | 0.20 | 0.16 | 0.28 | 0.21 | 0.15 | 0.30 | 0.14 | 0.37 |
| SFHo_q12_M1_R1 | 0.36 | 0.17 | 0.20 | 0.28 | 0.13 | 0.50 | 0.15 | 0.29 |
| SFHo_q12_M1_R22 | 0.31 | 0.16 | 0.17 | 0.24 | 0.15 | 0.48 | 0.14 | 0.28 |
| SFHo_q1_R2 | - | - | - | 0.20 | - | 0.20 | 0.15 | - |
| SFHo_q12_R2 | - | - | - | 0.27 | - | 0.32 | 0.17 | - |
| DD2_q1_M1_R2 | 0.13 | 0.14 | 0.21 | 0.24 | 0.12 | 0.17 | 0.13 | 0.28 |
| DD2_q12_M1_R2 | 0.26 | 0.16 | 0.20 | 0.20 | 0.15 | 0.37 | 0.14 | 0.22 |
| DD2_q1_R2 | - | - | - | N.A. | - | 0.12 | 0.14 | - |
| DD2_q12_R2 | - | - | - | N.A | - | 0.24 | 0.17 | - |

TABLE III. Summary of ejecta and disk properties for all simulations. The first three columns include the mass, the average velocity, and the average $Y_{e}$ of the ejecta extracted up to 20 ms after merger. The fourth and fifth columns contain the mass and the average $Y_{e}$ of the disk, respectively. Finally, in the last three columns are the mass, the average velocity, and the average $Y_{e}$ of all the ejecta, i.e., also including the component identified as neutrino wind. For simulations without neutrino transport, we do not show $\left\langle Y_{e}\right\rangle$, and since we do not have neutrino wind ejecta, we only show the total ejecta. Hence, we mark them as non-available data (N.A.).


FIG. 9. Mass of the ejecta passed through the detection sphere at $r \simeq 450 \mathrm{~km}$ as a function of time for the SFHo simulations. The left and right panels show simulations without and with neutrino radiation, respectively. Solid lines represent the mass unbound according to the geodesic criterion, while dashed lines refer to the Bernoulli criterion.
the Bernoulli criterion is also shown. Bernoulli-criterion ejecta corresponds to the geodesic one in the very initial phase of the matter outflow but predicts a significantly higher mass after the dynamical phase. More importantly, Bernoulli ejecta is not close to saturation at the end of the simulation time. These features are comparable with the results of other works, e.g.,[79, 81, 161, 163165]. This continuous matter outflow is attributed to the so-called spiral wave wind, i.e., the outward transport of angular momentum through the disk due to the shocks.

## 2. Electron fraction and velocity

Figure 11 shows the average of $Y_{e}$ and $v_{\infty}\left(\left\langle Y_{e}\right\rangle\right.$ and $\left\langle v_{\infty}\right\rangle$ respectively), of matter flowing through the detection sphere, located at $r \simeq 450 \mathrm{~km}$, as a function of time. These quantities are defined as:

$$
\begin{align*}
\left\langle Y_{e}\right\rangle(t) & =\frac{\int d \Omega F_{D_{u}}(t, \Omega) Y_{e}(t, \Omega)}{\int d \Omega F_{D_{u}}(t, \Omega)}  \tag{78}\\
\left\langle v_{\infty}\right\rangle(t) & =\frac{\int d \Omega F_{D_{u}}(t, \Omega) v_{\infty}(t, \Omega)}{\int d \Omega F_{D_{u}}(t, \Omega)} \tag{79}
\end{align*}
$$

where $r$ is the radius of the extraction sphere and $F_{D_{u}}=$ $D_{u}\left(\alpha v^{r}-\beta^{r}\right)$ is the local radial flux of unbound matter through the detection sphere.
All simulations show an overall monotonically increasing electron fraction since matter ejected later remains longer next to the remnant, having more time for protonizing due to neutrino absorption. In addition, most systems show a more or less pronounced plateau at about $5-15 \mathrm{~ms}$ after the merger with a visible dependence on the mass ratio. This is likely due to tidal tails containing material with an almost uniform and low $\left\langle Y_{e}\right\rangle$ of $\simeq 0.1$. Tidal tails are then reached and partially reprocessed by the faster and more proton-rich shocked ejecta, giving rise to the plateau we observe ${ }^{2} .\left\langle v_{\infty}\right\rangle$ has a sharp veloc-

[^1]

FIG. 10. Right: $x z$-plane snapshot of bound $D_{b}$ and unbound $D_{u}$ matter for the simulation SFHo_q1_M1_R2 represented by two different colormaps. Bound matter is identified using the ballistic criterion. Left: $x z$-plane snapshot of $Y_{e}$ for the same simulation.


FIG. 11. Average $\left\langle Y_{e}\right\rangle$ and $\left\langle v_{\infty}\right\rangle$ of matter passing through the detection sphere at radius $r \simeq 450 \mathrm{~km}$.


FIG. 12. Histogram of the ejecta's asymptotic velocity. Dashed lines refer to the dynamical ejecta only, while the continuous one includes the neutrino wind component. Histograms have been normalized with respect to $M_{\text {ej }}^{\text {tot }}$.

## 3. Angular dependence

In the upper panel of Fig. 13, we show the normalized polar angle distribution of the ejecta defined as

$$
\begin{equation*}
m_{\mathrm{ej}}(\theta)=r^{2} \int_{0}^{T} \int_{0}^{2 \pi} F_{D_{u}}(t, \theta, \phi) d t d \phi \tag{80}
\end{equation*}
$$

with $T$ being the final time of the simulation and $r$ the radius of the detection sphere (in this case $\simeq 450 \mathrm{~km}$ ). According to this definition $M_{\mathrm{ej}}=\int_{0}^{\pi} \sin (\theta) m_{\mathrm{ej}}(\theta) d \theta$. Then $m_{\mathrm{ej}}(\theta)$ is normalized by the total mass of the ejecta $M_{\text {ej }}^{\mathrm{tot}}$. The peak at $\theta \simeq 0.5$ due to the post-merger neutrino wind is immediately visible. At lower latitudes, the neutrino wind mechanism is indeed heavily suppressed by the disk,


FIG. 13. Mass distribution and average $\left\langle Y_{e}\right\rangle$ along the polar angle, with $\theta=0$ being the pole and $\theta=\pi / 2$ being the equator. Mass distribution has been normalized with respect to $M_{\mathrm{ej}}^{\text {tot }}$. Continuous lines refer to the total amount of ejecta flowed during the whole simulation time, the dashed ones account only for the matter being ejected before 20 ms .
which is cold and optically thick and stops the neutrinos emitted by the remnant (see Fig. 14). For asymmetric binaries, there is also a peak at low latitudes visible, caused by the tidal tail ejecta. The effect of such a component on the electron fraction is visible in the lower panels of the same figure. It is responsible for the lower $\left\langle Y_{e}\right\rangle$ of the equatorial region, and, as expected, it is more evident for asymmetric binaries. In the same panel, we can also observe that when neutrino wind is included in the ejecta, the $\left\langle Y_{e}\right\rangle$ of the polar regions increases significantly, reaching up to 0.5 , while regions with polar angles above one radiant are unchanged by the phenomenon. This is due to the intense neutrino irradiation that this matter received, which increased its electron fraction. The fact that dynamical ejecta from equal mass binaries has an overall higher $\left\langle Y_{e}\right\rangle$ can be explained by the higher amount of shocked ejecta that such configurations are known to produce. Shock ejecta is indeed supposed to have a higher entropy and electron fraction with respect to tidal tail ejecta and is more isotropically distributed. The last characteristic can explain why symmetric binaries give a higher $\left\langle Y_{e}\right\rangle$ than their respective asymmetric counterparts at lower latitudes.

In Fig. 15, a histogram of the ejecta's $\left\langle Y_{e}\right\rangle$ is shown. Dynamical ejecta of equal mass binaries produces a fairly uniform distribution of mass with a drop for $\left\langle Y_{e}\right\rangle \lesssim 0.1$. In the unequal mass scenario, the situation changes. Here, we have indeed a clear peak at $\left\langle Y_{e}\right\rangle \simeq 0.1$ produced by tidal tails. In both cases, the inclusion of neutrino wind leads to an increase of ejecta with $0.3 \lesssim\left\langle Y_{e}\right\rangle \lesssim 0.6$.

Another important feature of the ejecta that has been investigated in literature is the correlation between $Y_{e}$ and entropy $\left(s / k_{B}\right)$. In Fig. 16, we show a 2D histogram of the total ejecta in these two variables. Most of the ejecta mass lies within a main sequence with a positive


FIG. 14. 2D snapshot of the fluid's temperature and neutrino photosphere in the post-merger for SFHo_q1_M1. The latter is defined as the place where $\tau=2 / 3$ and is shown by a different colored contoured line for every species: green for $\nu_{e}$, red for $\bar{\nu}_{e}$ and black for $\nu_{x}$.


FIG. 15. Histogram of the ejecta's electron fraction. Again the dashed lines refer to the ejecta before 20 ms only, while the continuous ones include the later time component. Both dashed and solid lines have been normalized to their respective $M_{\mathrm{ej}}^{\mathrm{tot}}$.
monotonic correlation between entropy and $Y_{e}$. This is a consequence of the fact that fluid with a higher entropy is characterized by a more proton-rich thermodynamical equilibrium configuration. The exception to this rule is made by matter with $Y_{e} \lesssim 0.3$ and entropy in a very wide range going up to $s \sim 100 k_{B}$. This matter is present in every simulation and is believed to be a consequence of the interaction between tidal tails and shocked ejecta [166]. When the latter hits the former, it generates indeed a violent shock that increases the fluid's entropy. Since this happens at low density, when the neutrinomatter interaction timescale is bigger than the dynamical one, this does not leave time for the fluid to settle to an equilibrium configuration with higher $Y_{e}$.
Ejecta's average properties of our simulations are summarized in Table III. Here we see, as expected, a strong dependence of $\left\langle Y_{e}\right\rangle$ on the mass ratio, with asymmetric binaries producing a more neutron-rich


FIG. 16. Two-dimensional histogram of the ejecta mass as a function of the entropy per baryon and $Y_{e}$ for all simulations at resolution R2.
and an overall more massive outcome. An imprint of the tidal deformability can also be observed, with the more deformable EoS (DD2) producing less massive but neutron-rich ejecta. For SFHo simulations, the dependence of the ejecta mass and $\left\langle Y_{e}\right\rangle$ on the mass ratio is consistent through all resolutions. We do not observe any significant dependence of the average asymptotic velocity on the mass ratio or tidal deformability.

## C. Neutrino luminosity

We determine the neutrino luminosity as the total flux of neutrino energy $\tilde{E}$ through the same series of spheres used for the analysis of the ejecta, i.e., $L_{\nu}=$ $r^{2} \int d \Omega\left(\alpha \tilde{F}^{r}-\tilde{E} \beta^{r}\right)$. Similarly to the ejecta detection, also here the two spheres, located at 450 km and 600 km , are able to save the flux angular direction together with its values of $J$ and $n$, enabling a more detailed study that includes the geometry of neutrino luminosity and
its average energy.
Looking at the total neutrino luminosity in the left panel of Fig. 17, we find that $\bar{\nu}_{e}$ emission is brighter in the early post-merger with respect to the other species. Its peaking luminosity of $\sim 10^{53} \mathrm{erg} / \mathrm{s}$ is consistent with results obtained by similar simulations [52, 104, 162, 163, 167, 168]. The initial $\bar{\nu}_{e}$ burst is a consequence of the fast protonization that the material undergoes right after the merger, when the beta equilibrium is broken, and the system evolves toward a new meta-stable configuration characterized by a higher entropy and $Y_{e}$. Approximately 10 ms after the merger, the $\bar{\nu}_{e}$ starts decreasing and approaches the luminosity of $\nu_{e}$ a few tens of ms later. This is a signal that the system is approaching the weak equilibrium configuration within the late simulation time. Both $\nu_{e}$ and $\nu_{x}$ show similar behavior, with a peak at $\sim 10 \mathrm{~ms}$ and roughly half of the intensity of $\bar{\nu}_{e}$. In the early post-merger, we have, as reported in the literature, $L_{\bar{\nu}_{e}}>L_{\nu_{x}}>L_{\nu_{e}}$. The brightness oscillations that appear in this phase for every neutrino species are due to the remnant oscillations, which cause shocks propagat-
ing outward and perturbing the surface of the neutrino sphere. The last inequality is inverted after the luminosity peak. $L_{\nu_{x}}$ drops faster because of the remnant's cooling. $\nu_{x}$ interactions indeed include only thermal processes that are independent of $Y_{e}$. This makes the heavy neutrino emission more sensitive to temperature with respect to other species. The right panel of Fig. 17 shows the average energy of neutrinos flowing through the detection sphere at $r=450 \mathrm{~km}$ as a function of time. As reported in the literature $\nu_{x}$ have significantly higher energy with respect to the other two species in the early post-merger. This is an expected feature since heavy neutrinos are less interacting with matter and decouple at higher densities, where matter is usually also hotter. All the features described above have been already explored in more detail in, e.g., [167].

Finally, in Fig. 18, we show the total luminosity for all four configurations at resolution R2. The first observation is that SFHo systems emit significantly more neutrinos than their DD2 counterparts due to the temperature difference visible in Fig. 19, with a difference of almost $50 \%$ at the brightness peak. Such an important difference could explain, or at least contribute to, the significant difference in the neutrino wind emission between the two EoSs.

## D. Remnant properties

We begin the analysis of the remnant by looking at Fig. 19, showing the evolution of density and temperature maxima. In the left panel, we can observe that maximum density is not significantly affected by neutrino radiation, with differences rarely exceeding $5 \%$ during the post-merger oscilation ond settling to smaller values after $\simeq 15 \mathrm{~ms}$. Considering the temperature evolution, we find that the maximum temperature for the simulations using SFHo is indeed lower for systems using M1 compared to simulations without evolving the neutrinos. Contrary, the setups employing the DD2 EOS show an almost unchanged maximum temperature. The difference between M1 and neutrinoless simulations is more pronounced for SFHo EoS because of the higher amount of neutrino energy involved. We explain this result as an indirect effect of neutrino cooling affecting the remnant in the early post-merger.

Since all the binary simulations performed in this work produce a stable massive neutron star (MNS) surrounded by a disk, we decide to adopt the usual convention of defining the disk of a MNS+disk system as the region where matter is gravitationally bound and $\rho<10^{13} \mathrm{~g} / \mathrm{cm}^{3}$, by contrary the MNS is defined by $\rho>10^{13} \mathrm{~g} / \mathrm{cm}^{3} ;[55,56,169,170]$. This allows us to provide an estimate of the mass of the disk and the MNS.

In Fig. 20, we show the masses of the disk and the MNS as a function of post-merger time. After an initial time where the disk is growing fast, acquiring mass from the remnant, the disk mass stabilizes at $\simeq 20 \mathrm{~ms}$ after
the merger. Such disk accretion phenomena are usually sustained by angular momentum viscous transport and shocks generated by the $m=1$ bar mode oscillations of the central object $[81,171]$ and contrasted by the gravitational pull of the central object. The effect of neutrino transport on the disk's mass for SFHo simulations is negligible (see Table III), and the results look robust also at lower resolutions. This is an expected result since the disk formation takes place at times when neutrino cooling is not the dominant source of energy loss.

## E. Nucleosynthesis

The nucleosynthesis calculations are performed in postprocessing following the same approach as in [53, 55] employing the results from the nuclear reaction network Skynet of [30]. In Fig. 21, we show the abundances as a function of the mass number $A$ of the different isotopes synthesized by the $r$-process 32 years after the merger in ejecta. To compare the results for different simulations, we shift the abundances from all models such that they are always the same as the solar one for $A=195$. The solar residual $r$-process abundances are taken from [172] (for a review of the solar system abundances; see [173]). The normalization to $A_{\text {sol }}=195$ is chosen as nucleosynthesis in neutron-rich ejecta from BNS mergers was shown to robustly reproduce the third $r$-process peak [174]. We also consider normalization to $A_{\text {sol }}=135$ and $A_{\text {sol }}=152$ commonly considered in literature [175]. The former leads to only a minor qualitative change while the latter leads to the overall overestimation of the abundances at both, second and third $r$-process peaks.

As the mass-averaged electron fraction of the dynamical ejecta from most models (except SFHo $q=1$ model) is small (see Fig. 15), the $r$-process nucleosynthesis results in the underproduction of lighter, 1st and 2nd peak elements. Additionally, the elements around the rare-earth peak are underproduced. This can be also attributed to the systematic uncertainties in the simplified method we employ to compute nucleosynthesis yields. The simulation with SFHo EOS and mass-ratio $q=1$ displays a more flat electron fraction distribution in its ejecta, and relative abundances at 2 nd peak are consistent with solar.

The Bernoulli ejecta displays on average higher electron fraction, as it undergoes strong neutrino irradiation, being ejected on a longer timescale. Higher $Y_{e}$ leads to a larger amount of lighter elements produced. However, the overall underproduction of 1st $r$-process elements for all simulations but the SFHo $q=1$ model remains.

## F. Gravitational waves

While neutrinos are supposed not to play any role during the inspiral, they could, in principle, be relevant in the post-merger dynamics, e.g., through the additional


FIG. 17. Neutrino luminosity and average energy as a function of time for the three different species from the simulation SFHo_q1_M1_R1. The data refer to the extraction sphere located at $r \simeq 450 \mathrm{~km}$.


FIG. 18. Total neutrino luminosity for all simulations at resolution R2.
cooling channel of the formed remnant, which might change the compactness of the remnant and, therefore, the post-merger GW frequency and the time until blackhole formation. We investigate this possibility in the following subsection by comparing the GW signal produced by each simulation and its 'neutrinoless' counterpart. We compute the GW strain $h$ on a series of concentric spheres using the $\Psi_{4}$ Newman-Penrose scalar [176], following the method of [177].

In Fig. 22, we show the GW strain $h$ and its frequency for the dominant $(2,2)$ mode of each simulation. Overall, one can observe only minimal changes in the GW amplitude and frequency caused by neutrino cooling ${ }^{3}$. Given the large challenge in measuring the post-merger

[^2]GW signal from future detections [178-183] and the presumably large uncertainties regarded the extracted postmerger frequencies, we expect that the differences visible here are not measurable, potentially not even with the next generation of detectors. However, a more systematic study involving Bayesian parameter estimation is needed to verify this hypothesis.

## G. Lightcurves

To compute the kilonova signal associated with the extracted ejecta profiles from the performed simulations, we use the 3D Monte Carlo radiative transfer code POSSIS [184, 185]. The code allows us to use the 3D simulation output of the unbound rest-mass density $D_{u}$ and the electron fraction $Y_{e}$ of the ejecta as input. The required input data represents a snapshot at a reference time $t_{0}$ and is subsequently evolved following a homologous expansion, i.e., the velocity $v^{i}$ of each fluid cell remains constant. In Appendix. C, we outline the exact procedure employed to obtain POSSIS input data.
For the generation of photon packets (assigned energy, frequency, and direction) at each time step, POSSIS employs the heating rate libraries from [186] and computes the thermalization efficiencies as in [187, 188]. The photon packets are then propagated through the ejecta, taking into account interactions with matter via electron scattering and bound-bound absorption. POSSIS uses wavelength- and time-dependent opacities from [189] as a function of local densities, temperatures, and electron fraction within the ejecta. We perform the radiative transfer simulations with a total of $N_{\mathrm{ph}}=10^{6}$ photon packets.

In contrast to previous works in which we used POSSIS [190, 191], we are now able to use the electron fraction of the material directly and do not have to approximate it through the computation of the fluid's en-


FIG. 19. Maximum rest mass density and temperature. Solid lines refer to simulations with neutrino transport and dashed lines to simulations where neutrinos interactions have been neglected. In the left plot the relative difference between simulations with neutrino transport and without neutrinos is shown.


FIG. 20. Mass of the disk and of MNS as a function of time. The last one is computed as the integral of bound $D$ in the regions where $\rho>10^{13} \mathrm{~g} / \mathrm{cm}^{3}$.
tropy. This is an important improvement since this quantity is fundamental in determining the kilonova luminosity and spectrum. Matter with low $Y_{e}$ (like tidal tails) can indeed synthesize Lanthanides and Actinides, which have high absorption opacities in the blue (ultravioletoptical) spectrum, making the EM signal redder. On the contrary, high $Y_{e}$ material (like shocked ejecta and winds) synthesizes lighter elements that have a smaller opacity and are more transparent to high-frequency radiation, i.e., it will produce a bluer kilonova.

In Fig. 23, we show the bolometric luminosity for each simulation for five different observation angles: For the pole with $\Theta=0^{\circ}$, and in the orbital plane with $\Theta=90^{\circ}$ for $\Phi=0^{\circ}, \Phi=90^{\circ}, \Phi=180^{\circ}$, and $\Phi=270^{\circ}$. In general, we find that the luminosity at the pole is higher than in the equatorial plane, because of the smaller opacities and the higher amount of mass. At the same time,


FIG. 21. Nucleosynthesis yields for all simulations. The nucleosynthesis is computed dynamical ejecta only ( $t=20 \mathrm{~ms}$ ). (In the top panel the normalization to $A_{\text {sol }}=195$ is used, while in the bottom the normalization to $A_{\text {sol }}=135$ is done. Solid lines indicate the dynamical ejecta, while dashed lines correspond to the dynamical ejecta extracted with the Bernoulli criterion.
light curves obtained for the four angles in the orbital plane are rather similar in the $q=1$ simulations. For the systems with unequal mass, the differences are more prominent, but they tend to decrease in time within a timescale of a few days. This can be explained by the fact that the ejecta input in POSSIS for these systems is less axisymmetric than for the systems with equal masses (see ejecta maps in Appendix C).

Furthermore, we show in Fig. 24 the light curves for the four systems in different frequency bands, ranging from ultraviolet to optical and infrared. We focus on one $\Phi$-angle only, i.e., $\Phi=0^{\circ}$. Still, we want to note here that the results for other $\Phi$ angles for the systems with unequal masses differ up to about $\sim 1 \mathrm{mag}$ in the first two days after the merger.
We observe that the magnitude difference between po-


FIG. 22. Amplitude and frequency of the GW's $(2,2)$ mode as a function of the retarded time $u$. The waveforms are extracted at $r \simeq 1200 \mathrm{~km}$.
lar angles is more pronounced in the ultraviolet and optical bands than in the infrared bands, particularly, in the J- and K-bands. The light curves for the systems with SFHo EoS are on average brighter due to the larger ejecta mass than systems employing the DD2 EoS (at the same mass ratio). Even more importantly, we observe that the ratio between the blue and the red component of the kilonova is strongly affected by both the EoS and mass ratio, with more deformable EoS (DD2) and asymmetric configurations giving a redder kilonovae due to the bigger amount of tidal tails with respect to shocked ejecta.

Moreover, we find that in the orbital plane $\left(\Theta=90^{\circ}\right)$ the infrared bands are generally more dominant. This is due to the neutron-rich matter of tidal tails located at low latitude, which absorbs most of the radiation at high frequencies. In contrast, for an observer at the pole ( $\Theta=0^{\circ}$ ), the ultraviolet and optical bands are brighter in the first two days. However, these diminish rapidly,


FIG. 23. Bolometric luminosity for all four BNS systems. We show the luminosity for the pole with $\Theta=0^{\circ}$ (thick solid line), and in the orbital plan with $\Theta=90^{\circ}$ for different azimuths: $\Phi=0^{\circ}$ (thin dashed line), $\Phi=90^{\circ}$ (thin dotted line), $\Phi=180^{\circ}$ (thin dash-dotted line), and $\Phi=270^{\circ}$ (thin solid line). The deposition curve, based on the amount of energy available, is shown as black dashed line for each system.
and at later times the red and infrared bands dominate the kilonova signal here as well. Accordingly, a blue kilonova will be observed in the first days, shifting to the red spectra in the following days. These observations indicate again the need for quick follow-up observations of GW signals with upcoming UV-satellites, e.g., [192].

## VI. CONCLUSIONS

In this article, we implemented a gray M1 multipolar radiation transport scheme following [100, 101, 103, 104, 131] in the BAM code. The main features of the implementation are summarized in Tab. IV.

We performed a series of standard tests: transport along lightlike geodesics in vacuum, absorption by static and moving fluid, advection by a moving fluid in the


FIG. 24. Light curves at the azimuth $\Phi=0^{\circ}$. We show each light curve for the polar angle $\Theta=0^{\circ}$ (solid line), i.e., the pole, and $\Theta=90^{\circ}$ (dashed line), i.e., in the orbital plane.

|  | Method | Reference |
| :--- | :--- | :--- |
| Fluxes | Composed, Eq. (62) | $[104]$ |
| Collisional sources | Linearized | $[103]$ |
| Opacities | Modified Nulib tables | $[107]$ |
| Time step | Implicit-Explicit, Eqs. $(68,69)$ | $[104]$ |

TABLE IV. Summary of the M1 implementation and the employed methods.
scattering-dominated regime, and emission by a thick uniform sphere. The main difficulty was to properly account for the collisional sources implicitly and to suppress artificial dissipation in the trapped regime in order to capture the correct diffusion rate. We show that our implementation is able to correctly handle all these regimes employing linearized implicit sources of [103] and the flux reconstruction of [104].

In addition, we also performed simulations of a single, isolated, hot neutron star. In this case, both the spacetime and the fluid are dynamically evolved. Opacities are motivated by nuclear physics theory and computed using the nulib library. In this last test, we show that neutrinos correctly thermalize inside the star, where they form gas in thermal equilibrium with the nuclear mat-
ter and decouple at the star's surface at different temperatures according to their species (with the hierarchy $\left.T_{\text {eff }}^{\nu_{e}}<T_{\text {eff }}^{\bar{\nu}_{e}}<T_{\text {eff }}^{\nu_{x}}\right)$. Moreover, we showed neutrinos correctly start developing a non-zero average momentum at the neutrinosphere $\tau=2 / 3$. In the last part of the article, we simulated four different low-mass BNS configurations using two different EoS and two mass ratios.
Ejecta from our simulations had the following properties: masses of the order of $\sim 10^{-3} M_{\odot}$ with $\left\langle V_{\infty}\right\rangle=$ $0.1 c-0.2 c$ and $\left\langle Y_{e}\right\rangle=0.2-0.4$, the latter with a strong dependence on the mass ratio. In general, more asymmetric systems and systems with a stiffer EoS (DD2) produce lower $\left\langle Y_{e}\right\rangle$ due to the larger mass of tidal tail ejecta, with the lowest $\left\langle Y_{e}\right\rangle$ given by the asymmetric DD2 configuration. We also illustrated that, on average, more asymmetric binaries produce more ejecta with respect to their symmetric counterparts for both EoSs. Softer EoS (SFHo) eject more than stiffer ones due to the more violent impact of the merger.

Overall, the mechanisms we identified in our simulations are consistent with those reported in the literature for the dynamical ejecta. Moreover, similar to [162], we found a neutrino wind ejecta component in the polar region during the whole duration of the simulation, albeit with decreasing matter flux. Such a component is significantly more important for softer EOSs, in our case SFHo, due to the higher outflow of neutrino energy. It can contribute up to $50 \%$ of the total ejecta mass and significantly increase $\left\langle Y_{e}\right\rangle$. This component could get even more dominant if the simulation is run for longer.

All our simulations produce a MNS remnant surrounded by a massive, neutrino-thick disk with baryonic mass $M_{\text {disk }} \sim 10^{-1} M_{\odot}$. The mass of the disk increases with the mass ratio for SFHo EoS while having the opposite behavior for the stiffer DD2. The results summarized so far are valid for all resolutions.

Finally, we used our new ejecta analysis tools to employ our NR-extracted ejecta properties as inputs for the codes Skynet and POSSIS, which we used to compute nucleosynthesis yields and kilonova lightcurves, respectively. The use of $Y_{e}$ obtained directly from the NR simulations produces much more realistic results with respect to the previous assumption based on fluid's entropy that was used in POSSIS.
We plan to use the implementation described in this article as the standard for our future BNS simulations oriented to the study of ejecta properties and post-merger dynamics and of the associated kilonova light curves and nucleosynthesis yields.
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## Appendix A: Linearized implicit timestep solution

The projections of tensors $A^{\alpha}$ and $B_{i}^{\alpha}$ of Eq. (72) perpendicular to the spacelike hypersurface $\Sigma_{t}$ can be written as:

$$
\begin{equation*}
n^{\alpha} A_{\alpha}=k_{a} A_{(J)}-\left(k_{a}+k_{s}\right) A_{(H)}, \tag{A1}
\end{equation*}
$$

with
$A_{(J)}=W\left[W^{2}+a W^{2}(v \cdot f)^{2}+b \frac{W^{2}-1}{2 W^{2}+1}\left(3-2 W^{2}\right)\right]$,
$A_{(H)}=W\left[-1+W^{2}+a W^{2}(v \cdot f)^{2}+b \frac{W^{2}-1}{2 W^{2}+1}\left(3-2 W^{2}\right)\right]$,
and

$$
\begin{equation*}
n^{\alpha} B_{\alpha}^{i}=k_{a} B_{(J)}^{i}-\left(k_{a}+k_{s}\right) B_{(H)}^{i}, \tag{A3}
\end{equation*}
$$

where we define

$$
\begin{align*}
B_{(J)}^{i} & =W\left[-2 W+b \frac{W^{2}-1}{2 W^{2}+1} 4 W^{2}\right] v^{i} \\
B_{(H)}^{i} & =W\left[1-2 W^{2}+b \frac{W^{2}-1}{2 W^{2}+1} 4 W^{2}\right] v^{i} \tag{A4}
\end{align*}
$$

While for the parallel component, we have

$$
\begin{equation*}
\gamma_{i}^{\alpha} A_{\alpha}=k_{a} A_{i,(J)}-\left(k_{a}+k_{s}\right) A_{i,(H)} \tag{A5}
\end{equation*}
$$

with

$$
\begin{align*}
A_{i,(J)}= & -W\left[W^{2}+a W^{2}(v \cdot f)^{2}+b \frac{W^{2}-1}{2 W^{2}+1}\left(3-2 W^{2}\right)\right] v_{i} \\
A_{i,(H)}= & -\left[W^{3}+a W^{3}(v \cdot f)^{2}+b W \frac{W^{2}}{2 W^{2}+1}\left(3-2 W^{2}\right)\right] v_{i} \\
& -a W(v \cdot f) f_{i} \tag{A6}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{i}^{\alpha} B_{\alpha}^{j}=k_{a} B_{i,(J)}^{j}-\left(k_{a}+k_{s}\right) B_{i,(H)}^{j} \tag{A7}
\end{equation*}
$$

with

$$
\begin{align*}
B_{i,(J)}^{j}= & W\left[2 W^{2}-b \frac{W^{2}-1}{2 W^{2}+1} 4 W^{2}\right] v_{i} v^{j} \\
B_{i,(H)}^{j}= & {\left[2 W^{3}-b W \frac{W^{2}-1}{2 W^{2}+1} 4 W^{2}-\right.}  \tag{A8}\\
& \left.-b \frac{W}{2 W^{2}+1}\left(2 W^{2}-1\right)\right] v_{i} v^{j} \\
& +\left(1-b v^{2}\right) W \delta_{i}^{j}
\end{align*}
$$

where $a=(3 \chi-1) / 2$ and $b=1-a$ are the thin and thick closure coefficients respectively and $f^{i}=F^{i} /|F|$.

Using these projections we can write $\tilde{E}$ and $\tilde{F}_{i}$ at time $n+1$ as:

$$
\begin{align*}
\tilde{F}_{i}^{n+1} & =\left(M^{-1}\right)_{i}^{j} S_{j}, \\
\tilde{E}^{n+1} & =\frac{1}{1+\alpha \Delta t n^{\alpha} A_{\alpha}}\left[\tilde{E}^{n}+\Delta t\left(-\partial_{i} \mathcal{F}_{E}^{i}+G_{E}\right)\right.  \tag{A9}\\
& \left.+\alpha \Delta t\left(\eta \sqrt{\gamma} W-n^{\alpha} B_{\alpha}^{i} \tilde{F}_{i}^{n+1}\right)\right],
\end{align*}
$$

with

$$
\begin{equation*}
M_{i}^{j}=\delta_{i}^{j}-\alpha \Delta t \gamma_{i}^{\alpha} B_{\alpha}^{j}+\frac{\alpha^{2} \Delta t^{2}}{1+\alpha \Delta t n^{\alpha} A_{\alpha}} A_{\alpha} \gamma_{i}^{\alpha} n^{\beta} B_{\beta}^{j} \tag{A10}
\end{equation*}
$$

and
$S_{i}=\tilde{F}_{i}^{n}+\Delta t\left(-\partial_{j} \mathcal{F}_{F_{i}}^{j}+G_{F_{i}}\right)+\Delta t\left[\alpha \sqrt{\gamma} \eta W v_{i}\right.$

$$
\begin{equation*}
\left.+\frac{\alpha A_{\alpha} \gamma_{i}^{\alpha}}{1+\alpha \Delta t n^{\alpha} A_{\alpha}}\left(\tilde{E}^{n}+\Delta t\left(-\partial_{i} \mathcal{F}_{E}^{i}+G_{E}\right)+\alpha \Delta t \sqrt{\gamma} W \eta\right)\right], \tag{A11}
\end{equation*}
$$

where $G_{E}$ and $G_{F_{i}}$ represent the gravitational sources of Eq. (28) and Eq. (29), respectively, computed using $\tilde{E}^{n}$ and $\tilde{F}_{i}^{n}$. Since $M_{i}^{j}$ and $S_{i}$ only depend on variables at time $n, \tilde{F}_{i}^{n+1}$ must be first computed and then plugged into the expression of $\tilde{E}^{n+1}$ to complete the solution.


FIG. 25. Hamiltonian constraint violation for R2 simulations as function of post-merger time. Shaded lines represent the correspondent neutrinoless counterparts.

## Appendix B: Hamiltonian constraint violation

In Fig. 25, we show the $\mathrm{L}_{2}$ norm of the Hamiltonian constraint as a function of the time. The latter follows the same qualitative evolution as in Ref. [123]. When initial data are interpolated from SGRID, the Hamiltonian constraint is of the order of $10^{-8}$. The evolution with the Z4c formulation reduces this value order $10^{-10}$ due to its constraint-damped properties. At merger time, the value increases, due to the formation of shocks in the hydrodynamics variables, reaching a peak shortly after. After the peak, the value decreases and stabilizes between $10^{-9}$ and $10^{-10}$. Simulations including neutrino transport systematically show a bigger violation of the Hamiltonian constraint after the merger. One of the reasons might be that, as common in the literature, the neutrino's stressenergy tensor is not included in the matter term of the spacetime evolution equations. This leads to a mathematical violation of General Relativity constraints proportional to neutrino's stress-energy tensor. However, we can observe that the value of the Hamiltonian constraint is always lower than its initial value.

## Appendix C: Ejecta Data for POSSIS

Given the limited length of our simulations and the issue of covering both early-time and postmerger ejecta with individual snapshots, we employ 3 D snapshots together with information from the detection sphere at $r \simeq 450 \mathrm{~km}$. The detailed procedure is as follows:

- We find the latest 3D snapshot in which all the ejecta is contained within the simulation domain. We mark the time of this snapshot as $t_{\text {cut }}$. From it, we cut out the matter still contained within the detection sphere. This component includes most of


FIG. 26. Maps of the matter density $\rho$, electron fraction $Y_{e}$, and temperature $T$ in the $v_{y}-v_{z}$ plane as used in POSSIS. We show the configurations for all four systems, i.e., SFHo_q1_M1, SFHo_q12_M1, DD2_q1_M1, and DD2_q12_M1, scaled for 1 day after the merger by homologous expansion.
the ejecta mass, including the tidal tails and the shocked component.

- We rescale the ejecta from the previous step assuming homologous expansion the same way POSSIS does, i.e., assuming every fluid element moves with a constant velocity $v^{i}=x^{i} /\left(t-t_{\text {merger }}\right)$. This is equivalent to defining a scale factor $\alpha(t)=\left(t-t_{\text {merger }}\right) /\left(t_{\text {cut }}-t_{\text {merger }}\right)$ and rescaling coordinates and mass density as $x^{i} \rightarrow \alpha(T) x^{i}$, $\rho \rightarrow \rho / \alpha^{3}(T)$, where $T$ is the final time of the simulation. After this step, the radius of the inner cut (initially corresponding to the detection sphere) moved outwards, leaving a gap


FIG. 27. Maps of the matter density $\rho$ and electron fraction $Y_{e}$ in the $v_{x}-v_{y}$ plane as used in POSSIS. We show the configurations for all four systems, i.e., SFHo_q1_M1, SFHo_q12_M1, DD2_q1_M1, and DD2_q12_M1, scaled for 1 day after the merger by homologous expansion.
between the ejecta and the detection sphere that we are going to fill using data from the sphere itself.

- From the sphere we select data with $t \in\left[t_{\text {cut }}, T\right]$. Assuming homologous expansion like for the 3D data, we can map the time into a radius by $R(t)=$ $r\left(T-t_{\text {merger }}\right) /\left(t-t_{\text {merger }}\right)=r \alpha(T) / \alpha(t)$ where $r$ is the fixed coordinate radius of the detection sphere. At the same time, we rescale the mass density by $\rho(t, \theta, \phi) \rightarrow \rho(t, \theta, \phi)(\alpha(t) / \alpha(T))^{3}$. After this procedure, we will have the $\rho(R, \theta, \phi)$, and we interpolate it into the Cartesian grid, where the ejecta from 3D data is defined. This way, we fill the gap between the ejecta and the detection sphere left by the previous rescaling step.

It is important to point out that the ejecta at the detection sphere is not fully homologous, and assuming a constant velocity with $v^{i}=x^{i} /\left(t-t_{\text {merger }}\right)$ might introduce biases. This is due to the different velocities of components ejected at different times, with shock ejecta that is faster than tidal tails, although it is ejected later. Although deviations from homologous expansion
are shown to be present even at $\mathcal{O}(100 \mathrm{~ms})$ after the merger [193, 194], it has been shown that their influence for the light curve computation using POSSIS is negligible, i.e., within the range of Monte Carlo noise, if the ejecta is extracted at $t>80 \mathrm{~ms}$ after the merger [190]. (In [190], only the dynamical ejecta was included, and GRHD simulations were performed without the evolution of the electron fraction. The inclusion of other ejecta components or neutrino radiation probably leads to a delay in reaching the homologous phase.)

Because of this reason, we let the ejecta evolve as long as possible out of the detection sphere before assuming homologous expansion and starting the procedure described above. In order to alleviate the issue, an even longer evolution would be required to produce accurate lightcurves.

The resulting input data for the radiative transfer simulations are shown in Fig. 26 and Fig. 27. In Fig. 26, we present maps in the $v_{y}-v_{z}$ plane of the matter density $\rho$, electron fraction $Y_{e}$, and temperature $T$ used in POSSIS and computed at 1 day after the merger for all four BNS systems using the M1 scheme. In addition, we show in Fig. 27 the distribution of density and electron fraction in the $v_{x}-v_{y}$ plane to show how the configurations deviate from axisymmetry.


[^0]:    ${ }^{1}$ Note that $\nu$ appearing in the integrals of Eqs. (14) and (15) is always the frequency in the fluid's frame.

[^1]:    2 Note that this plateau is absent for SFHo_q1_M1 due to the smaller amount of tidal ejecta for this equal mass, soft-EoS configuration.

[^2]:    ${ }^{3}$ We note that the spike at 6 ms for DD2_q12 is due to numerical inaccuracies when computing the instantaneous GW frequency for a GW signal with almost vanishing amplitude.

