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We investigate intrinsically disordered regions (IDRs) of phase separating proteins
regarding their impact on liquid-liquid phase separation (LLPS) of the full protein.
Our theoretical approach uses a mean-field theory that accounts for sequence-
dependent electrostatic interactions via a Random Phase Approximation (RPA)
and in addition allows for variable salt concentration for the condensed and dilute
protein phases. The numerical solution of the complete phase diagrams together
with the tie lines that we derive for this model system leaves two parameters to be
determined by fitting experimental data on concentrations of all species involved
in the system. For our comparisons, we focus on two proteins, PGL-3 and FUS,
known to undergo LLPS. For PGL-3 we predict that its long IDR near the C-terminus
promotes LLPS, which we validate through direct comparison with in vitro
experimental results under the same physiological conditions. For the structurally
more complex protein FUS the role of the low complexity (LC) domain in LLPS has
been intensively studied. Apart from the LC domain we here investigate theoretically
two IDRs, one near theN-terminus and another near theC-terminus.Our theoretical
analysis of these domains predict that the IDR at the N-terminus (aa 1-285) is the
main driver of LLPS of FUS by comparison to in vitro experiments of the full length
protein under the same physiological temperature and salt conditions.
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1 Introduction

Protein condensation driven by liquid-liquid phase separation (LLPS) is a powerful
concept to understand themesoscale organization of cells. It provides a simple mechanism to
form non-membrane bound organelles that separate from the nucleo- and cytosol. Examples
of such biomolecular condensates include nucleoli, P-granules, stress granules and
centrosomes as reviewed in [1, 2, 3]. These condensates correspond to a protein-rich
phase coexisting with a protein-poor bulk phase.

One of the drivers of cellular LLPS are intrinsically disordered regions (IDRs), these can
be either part of a protein or constitute the entire protein (intrinsically disordered proteins,
IDPs). IDRs are highly dynamic regions within protein sequences that lack stable secondary
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or tertiary structure. Yet, they facilitate weak multivalent
interactions. On the sequence level, driving forces include
electrostatic interactions between charged motifs that promote
long- and short-range interactions. Short-range interactions are
characterized by directional interactions of dipoles or positive
charges with aromatic groups [4]. Thus, the phase behaviour of a
given protein is sequence encoded. Condensation, however, does not
only depend on protein structure but also on the environmental
conditions. These include temperature, ionic strength of the
constituents or their concentration. For example, condensates can
dissolve upon raising temperature or salt concentration and can
reform when conditions are reverted.

Despite increasing experimental evidence, which lends insight
into the physical chemistry that is driving LLPS, it remains a
challenge to directly predict the phase behaviour of a protein
based on its primary sequence and solvent environment. This
limits our ability to predict how changes in the amino acid
sequence of a protein influence its phase behaviour. Therefore,
theoretical predictions for phase diagrams are needed to guide
experimental research and provide insights into the molecular
basis of physiological and pathological processes related to
diseases and ageing.

While molecular dynamics simulations provide detailed biophysical
information on a single protein level [5], they quickly become
computationally expensive when applied to large ensembles of
phase-separating proteins in a solvent. A coarse-grained lattice-based
approach is the classical Flory-Huggins theory [6,7] and its extension to
the Voorn-Overbeek theory [8], which incorporates electrostatic
interactions via the Debye-Hückel theory. In the derivation of these
theories, variations in charge patterns that are responsible for phase-
separation are averaged out. They thus cannot capture structure- or even
sequence-specific phase behaviour, which is a signature of IDPs. On an
intermediate coarse-grained scale, Field Theoretic Simulations (FTS),
rooted in statistical mechanics, are able to incorporate structural
information of proteins and has recently been used to predict LLPS
of tau, see, e.g., [9]. However, since FTS relies on the full partition
function of the free energy it is still numerically very demanding.
Asymptotic approximations of the full partition function, such as the
Random Phase Approximation (RPA), reliably account for the
structural features of proteins. Indeed, Lin et al. [10,11] have
pioneered the application of RPA to LLPS of phase separating
proteins to predict the sequence-specific phase behaviour of the
RNA helicase Ddx4, see also the recent review by Dinic et al. [12].

Here we predict the phase behaviour of proteins by using a
thermodynamically consistent theoretical mean-field model that
includes salt concentration as a variable. Using a Random Phase
Approximation, we introduce the sequence-dependent electrostatic
interactions arising only from one IDR at a time to build the free
energy. In our analysis, we assume that this free energy encodes the
phase behaviour of the complete protein, and thus derive
temperature-protein concentration and salt-protein concentration
phase diagrams. Under the same physiological conditions we
directly compare to in vitro experiments. We study in depth two
well-known proteins on which this approach is successful. These are
PGL-3 (C. elegans) and fused in sarcoma (FUS). These two proteins
are known to undergo LLPS in vitro and in vivo [13,14]. Bymatching
to the exact conditions of in vitro experiments, we determine the
IDRs that drive LLPS of these proteins.

We first investigate PGL-3, since its phase behaviour is well
understood [15, 13] and validate our predictions with experimental
data of the dilute and condensed phase concentration from in vitro
studies under physiological salt conditions. Our results confirm that
the IDR at the C-terminus drives LLPS of PGL-3. We then focus our
analysis on FUS, where the driving forces and sequence domains
responsible for LLPS are still under debate [16, 14]. We identify and
analyse three regions as possible candidates to impact the phase
behaviour of FUS, the LC region, an IDR at the N-terminus and an
IDR at the C-terminus.

Our analysis reveals that the domain at the N-terminus, from
amino acids 1 to 285, to be responsible for LLPS when comparing to
in vitro experimental data of FUS.

2 Materials and methods

2.1 PGL-3 and PGL3-GFP protein
purification

PGL-3 was purified from insect cells according to [15]. SF9-ESF
cells were infected with baculovirus containing the PGL-3-GFP-6HIS
protein under the polyhedrin promoter. Cells were harvested after
3 days of infection by centrifugation at 500 g for 10 min and then
resuspended in lysis buffer (25 mMHEPES 7.25, 300 mMKCl, 10 mM
imidazole, 1 mM DTT, 1 protease inhibitor). Cells were lysed by
passing the cells 2 times through the LM20 microfluidizer at
15,000 psi. The lysate was then centrifuged at 20,000 rpm for
45 min at 15°C. The lysate was loaded in a pre-equilibrated Ni-
NTA column with lysis buffer at 3 mL/min. The Ni-NTA column
was rinsed with 10 C.V of wash buffer (25 mM HEPES 7.25, 300 mM
KCl, 20 mM imidazole, 1 mM DTT, 1) and the protein was eluted in
1.5 mL fractions with elution buffer (25 mM HEPES 7.25, 300 mM
KCl, 250 mM imidazole, 1 mM DTT). After elution the GFP tagged
was cleaved to produce untagged PGL-3. The cleavage was performed
using a TEV protease overnight at 4°C. PGL-3 and PGL-3-GFP
proteins were diluted with Dilution buffer (25 mM Tris pH 8.0,
1 mM DTT) to reach 50 mM KCl before loading the protein in an
anion exchange HiTrapQ HP 5 mL column. The HiTrap column was
previously equilibrated first with HiTrapQ elution buffer (25 mM Tris
pH 8.0, 50 mM KCl, 1 mM DTT) and then with HiTrapQ binding
buffer (25 mM Tris pH 8.0, 1 M KCl, 1 mM DTT). The column was
mounted in a Äkta Pure FPLC system. After the sample was loaded the
column was washed with HiTrapQ binding buffer. The sample was
finally eluted with a linear gradient from 0% to 55% of HiTrapQ
elution buffer (25 mM Tris pH 8.0, 1 M KCl 1 mM DTT) for 25 C.V.
Finally a 100% HiTrap elution buffer step was performed for 5 C.V.
The pooled fractions were then loaded in a HiLoad 16/60 Superdex
200 size exclusion chromatography column that was previously
equilibrated with superdex buffer (25 mM HEPES 7.25, 300 mM
KCl, 1 mMDTT). After size exclusion, the final sampleswere collected.

2.2 FUS protein purification

Unlabeled FUS purified from a baculovirus construct containing
N-HIS-MBP-FUS-TEV-SNAP. SF9-ESF cells were harvested after
3 days of infection by centrifugation at 500 g for 10 min. The cell
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pellet was resuspended using 50 mL of lysis buffer (50 mMTris pH 7.4,
500 mMKCl, 5% glycerol, 10 mM imidazole, 1 mMPMSF, 1X protease
inhibitor) for every 50 mL of cultured cells. The cells were lysed by
passing them 2 times through the LM20 microfluidizer at 15,000 psi.
The lysate was then centrifuged at 20,000 rpm for 45 min at 15°C. The
supernatant was collected and loaded into a Ni-NTA column that was
previously equilibrated with lysis buffer. After loading the sample the
columnwas washed for 10 C.V. with Ni-NTAwash buffer (50 mMTris
pH 7.4, 500 mM KCl, 5% glycerol, 20 mM imidazole). The protein was
then eluted with Ni-NTA elution buffer (50 mM Tris pH 7.4, 500 mM
KCl, 5% glycerol, 300 mM imidazole). The collected fractions where
then loaded into a MBPTrap HP column preequilibrated with Ni-NTA
elution buffer. The MBP column was washed for 10 C.V with MBP
wash buffer (50 mM Tris pH 7.4, 500 mM KCl, 5% glycerol). After
washing, the sample was eluted with MBP elution buffer (50 mM Tris
pH 7.4, 500 mM KCl, 5% glycerol, 500 mM arginine, 20 mMmaltose).
The protein was diluted to a concentration of less than 15 μM using
MBP elution buffer. 3C and TEV proteases were then added to cleave
the MBP and SNAP tags from the FUS construct. The cleavage
reactions were incubated overnight at 18°C. Finally the protein was
loaded in a SepFast GF-HS-L 26 mm× 600 mm gel filtration to remove
the cleaved MBP and SNAP tags and exchange the buffer. The SepFast
column was previously equilibrated in storage buffer (50 mM HEPES
pH 7.25, 750 mM KCl, 5% glycerol, 1 mM DTT). The sample was
concentrated to a final concentration of 15 μL using 30 kDa Amicon
centrifuge filters. FUS-GFP was purified as previously described in [14].

In our analysis we mainly use the MetaDisorder predictor by
[17] to identify the disordered and low complexity regions giving a
disorder tendency score for each amino acid (Figure 1C).
MetaDisorder queries other predictors and generates a consensus
answer, with an algorithm that tests the strength of each method
against several datasets. It thus addresses the issue of training-set
dependent model predictions. In particular, MetaDisorder includes
also widely used IUpred predictors [18].

2.3 Measurement of cout and cin

Here we detail the procedure for measuring cout, the saturation
protein concentration above which LLPS occurs and cin, the
corresponding protein concentration in the condensed phase.

A master-mix of 95% unlabeled and 5% labeled protein was
prepared from high-salt stock solutions (PGL-3: 300 mMKCl, 25 mM
HEPES, 1 mMDTT; FUS: 750 mMKCl, 25 mMHEPES, 1 mMDTT,
5% Glycerol). Phase separation was initiated by diluting the stock salt
concentration directly before encapsulation in water-in-oil emulsions
that were created using Pico-Surf (2% (w/w) in Novec 7500, Sphere
Fluidics). Emulsions were loaded on a temperature-controlled stage
and the sample chambers were sealed with a two-component silicone
(Picodent, Twinsil Speed). After a 30 min waiting time at the desired
temperature the emulsion droplets were imaged using a 40X,
0.95 N.A., air objective mounted on an Olympus IX83 microscope
stand controlled via CellSens. Confocal Z-stacks were recorded using a
Hamamatsu Orca Flash 4.0 connected to a Yokogawa W1 spinning
disc unit. Large 3D tile-images were collected to increase the statistics
of individual emulsion droplets.

The fluorescence and bright-field images were analyzed using a
custom MATLAB code. This allowed us to derive the volume

fraction Vfrac of the condensed phase in each emulsion droplet
by image segmentation. Using volume and mass conservation we
can derive a linear relationship volume fraction and total protein
concentration ctot: Vfrac = 1/(cin − cout) · ctot − cout/(cin − cout). We
then used a set of total protein concentrations to determine both cout
and cin via linear regression to this equation. Thus, this allows for
experimental measurements of temperature- and salt-dependent
phase diagrams using small amounts of protein sample.

2.4 Field theoretic approach

For the purpose of this study, i.e., analysing the impact of
different domains of an IDP on its propensity to phase separate,
we use field theoretic approaches rooted in statistical mechanics that
are able to incorporate detailed structural information of
polyampholytes such as proteins. They are obtained from the
partition function for ensembles of coarse-grained
polyampholytes, which are represented, via the Hubbard-
Stratonovich transformation, as multi-dimensional functional
integral (path integral) over all possible states or the polymeric
system. Field theoretic simulations (FTS) are numerical methods
that consider the full functional integral of the associated partition
function. However, the integration of the full integral relies on
stochastic sampling via Monte-Carlo methods that have shown
considerable convergence problems due to the oscillatory nature
of the resulting distribution function [19]. Nevertheless, this
approach has recently been used successfully for the tau protein
[9]. It holds promise for the development of an appropriate and
efficient theory that will allow to characterize a whole class of
proteins such as IDPs and proteins that contain intrinsically
disordered domains, and can be used to deliver analytical insight
into the underlying biophysical principles leading to LLPS. For our
analysis we use the Random Phase Approximation (RPA). As is the
case for self-consistent field theory, it can be derived from a saddle-
point approximation, taking into account the asymptotically
dominant contribution (a single Gaussian distribution) of the
functional integral of the partition function, reducing the field
theory to a mean-field model where a single Gaussian
configuration interacts with an average effective field. It is one of
the simplest analytical theories that can account for small site-
specific fluctuations, e.g., of charge patterns and structural features
of the protein.

The RPA approach we use here has been set-up previously by
Lin et al. [10,20] for the IDR of Ddx4. For our analysis we use the
extended model that includes salt as an additional variable, apart
from the protein (here for IDRs of PGL-3 and FUS) (ϕaa),
counterions (ϕc), KCl (ϕs) and water. The free energy

f � −S + fel, (1)
combines the entropic part S, coming from Flory-Huggins solution
theory:

−S � ϕaa

N
logϕaa + ϕc logϕc + 2ϕs logϕs + ϕw logϕw. (2)

whereN denotes the number of amino acids and the solvent fraction
can be written as ϕw = 1 − ϕaa − ϕc − 2ϕs, with the electrostatic part of
the free energy fel. Note that we only have a single volume fraction ϕs
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to represent the salt concentration, which implies that the
concentration of both ions conforming the salt is considered
equal in all phases. Here we follow [10], but this assumption is
not necessarily correct, see the discussion.

For the evaluation of fel the Random Phase Approximation is
commonly used [21–24]. It can be expressed in its simplest non-
dimensional form as the following integral:

fel � ∫
∞

0

~k
2

4π2
log 1 + G ~k( )[ ] − G ~k( ){ }d~k, (3)

with

G k( ) � 4π
k2 1 + k2( )T* 2ϕs + ϕc +

ϕaa

N
σ i GM( )ijσj( ), (4)

where T* is the non-dimensionalised temperature which includes
the relative permittivity of the medium. The correlation matrix for
the chain can be written as

GM( )ij � e−k
2 |i−j|/6, (5)

where the lengths have been non-dimensionalized with the
characteristic length a of the polymeric link of the associated
Gaussian chain, here the domain of interest for protein PGL-3 or
FUS. Note that the neutrality condition implies ϕc = |σ|ϕaa, where
σ � (1/N)∑N

i�1σ i is the average charge density of the protein, and σi
is the charge of each of its amino acids. Together, this reduces the
system to two quantities to be solved for, ϕaa and ϕs.

2.5 Computation of the phase diagrams

To compute the phase diagrams including salt dependence, in
particular when solving for the tie lines of the model system, we
integrate the system using Gauss-Laguerre quadrature, with the
points computed using both our own implementation of the classic
method by Golub et al. [25] and the state-of-the-art method by
Glaser et al. [26]. In order to find the tie lines between two coexisting
points (ϕaa, ϕs)|α and (ϕaa, ϕs)|β, we solve the following system,
which is equivalent to the equality of the electrochemical potentials
and the common tangent construction:

zϕaaf ϕaa, ϕs( )∣∣∣∣α � zϕaaf ϕaa,ϕs( )∣∣∣∣β, (6a)
zϕsf ϕaa, ϕs( )∣∣∣∣α � zϕsf ϕaa,ϕs( )∣∣∣∣β, (6b)
f ϕaa,ϕs( )∣∣∣∣α − zϕaaf ϕaa, ϕs( )∣∣∣∣αϕaa

∣∣∣∣α (6c)
−zϕsf ϕaa, ϕs( )∣∣∣∣αϕs

∣∣∣∣α � f ϕaa,ϕs( )∣∣∣∣β
−zϕaaf ϕaa, ϕs( )∣∣∣∣βϕaa

∣∣∣∣β − zϕsf ϕaa,ϕs( )∣∣∣∣βϕs

∣∣∣∣β,
where the non-linear system of equations is solved by using the
trust-region-dogleg algorithm as implemented in Octave.

Note that this is a system of three equations with four unknowns,
the volume fraction of salt and protein in the dilute and in the
condensed phases. Because of the way in which the protein
concentrations are measured experimentally, we know the salt
concentration in the dilute phase, which allows the system of
equations to be determined when comparing with the experiments.

In order to draw the complete phase diagram, we can take one of
the unknowns as a parameter and solve for the others. In order to
solve effectively the system above it is imperative to develop a

continuation strategy. Naively, one could vary the unknown
taken as a parameter and solve for the others using the prior
solution as a guess. This strategy is known as natural parameter
continuation [27], but the system above presents turning points for
the parameter, which requires the development of a pseudo-
arclength continuation algorithm. The latter implies the definition
of a new variable, the pseudo arclength, which is defined as the
arclength of the solution curve in the four-dimensional space
spanned by the four unknowns in the system above. In practical
terms, using this method implies adding an additional equation to
the previous system that imposes a fixed increase of the arclength
from the prior solution. Thus, we obtain a system of four solutions
with four unknowns that is similarly solved using the trust-region-
dogleg algorithm.

2.6 Parameter estimation and fitting
procedure

We now express T* and ϕaa in terms of experimentally
accessible variables, concentrations (c) and temperatures (T).
In the case of ϕaa, we know that it corresponds to the total
volume occupied by amino acids over the volume of the total
lattice. We take the volume of a lattice site to be that of a single
water molecule, which corresponds to 1/55.5 M. We would have
then for PGL-3 in the presence of KCl (note that PGL-3 consists of
693 amino acids):

ϕaa �
693

55.5M
PGL − 3[ ] and ϕs �

1
55.5M

KCl[ ]. (7)

There are two implicit assumptions in this calculation. One, it is
assumed that each amino acid takes the same volume as a water
molecule, which is clearly not true, and two, that the volume of a
protein scales linearly with the number of amino acids. The latter
can be argued to be false, since different configurations of the protein
will give different volumes. Therefore, there is not a clear and easy
way of relating the volume fraction and the protein concentration.

The non-dimensional temperature T* is related to T by

T* � 4πε0εrkBa
e2

T, (8)

where ε0 is the vacuum permittivity, εr is the relative permittivity of
the medium, kB is Boltzmann’s constant, a the link length and e is the
charge of the electron. The two unknowns in Eq. 8 are a and ϵr. We
take a to be the Cα-Cα virtual bond length of 3.8�A and fit εr, due to
the lack of a complete theory to derive its value, we only know that it
should be between 2 (typical value for hydrocarbon crystals) and
80 (εr,H2O � 78).

The impossibility of obtaining accurate theoretical estimates for
the relation between volume fraction and the concentration of the
protein and for the permittivity of the solution make it necessary to
proceed with a fitting procedure. There exist two parameters, β1 and
β2 that allow us to scale the volume fraction and the non-
dimensional temperature to fit the data of a T-c phase diagram,
i.e., T = β1T* and c = β2ϕaa. Once the phase diagram is computed, we
obtain a functional relation between T* and ϕaa, ϕaa = f(T*) (note
that f has different branches, a dilute and a condensed branch). If we
know both parameters we can rescale the previous relation to obtain
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c = β2f(T/β1), a predictor for the concentration. We can find both
parameters by minimizing the following function:

χ2 � ∑
N

i�1

cexp,i − cth,i
σ

( )2

, (9)

where cexp are the experimental values of the concentration, σ is the
standard deviation of the experimental points. The sum runs over all
experimental points including all branches and all values of the salt
concentration. The parameter β1 is allowed to vary with the salt
concentration on account of the strong dependence of the
permittivity on salt concentration.

Note that we do not assume any particular functional
dependencence of εr on salt, we simply fit a value of β1 at each
salt concentration. On the other hand, β2 is considered independent
of salt concentration, which is the most parsimonious choice.
Finally, note that the lack of a good theory for the
dependencence of εr on salt implies that a single value of β1 has
to be selected for the computation of the salt-concentration phase
diagrams, which limits the agreement of the model with the
experimental data.

Equation 9 is minimized using a sequential quadratic
programming algorithm as implemented in Octave. The
parameter χ2 will provide then a measure of the goodness of fit
for each case. In Table 1 we give a summary of all fitting parameters
for all cases we have considered.

3 Results

The phase behavior of a given protein is encoded in its free
energy function f,

f � −S + fel.

As indicated in Figure 1A, the free energy has an entropic part S,
representing the Flory-Huggins interactions

−S � ϕaa

N
logϕaa + ϕc logϕc + 2ϕs logϕs + ϕw logϕw,

whereN denotes the number of amino acids. Apart from the volume
fraction of the amino acids of the protein ϕaa, the volume fraction of
counterions ϕc and the volume fraction ϕw of water, we also include
in our analysis the volume fraction of salt ions KCl (ϕs) as an
additional variable. The second term fel represents the electrostatic
multivalent interactions of protein chains with each other and the
surrounding salt solution, and in our case these interactions drive
LLPS. Thus, it is this part of the free energy for which the Random
Phase Approximation (RPA) is being applied in order to account for
the dependence of the free energy on the protein structure (see Field
theoretic approach in the Methods and Materials section). After we
determine the regions of the protein with a high disorder tendency,
we derive the temperature-protein concentration and salt-protein
concentration phase diagrams, as sketched in Figure 1B, based on
the free energy function f for the proteins PGL-3 and FUS (see
Computation of phase diagrams in Methods and Materials section).

3.1 LLPS in PGL-3 is accompanied by salt
partitioning

We first test the predictions of this model with experimental
results for a range of different bulk concentrations of recombinant
PGL-3 in an in vitro phase-separation assay. The experiments exhibit
the generic behaviour that higher PGL-3 concentrations are necessary

TABLE 1 Fitting parameters for the IDRs of FUS and PGL-3 at KCl and temperatures used in experiments. The temperature T is scaled via the parameter β1 (K) and
the concentration c is scaled via β2 (mM).

IDR (KCl) T c χ2 ϵr

(mM) β1 (K) β2 (mM)

FUS-C1 100 5.35 × 103 10.1 191 8.22

150 5.77 × 103 10.1 191 7.62

200 6.01 × 103 10.1 191 7.31

FUS-N1 100 4.48 × 103 207 3.35 9.82

150 5.02 × 103 207 3.35 8.76

200 5.36 × 103 207 3.35 8.21

FUS-LCa 100 7.90 × 104 25.3 3.92 0.556

150 1.10 × 105 25.3 3.92 0.400

200 1.38 × 105 25.3 3.92 0.317

PGL-3-C1 100 1.15 × 103 16.2 23.4 38.2

150 1.31 × 103 16.2 23.4 33.6

200 1.35 × 103 16.2 23.4 32.6

aWe note that the parameter values for FUS-LC correspond to the constant salinity case, since there is no binodal in the partitioning case for FUS-LC. For any KCl used, the relative permittivity

ϵr is smaller than 1.
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at increasing temperatures in order to initiate LLPS at physiological
salt (150 mM KCl) concentration. This is quantified at each
temperature with a corresponding protein saturation concentration
cout (Figures 2B, C).

To investigate the role of intrinsically disordered regions
(IDRs) of PGL-3, we determine (using MetaDisorder MD2)
four small disordered regions (IDRs) and one large IDR (IDR-
5: aa 515-693) near the C-terminus, which we denote by PGL-3-
C1, see Figure 2A. It is the longest linear sequence predicted to
lack a secondary structure. Indeed, this region has previously been
shown to include a set of six C-terminal RGG repeats (aa 633-
695), which bind RNA and promote droplet formation [15]. For
the derivation of the binodal, specifically to find the RPA free
energy due to the electrostatic interactions (fel), we use the longest
IDR PGL-3-C1.

For the quantitative comparison, we need to relate the PGL-3
volume fraction ϕaa and the non-dimensional temperature T* in

terms of the experimentally accessible PGL-3 concentration (c) and
temperature (T), respectively.

To relate ϕaa with c we could assume, as it is sometimes done,
that we have a lattice with each lattice site having the volume of a
water molecule and that an amino acid occupies exactly one site.
This provides a conversion factor (Eq. 7), but it is at best a crude
estimation. Similarly, the non-dimensional temperature depends on
the relative permittivity εr (see Eq. 8). A complete theory to derive
the value of εr is lacking, thus leaving us with little choice but to fit
both conversion factors β1 and β2 for T = β1T* and c = β2ϕaa. Note
that εr is expected to have a strong dependence on salt concentration,
and hence we will fit β1 independently for each temperature phase
diagram at each salinity. (See Materials andMethods for the details).

The experimental values were obtained using a method that
calculates cin and cout by measuring the volume of the condensed
phase in an enclosed compartment with fluorescence microscopy.
This method relies on the linear relationship between total protein

FIGURE 1
Theoretical approach. (A): We assume short range entropic and long range electrostatic interactions with residues of a peptide chain taking part in
multivalent interactions, combine to drive liquid-liquid phase separation in solution. (B): The Random Phase Approximation (RPA) we present allows for
variable salt concentration and can account for salt partitioning. The corresponding phase diagrams typically show pointy shapes as a consequence of a
discontinuity in the difference in salt between the condensed and dilute phases at high temperatures. (C): For the sequence analysis we use the
MetaDisorder predictor MD2 by [17] to identify the disordered and low complexity regions (represented here is FUS). MetaDisorder queries other
predictors and generates a consensus answer, with an algorithm that tests the strength of each method against several datasets. It thus addresses the
issue of training-set dependent model predictions. In particular, it also includes other widely used predictors such as IUpred [18].
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concentration and condensed phase volume fraction. A visual
example of this linear relationship can be observed in Figure 2B
for PGL-3 at different temperatures. Figure 2B shows that an
increase in temperature is accompanied by an increase in the
proetin concentration required for phase separation (cout). Here,
we used water-in-oil emulsions to encapsulate the protein
solutions immediately after triggering phase separation. The
corresponding experimental values of cout are presented in the
table in Figure 2C.

The theoretical phase diagram in Figure 2D reaches its
maximum near 160°C. At this point the slope of the phase
diagram is clearly discontinuous, thus creating a pointy feature.
In the zoom on the temperature range of the experimental data
(Figure 2D, right panel), we observe a good agreement between
theory and experimental data, particularly for lower temperatures.
The value of the concentration for the theoretical condensed branch
at 10°C does not fall strictly within the 95% confidence interval, but it
is nevertheless close. Considering that we only have two parameters

at our disposal, we can consider this agreement of experiments and
theory very good. The goodness of fit is quantified by the
comparatively low value of the χ2 parameter (see Table 1 in
Methods and Materials).

Our theoretical model allows for a variable salt concentration.
As a consequence, the protein-poor and protein-rich phases may
have different equilibrium salt concentrations, which implies in turn
that the tie lines connecting both equilibria have a non-zero slope.
We note that this is responsible for the characteristic pointy shape of
the temperature phase diagram in Figure 2D, which is a path along
the complete 3D phase diagram (shown in the Supplementary
Figure S1). Experimentally, the value of the saturation
concentration cout is found by extrapolation at a value where the
salt concentration in the supernatant phase is fixed. This implies a
constant salt concentration in the protein-poor branch but a varying
salt concentration in the protein-rich branch. This is the underlying
cause of the non-smoothness of the binodal curve at the point where
both branches meet.

FIGURE 2
Phase separation of PGL-3. (A) Sequence of C. elegans PGL-3 with negatively (red) and positively (blue) charged amino acids. MetaDisorder MD2
(red) and IUPred (black) identify five disordered regions with IDR-5 (PGL-3-C1) at the C-terminus being the longest and RGG-box as in [15]. PGL-3-C1
(highlighted) is used for the computations of the phase diagrams below. (B) Experimental data show the temperature- and concentration-dependent
phase separation of PGL-3 at physiological salt conditions of 150 mM KCl. (C) Quantification of data in (B) to derive cout. n is the number of
repetitions of the experiment, 95% corresponds to the confidence interval. (D) Predicted temperature-protein concentration phase diagram for PGL-3-
C1 based on RPA. The phase diagram is computedwith εr= 33.6 and β2 = 16.2 mM, using Eqs 2–7 (seeMethods andMaterials). To the right is a zoomof the
red region.
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Starting with the protein-poor branch we measure how salt affects
cout. Again we obtain a generic behaviour where higher salt
concentration requires higher protein concentration for phase
separation of PGL-3 to occur (Figure 3A). Compared to the
dependence we saw for temperature, however, our experimental
results suggest that salt has a stronger influence on cout. Specifically,
in the range from 100 to 220 mM KCl at 20°C, cout changes
approximately 30-fold from 1.12 to 34 μM (Figure 3B). For the
quantitative comparison against experimental results for the salt-
concentration phase diagram we use the now already determined
scaling parameters to derive the phase diagram from our theoretical
model. For that purpose we use the scaling parameters fitted at a
constant salt concentration of 150 mMKCl, since amodel that captures
how permittivity changes with salt concentration is not available.

The resulting theoretical curve at 20°C (Figure 3C) has a
maximum near 250 mM KCl, a salinity above which we do not
expect LLPS.

The agreement of the overlaid experimental points with the
theoretical dilute branch (Figure 3C, right panel) is very good, with
the discrepancy with the confidence interval stemming from the fact
that the value of the permittivity varies strongly with salt
concentration, and we are considering it to be constant. At the
lower temperature of 10°C we observe a similar good agreement
between theory and experiments in the dilute branch (Figure 3D)
and on the condensed branch, again considering we only have two
parameters at our disposal.

Note that our theoretical model provides a prediction for the
slope of the tie lines and the salt content of the protein-rich branch.
As an example, for 10°C and a salt concentration of 150 mM in the
protein-poor branch, we obtain a salt concentration of 187 mM in
the protein-rich branch. This corresponds to an increase of salt in
the condensed phase of 25% and a slope of the tie line equal to 51.9
(M KCl/M PGL-3).

We expect to test these results in future experiments.

3.2 FUS-N1 domain is responsible for LLPS

We have shown, in the case of PGL-3, how the prediction of its
temperature vs. protein concentration or salt vs. protein concentration
phase diagrams can be achieved using only minimal experimental
input data. However, the actual predicting power of our approach is
revealed for structurally more complex proteins such as FUS. In
contrast to PGL-3, which has only one long, continuous IDR, the
application of the samemachine learning tools yields that FUS has two
long IDRs. Note that the structure of FUS is well known [28], but we
proceed according to the output of the disorder prediction software,
since our stated goal is to apply our method to proteins with unknown
structure. Nevertheless, it is known that FUS contains a prion-like low
complexity domain [29] (LC) (aa 1-214), which overlaps with the
predicted IDR near the N terminus (aa 1-285, FUS-N1) (Figure 4A)
and is mostly devoid of charged amino acids.

FIGURE 3
Salt partitioning and the domain PGL-3-C1 capture LLPS for PGL-3. (A) Salt- and concentration-dependent phase separation of PGL-3 at 20°C. They
show higher concentration of PGL-3 is needed for higher salt concentrations in order to initiate phase separation. (B)Quantification of data in A to derive
cout with n = 3 repetitions, 95% denotes the corresponding confidence interval. (C) Predicted salt-concentration phase diagram based on PGL-3-
C1 computed with the same parameter values andmethods as in Figure 2. Comparison to experimental data are shown for the dilute branch at 20°C.
Panel to the right (red) is a zoom into the left panel. Also shown are the theoretically predicted tie lines showing a slightly positive slope. (D) Predicted salt-
concentration phase diagram based on PGL-3-C1 computed as in (C) but at 10°C and compared to experimental data for both (dilute and condensed)
branches. Note that the graph is shown in semi-logarithmic scale, including the tie lines.
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We predict an additional IDR near the C terminus (aa 367-526,
FUS-C1) (Figure 4A). Within the latter IDR it is localized a Zn-
finger domain, which is reported to have a role in RNA binding and
sequence recognition [30]. The role of these domains in LLPS of FUS
is still not known and in particular the role of the LC domain is still
debated, even if it is known to be necessary for phase separation, see
the discussion below.

Initially, the comparison of the theoretical and experimental results
is performed using FUS-N1, which gives the smallest overall error (see
Table 1 in Methods and Materials), and later we also explore the
consequences of using the other IDRs we have identified.We show that
we can not only predict if FUS undergoes LLPS by itself under
physiological conditions, but we can now test whether our
approach can determine which domain is responsible for LLPS of FUS.

In a similar fashion as for PGL-3, we first investigate experimentally
the temperature-protein concentration phase diagram in order to fit the

parameters of the model. In contrast to PGL-3, we observe for FUS that
the influence of temperature on the saturation concentration cout is
comparable to the change we see for salt, with a 3.4-fold increase from
0.36 to 1.21 μM between 10°C and 25°C (Figures 4B, C) and a salt
dependence in a range of 100–200 mMKClwith a 2.5-fold change from
0.5 to 1.26 μM (Figures 4D, E). Considering the FUS-N1 region for the
model (IDR-N1, highlighted in Figure 5A), the theoretical results show
good agreement with the experimental results (Figure 5B). The
theoretical phase diagram has a maximum near 150°C and has an
even more striking pointy feature. If we zoom in to the region with a
biologicallymeaningful temperature (Figure 5A, right panel), we can see
how well the overlaid experimental points fall upon the theoretical
dilute branch. In this case, the experimental point at 10°C also falls
directly upon the condensed branch, thus giving an even better fit that
PGL-3, which ismanifest in the value of the χ2 parameter (see Table 1 in
Methods and Materials).

FIGURE 4
The LLPS of FUS depends weakly on salt concentration. (A) Sequence of hFUS with predicted N-terminal IDR (IDR-N1), which contains the well-
described low complexity (LC) region [14], and a C-terminal IDR (IDR-C1). (B) Temperature- and concentration-dependent LLPS of hFUS-mEGFP at
150 mM KCl. (C) Quantification of data in (B) to derive cout with n = 4 repetitions, 95% denotes the corresponding confidence interval. (D) Salt- and
concentration-dependent phase separation of hFUS-mEGFP show a weak salt dependence of LLPS. (E)Quantification of data in (D) to obtain cout.
Column n corresponds to the number of repetitions and 95% denotes the corresponding confidence interval.
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As in the PGL-3 case, the experimentally fitted parameter values
obtained for the temperature-concentration phase diagram are also
used to generate the salt-concentration phase diagram for
comparison to the experimental data. The overlay of
experimental points and the theory captures the trend of the
change of concentration with the salinity in the dilute branch
(Figure 5C). Again the discrepancy in the values of the
concentration stems from the fact that we use the value of the
permittivity at 150 mM KCl but we know that its value depends
strongly on salt concentration. In the condensed branch we obtain a
very good agreement between theory an experiments (Figure 5D),
probably on account of the smaller variation of the salinity. For 10°C
we can compute the slope of the tie line for a salt concentration of
150 mM in the dilute branch, giving 25.6 (M KCl/M FUS), and a

predicted salt concentration of 366 mM, and thus an increase of
144% in the condensed branch, which we also expect to be tested
experimentally in the future.

We also investigated the FUS-LC domain and found that the
theoretical curve cannot be fitted to allow for comparison with the
experimental results, since the scaling factor involves a permittivity
smaller than 1 as shown in Table 1 in Methods and Materials. Thus,
interestingly, the LC domain should not play a dominant role in
LLPS of FUS, according to our approach. Other than FUS-N1, a
further IDR should be considered according to the results from
MetaDisorder, FUS-C1 (highlighted in Figure 5E). In principle one
could compare the fits and reason in terms of the goodness of fit
(i.e., the χ2 parameter given in the Methods andMaterials section) to
decide which region is most likely responsible. But a side-by-side

FIGURE 5
The domain FUS-N1 is responsible for LLPS in FUS. (A) Intrinsically disordered region FUS-N1 (IDR-N1, highlighted) (B) Predicted temperature-
concentration phase diagram based on RPA analysis using FUS-N1 with parameter values εr = 8.76 and β2 = 207 mM, for 150 mM KCl. C Predicted salt-
concentration phase diagram for T= 20°C obtained using the same parameter values as in (B). The right panel is a zoom to the red square in the left panel.
Experimental data is shown for the dilute branch (D) Predicted salt-concentration phase diagram for T= 20°C, same parameters as (B). Experimental
data is shown for the dilute and condensed branches. (E) Intrinsically disordered region FUS-C1 (IDR-C1, highlighted) (F) Phase diagrams in the FUS-C1
case. Left panel: theoretical temperature-concentration diagram at 150 mM KCl obtained with parameter values εr = 7.62 and β2 = 10.1 mM. Right panel:
salt-concentration diagram obtained with the same parameters. Notice that the experimental points cannot be fitted to the condensed branch of the
model, since the ratio of cin to cout is much greater than its maximum value (see discussion in the main text).

Frontiers in Physics frontiersin.org10

Meca et al. 10.3389/fphy.2023.1213304

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1213304


comparison of the overlay of the experimental data points for FUS-
N1 and FUS-C1 shows a much more clear-cut result, which is that
the experimental results cannot be fitted to the FUS-C1 curve (See
Figure 5F). This is a consequence of salt partitioning and our
parsimonious fitting approach.

Salt partitioning and the requisite that the dilute branch has a
constant salt concentration give a very constrained form of the
phase diagram (Figure 5F, left panel). This is in contrast with
constant-salt models, which give a binodal curve that can be
conveniently scaled to fit most experimental data. In particular,
salt partitioning imposes a maximum ratio of the protein
concentration in the condensed branch with the concentration
in the dilute branch. This maximum ratio is marked explicitly with
an arrow in Figure 5F, left panel. The arrow has a length of
log(cin/cout), which is the log of the maximum of the ratio cin/
cout. If the experimental cin/cout is greater than this maximum
value, the theoretical curve cannot be scaled to fit the experiments.
This means that either the condensed or the dilute branch can be
fitted, but not both. In Figure 5F we observe that the dilute branch
is well captured by the theoretical model, but there is a large
discrepancy with the condensed branch, which is even more
manifest in a linear concentration scale in the salt-protein
phase diagram (Figure 5F, right panel).

This surprising result is in clear contrast with models where the
salinity is considered constant in both phases (as shown in
Supplementary Figure S1) and thus clearly shows the predictive
power of our model, discarding regions for being responsible for
LLPS while giving a testable prediction for the salinity of the
condensed phase.

4 Discussion

In this study we investigated the disordered regions of the C.
elegans protein PGL-3 and the human fused in sarcoma (FUS)
protein regarding their role in LLPS using the Random Phase
Approximation (RPA) for the electrostatic interactions and
including variable salt concentrations. By direct comparison of
the resulting theoretical predictions for the phase behaviour with
in vitro experimental results under physiological salt conditions we
show that the model is capable to identify specific domains that
trigger LLPS.

For FUS, the role in phase separation of the different domains,
such as the LC domain, has been controversial, starting with its
structural identification. In fact, the LC domain was first identified in
a bioinformatics survey for prion-like domains in different proteins
[31,32], identifying the LC region to amino acids 1 to 239. Kato et al.
[29] identified this region using SEG [33] to be amino acids 2 to 214.
We have adopted their definition, as it has become a standard in the
subsequent literature, but it has not been possible to reproduce their
result using SEG. Kato et al. [29] identified the FUS-LC region as
responsible for the protein hydrogel formation by performing
experiments with the excised domain, but used a very large
concentration (≈ 2.3mM). Later, Patel et al. [16] (cf [34]) proved
that the LC region is necessary for phase separation, since the
protein with that region excised would not phase-separate.
Interestingly, they also found that a single mutation in the LC
domain does not change the phase diagram (even if it has a strong

effect on the kinetics of the transformation, e.g., changing the
timescale of fibril formation). In any case, the concentrations at
which phase separation occurs are much higher for FUS-LC than for
FUS [35].

Our results on FUS clearly single out the IDR N1 at the
N-terminus (1-285) to lead to phase separation of the full protein
in comparison with experiments, while other candidate regions such
as the LC or IDR at the C-terminus either require a permittivity
smaller than one or cannot be fitted to the experimental data at all.
These results are in disagreement with [29] but [14] and [36]
support our findings. They showed that the LC domain needs
indeed very high concentrations in order to phase-separate on its
own, which was the regime tested by Kato et al. [29]. Wang et al. [14]
further ascertain that it is the interaction of the LC region and the
RNA binding domain which makes the phase transition possible at
low protein concentrations. In other recent studies [37,38], coarse
grained models in combination with MD simulations have been
used. In particular in [38] it is shown that the longer a sequence
containing the LC is, the higher is the propensity towards phase
separation. In accordance with our results, Kang et al. [39]
demonstrate experimentally that an extended LC domain
containing the RGG region next to it phase separated at a much
smaller saturation concentration than the LC domain. The domain
reported by Kang et al. [39] is very similar to our N1 domain, thus
supporting our theoretical results. Moreover, our results show that
the phase diagram corresponding to the FUS-C1 region cannot be
fitted to the experimental results, thus showing that our model is
able to discard IDRs as responsible for phase separation in different
ways. These findings suggest further experimental studies on the role
of IDRN1, specifically on the role of the amino acids that are lacking
in the LC region. They also show the need to systematically explore
the impact of variations as well as mutations of these regions in our
future theoretical studies.

We further note that the connection of the domain structure of
proteins with their phase behaviour may be rooted in the underlying
model system for polyampholytes, that we used in our analysis.
Indeed, Lytle et al. [40] investigated the impact of the blockyness of
polyampholytes on their phase behaviour, and Das et al. [41]
compared results from Monte Carlo simulations to RPA for
specific polyampholyte sequences showing that patterns of larger
blocks of charge lead to significantly higher tendency to phase
separate.

Also, one can argue that the failure of FUS-LC to phase separate in
our framework is directly related to the fact that our approach only
considers elctrostatic interactions between charged residues and not
other kind of interactions. Then, since the FUS-LC domain is mostly
devoid of charges it is not surprising that it does not phase separate.We
see this as a confirmation of the relevance of charged residues in the case
of FUS, and thus our simple RPA approach is appropriate to
understand the main mechanism of LLPS in FUS. We do not claim,
however, that we capture the complete picture of LLPS in FUS, since, for
instance, FUS-LC is known to phase-separate, even if it does so at a very
high concentrations due to other interaction mechanisms [42], and the
RGG domain near the C terminus is known to influence LLPS [34].

We have also shown the impact of salt distribution on the
resulting phase diagram and obtained salt partitioning into the
condensed phase for both proteins, making manifest the strong
salt dependence of the permittivity. The inclusion of salt as a further
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variable in the model led to phase diagrams with a characteristic
pointy feature, corresponding to a discontinuity in the slope of the
binodal curve. We showed that this is a generic feature and is rooted
in the fact that salt concentration is not imposed to be constant
everywhere, but is allowed to vary in the condensed phase. In
previous studies this fact has often been neglected but, in fact, it
is thermodynamically not consistent to do so.

The experimental corroboration of our predictions on the salt
concentration in the condensed phase will be part for our future
studies, requiring a detailed discussion of the theoretical model for
polyampholyte solutions that we used as a model system for
proteins. Here, we remark that the question of salt partitioning
during LLPS is also not completely understood, even for
polyelectrolytes and polyampholytes. This is the case in the
context of Random Phase Approximation, Liquid-State-Theory,
Monte Carlo simulation and Voorn-Overbeek theory, as well as
in experimental studies [43–49]. Voorn-Overbeek theory predicts an
excess of salt in the condensed phase, corresponding to a positive
slope of the tie line, while more recent theoretical and experimental
studies find that excluded volume effects are responsible for
expelling the salt counterions into the dilute phase, thus
predicting a negative slope of the tie lines. However, for low
overall salt concentration this can be reversed, see, for example,
[49]. Also, molecular dynamics simulations seem to indicate that
electrical neutrality and a lack of preferential interactions between
salt ions and interactions are enough to obtain a reasonable
prediction of the concentration of salt ions in the condensed
phase [50]. In summary, the slope of the tie lines and salt
partitioning depend strongly on the model used, and more
experimental results are needed to guide the theoretical efforts.

While RPA is the appropriate tool to address the structural
properties of IDPs [51], recent discussion in [41], where explicit
chain simulation and RPA are compared for a number of
polyampholyte sequences, suggest higher order contributions of the
functional integral of the partition function in order to address the
accuracy of RPA [11,23,52], specifically in the protein-poor phase.

We also note that further physical interactions also play a role
and are still being discovered [53]. Currently, our model does not
account for non-specific contacts between positively charged
arginine-glycine-glycine (RGG) domains, such as those found in
FUS or PGL-3, and negatively charged RNA, which can strengthen
the binding affinity of existing RNA binding domains and could
provide alternative interaction modes. Also, heterotypic interactions
with other regions of the same polypeptide or other proteins are
known to drive phase separation [14] but they can be included in
principle into our framework.
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