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Online Moral Courage 

Julia Sasse1,2,3*, Niklas Cypris1,4* & Anna Baumert1,4 

Abstract 

Individuals and groups are frequently targets of bullying, sexual harassment, and hate speech 
on online platforms. Such norm violations can have detrimental negative consequences, for 
instance by causing psychological harm and damaging social cohesion. Finding ways to re-
duce and prevent online norm violations is hence crucial. Online users may play an important 
role in this context. We argue that it can be considered morally courageous if users decide to 
take a stand against perceived violations of their own moral beliefs and endorsed norms, as 
it may imply substantial risks for themselves. With this chapter, we aim to advance our un-
derstanding of online moral courage as a relatively new phenomenon. First, we provide an 
examination of critical characteristics of online environments that may facilitate or hinder 
moral courage. Second, we discuss consequences of online moral courage by considering its 
effects on perpetrators, further online users, and the general tonality of the online discourse. 
Last, we integrate insights on the facilitators and obstacles of online moral courage and its 
consequences to provide practical recommendations for the design and management of 
online platforms and user education and training. 

Keywords: Moral courage, hate speech, harassment, anonymity, reach, bystander effect, pro-
sociality 

Zusammenfassung 

Einzelpersonen und Gruppen sind auf Online-Plattformen häufig Ziel von Mobbing, sexueller 
Belästigung und Hassrede. Solche Normverstöße können schwerwiegende negative Folgen 
haben, indem sie beispielsweise psychisches Leid verursachen und den sozialen Zusammen-
halt schädigen. Es ist daher zwingend notwendig, Wege zu finden, um Online-Normverlet-
zungen zu reduzieren und zu verhindern. Nutzer*innen von Online-Plattformen können in 
diesem Zusammenhang eine wichtige Rolle spielen. Wir argumentieren, dass es als zivilcou-
ragiert angesehen werden kann, wenn Nutzer*innen sich entscheiden, sich gegen Verletzun-
gen ihrer eigenen moralischen Überzeugungen und gebilligter Normen zu stellen, da dies er-
hebliche Risiken für sie selbst bedeuten kann. Mit diesem Kapitel möchten wir das Verständ-
nis von Online-Zivilcourage als relativ neues Phänomen weiterentwickeln. Zunächst untersu-
chen wir relevante Merkmale von Online-Umgebungen, die Zivilcourage fördern oder behin-
dern können. Danach diskutieren wir die Konsequenzen von Online-Zivilcourage unter Be-
rücksichtigung ihrer Auswirkungen auf Täter, weitere Online-Nutzer*innen („Bystander“)
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und die allgemeine Tonalität des Online-Diskurses. Schließlich integrieren wir Erkenntnisse 
zu förderlichen und hinderlichen Faktoren für Online-Zivilcourage und ihren Folgen, um prak-
tische Empfehlungen für die Gestaltung und die Handhabung von Online-Plattformen sowie 
für die Anleitung und das Training von Nutzer*innen zu geben. 

Schlüsselwörter: Zivilcourage, Hassrede, Belästigung, Anonymität, Reichweite, Bystander-Ef-
fekt, Prosozialität 

Online Moral Courage 

Moral courage manifests in interventions intended to stop or redress others’ transgressions 
of moral principles or social norms, despite the risk of incurring physical, financial, or social 
costs (Frey, Peus, Brandstätter, Winkler & Fischer, 2006; Greitemeyer, Fischer, Kastenmüller 
& Frey, 2006; Halmburger, Baumert & Schmitt, 2016; Niesta Kayser, Frey, Kirsch, Brandstät-
ter & Agthe, 2016). Following this definition, a broad range of actions qualify as moral cour-
age, for example interventions against bullying, discrimination, or oppression (Baumert, Li, 
Sasse & Skitka, 2020; Li, Sasse, Halmburger & Baumert, 2021). While such interventions may 
involve confrontation of and conflict with transgressors (see also Sasse, Li & Baumert, 2022), 
their ultimate goal is to uphold and defend moral principles or social norms that ensure the 
sound functioning of societies (Ellemers, van der Toorn, Paunov & van Leeuwen, 2019; Fehr 
& Gächter, 2002). In line with this, moral courage has also been considered as a behavior 
that is characterized by one’s caring for others and that protects human and democratic val-
ues (Staub, 2015; Meyer, 2014). In the present chapter, we argue that moral courage mani-
fests itself and plays an important role also in online contexts. We analyze the specific af-
fordances and barriers posed by the online context, review empirical evidence on the posi-
tive effects of online moral courage, and propose practical recommendations for its enhance-
ment.  

Since our social interactions – spanning from friendships, dating, learning, to political 
debate – take place in considerable and increasing extent on social networking sites (SNS), 
also transgressions of moral principles and social norms occur in online contexts. According 
to a recent survey (Vogels, 2021), 41% of the participating US adults had personally experi-
enced some form of online harassment. Within just six years (2014 to 2020), the share of 
people reporting severe forms of online harassment, such as physical threats or stalking, in-
creased steeply, from 15% to 25%. Often, individuals and groups experience harassment or 
hate because of their political views, gender, ethnicity, religion, or sexual orientation (Vogels, 
2021). 

Citizens and policy makers alike have identified online norm transgressions as a major 
problem with a multitude of negative socio-psychological consequences (Vogels, 2021; van 
der Wilk, 2018). An Amnesty International survey (Dhrodia, 2017), investigating the effects 
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of online abuse and harassment on women, revealed that many targeted women subse-
quently experienced stress, anxiety, panic attacks, or lowered self-esteem as a consequence, 
and changed their own online behavior, up until the point of turning silent and withdrawing 
from online spaces altogether. Online norm transgressions can also aggravate social rela-
tions. Frequent exposure to hate speech against outgroups has been associated with in-
creased prejudice towards those groups (Soral, Bilewicz & Winiewski 2018), and research 
from Germany has shown that increased anti-refugee sentiment on Facebook translated into 
higher crime rates against refugees (Müller & Schwarz, 2021), suggesting that online hate 
speech may spill over to physical violence offline. 

The prevalence and ramifications of online norm transgressions call for effective 
countermeasures. Other online users can play an important role in this regard, just like by-
standers in response to offline norm transgressions. If they perceive the actions of others as 
a violation of their moral convictions, or of social norms that they endorse, they may take 
steps to stop or redress these actions, for example by engaging in counterspeech or by re-
porting to authorities. While taking such steps is often socially desirable, it is not without risk 
to the person doing so. For instance, those who confront the norm transgressions of others 
might themselves quickly become the next target of harassment and hate. As such, taking 
action against online norm transgressions can be considered morally courageous. 

The Need for Online Moral Courage 

Similar to offline norm transgressions, the types of situations and contexts in which they oc-
cur are highly diverse and encompass, for example, cyberbullying, sexual harassment, and 
hate speech. Despite their differences, all these violations have in common that perpetrators 
violate fundamental social norms and moral values, such as fairness, and that they cause 
harm. In many cases, they also constitute transgressions of international legal agreements 
(such as the EU Framework Decision of 2008 (CFD, 2008)) and national law (such as the “in-
citement to hatred” paragraph in Germany, §130 StGB). 

While policy-makers and citizens see online platform providers as responsible for de-
tecting and dealing with violations (Dhrodia, 2021), doing so ex ante or proactively can prove 
difficult for them, often for technical (Ross, Rist, Carbonell, Cabrera, Kurowsky & Wojatzki, 
2016), ethical (Post, 2009), or legal reasons (Zufall, Horsmann & Zesch, 2019). This highlights 
the need for community engagement, by which users who encounter content that violates 
social norms or their moral beliefs intervene in order to uphold and ensure civil discourse. 
Depending on the online environment and user rights, they can do so in various ways, for 
example by directly confronting the transgressor (e.g., through counterspeech), by banning 
transgressors from groups, or indirectly by reporting them. All these forms of interventions 
require at least some time and effort (e.g., the interruption of conversations or work, writing 
a reply or a report), and it is plausible that they bear risks for the person taking the action, 
ranging from receiving unwanted attention, harsh criticism, to backlash as a direct response 
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to actions, or to negative consequences that transpire into offline contexts and affect rela-
tionships, professional life, or physical well-being1. As such, intervening against online norm 
transgressions qualifies as online moral courage. 

To date, research on moral courage has thus far mainly been conducted in offline 
environments. Here, theoretical and empirical work has pointed out that moral courage re-
quires complex psychological processes, and whether or not individuals intervene against 
others’ norm transgressions may depend on a range of individual and situational factors 
(Baumert, Halmburger & Schmitt, 2013; Halmburger, Baumert & Schmitt, 2016; Li, Sasse, 
Halmburger & Baumert, 2021; Niesta Kayser, Greitemeyer, Fischer & Frey, 2010; Toribio-
Flórez, Sasse & Baumert, 2021). As offline and online environments differ in various ways, 
for example with regard to anonymity, situational factors in online contexts may shape the 
psychological processes of moral courage in unique ways. 

In this chapter, drawing from a theoretical model of moral courage – the integrative 
model of moral courage by Halmburger and colleagues (2016) – we first identify several cru-
cial situational characteristics of online environments and discuss how they may obstruct or 
facilitate the psychological processes underlying online moral courage. Second, we discuss 
both potential beneficial and adverse consequences of online moral courage. Third, we syn-
thesize insights on the psychological processes and the consequences of online moral cour-
age to derive practical recommendations that may inform platform policies and the work of 
practitioners. 

Most evidence reviewed in this chapter stems from research on interventions against 
hate speech on SNS and we highlight whenever we draw from further research on further 
forms of online norm transgressions. 

Obstacles and Facilitators of Online Moral Courage 

What determines whether individuals show moral courage? According to the integrative 
model of moral courage (Halmburger et al., 2016, adapted from Latané & Darley, 1970), prior 
to acting, observers must detect the norm violation and interpret it as such, and they must 
then assume responsibility and the necessary skills to intervene, and finally decide to inter-
vene. According to the model, only if each of these stages is passed successfully moral cour-
age will be shown. For example, even if an observer interprets an instance of hate expressed 
against members of a minority as wrong, but do not feel responsible to address it, they will 
not do so. 

Whether or not the stages of psychological processes are passed successfully should 
depend on characteristics of the individual person, as well as of the situation (Halmburger et 

 
1 While these risks may seem less apparent for reporting perpetrators to authorities, bystanders may still be concerned about them. De-
pending on the platform, the reporting process may be somewhat intransparent so that the own anonymity may not be seen as ensured 
or there may be concerns that perpetrators can infer who reported them. 
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al., 2016). Situation characteristics, in particular, may differ between online and offline con-
texts. In this chapter, we focus on five prominent characteristics of online contexts, which, 
we argue, can work as both facilitators and obstacles of moral courage, namely 

(a) reach (Bor & Petersen, 2021; Brady, Crockett & Van Bavel, 2019; Obermaier, 
Fawzi & Koch, 2015; Ziegele, Naab & Jost, 2020),  

(b) connectedness (Amichai-Hamburger, 2017),  

(c) permanence (Barberá, Jost, Nagler, Tucker & Bonneau, 2015; Dillon & 
Bushman, 2015; Obermaier et al., 2015),  

(d) asynchrony (Allison & Bussey, 2016; Obermaier et al., 2015; Suler, 2004), and 

(e) anonymity (Obermaier et al., 2015; Postmes & Turner, 2015; Suler, 2004; Zie-
gele et al., 2020). 

With reach, we refer to the fact that online environments provide the opportunity to com-
municate with large or distant audiences with little effort. Moreover, people cannot only 
unidirectionally reach out to other people across the world via the internet, but they can just 
as easily communicate multidirectionally and network with others, for example to mobilize 
and organize like-minded individuals. Especially SNS facilitate this connectedness. The reach 
of online communication is further enhanced through a temporal component. While state-
ments made in face-to-face conversations are often of an ephemeral nature, those made 
online are rather permanent, as they remain accessible for a long time, providing the chance 
that more people will become aware of them or reproduce them at a later point. The per-
manence of online communication also allows for it to happen asynchronously. That is, in-
teractions do not need to be temporally contingent. Instead, people can reply to messages 
months after they were originally posted. Another critical characteristic of online contexts is 
anonymity. In many online environments, users have – or can choose to have – no or few 
personal markers that make them identifiable. As such, communication partners can remain 
anonymous, rendering it uncertain who is making or reading a statement. We argue that 
these aspects of reach, connectedness, permanence, asynchrony, and anonymity can be both 
obstacles and facilitators for the psychological processes of online moral courage. 

Detection and Interpretation of Online Norm Violations 

For moral courage to occur, observers first need to detect the norm transgression and inter-
pret it as such. While this may seem trivial, these processes are not always straightforward. 
For example, imagine coming across a comment on social media in which one user calls an-
other ‘bitch’. From reading just this term, it is difficult to infer whether this is a sexist insult 
or whether a group of friends uses the term in a playful way to address each other. In other 
words, the intention for using the term is ambiguous and thus difficult to infer for observers. 
Consequently, ambiguity is a barrier to moral courage (Bowes-Sperry & O’Leary-Kelly, 2005; 
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Halmburger et al., 2016; Toribio-Flórez et al., 2021). In online communication, some factors 
can increase – and others reduce – ambiguity. 

Often, individuals and groups who intentionally and frequently transgress norms 
online disguise their communication to make it particularly difficult for witnesses to detect 
and interpret transgressions. For instance, transgressors use ciphers to refer to specific mar-
ginalized groups without detection from outside witnesses and prosecution. For example, 
Black people are sometimes referred to with a capitalized “N” or Jews with three parentheses 
(e.g., commenting “(((they))) are behind everything”). Similarly, transgressors use codes to 
communicate hateful sentiments, such as ‘88’ instead of ‘Heil Hitler’. Plausibly, the connect-
edness in the online context facilitates the rapid development of hateful jargon, making it 
particularly difficult for users to detect and interpret transgressions. 

Just as connectedness can contribute to norm transgressions, it may also facilitate 
their detection. Bystanders do not need to act alone, but instead may form groups to coor-
dinate the detection of transgressions and initiate concerted interventions. For instance, 
groups such as Reconquista Internet (Garland, Ghazi-Zahedi, Young, Hébert-Dufresne & Ga-
lesic, 2020) and #ichbinhier (#iamhere) (Ley, 2018; Ziegele et al., 2020) inform their members 
about occurrences of hate and vitriolic language, so that members can seek them out and 
counter them collectively. That way, the detection of transgressions and their interpretation 
as such do not fall upon individuals, but are organized, thereby facilitating the passing of the 
first stages of the psychological processes in moral courage. 

The interpretation of norm transgressions may also be affected by temporal asyn-
chrony and permanence. On the one hand, if norm-transgressing posts remain visible for a 
long period of time without being visibly challenged, users might question whether any gut 
feelings of inappropriateness are in fact warranted. On the other hand, permanence and 
temporally asynchronous interaction provides users who suspect a norm transgression, for 
example behind jargon, with time to reflect and inform themselves. This way, ambiguity can 
be reduced which should facilitate subsequent psychological processes of online moral cour-
age.    

Assuming Responsibility 

Once observers have interpreted a norm transgression as such, they need to determine 
whether intervening falls within their responsibility.  

Here, the prevalent asynchrony of online contexts may pose a hurdle. In case of older 
hate speech, people may assume that the issue has been resolved outside of the visible com-
munication channel (Allison & Bussey, 2016), or that the communication had moved on with 
no further need to circle back (Leonhard, Rueß, Obermaier & Reinemann, 2018). 

In addition, the assumption of responsibility seems to depend on the number of by-
standers present, and in online contexts with typically high reach, they are often many. For 
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example, in the context of cyberbullying, Obermaier and colleagues (2016; Study 2) found 
that students had lower intentions to intervene against cyberbullying when many bystanders 
were present, compared to very few. This effect was mediated by (lower) feelings of respon-
sibility (see also Machackova, Dedkova & Mezulanikova, 2015; Song & Oh, 2018). Similarly, 
Leonhard et al. (2018) found that people were more likely to speak up against anti-immigrant 
hate speech when only four other SNS users saw the transgressive post as opposed to 4,000. 
These findings suggest that, with an increasing number of bystanders, diffusion of responsi-
bility may occur (Darley & Latané, 1968; Fischer et al., 2011). 

However, the negative association between number of bystanders and intervention 
behavior in computer-mediated communication does not always seem to be linear, as the 
actual and the perceived number of bystanders do not increase proportionately 
(Machackova et al., 2015; Obermaier et al., 2016). Instead, increases up to two dozen by-
standers are perceived disproportionately larger than increases above that, and 24 bystand-
ers are already considered rather many (Obermaier et al., 2016). This might lead to the find-
ing that the bystander effect is more pronounced for increases in smaller groups of bystand-
ers than for increases in bigger groups of bystanders (Machackova et al., 2015) and that there 
is no linear trend at all once hundreds of bystanders are involved (Obermaier et al., 2016). 
Potentially, this is because, at a certain point, the sheer number and heterogeneity of indi-
viduals in a large audience increase the chances that other factors facilitating interventions 
are present and outweigh the diffusion of responsibility. For example, Voelpel, Eckhoff and 
Förster (2008) proposed that the number of so-called “perpetual helpers”, individuals with a 
generally elevated disposition to help, increases with audience size. Hence, while findings 
suggest that diffusion of responsibility may be prevalent in the online context, the vast reach 
might at a certain point also serve to counter-act this effect by increasing the odds for the 
presence of more individuals who are generally disposed to act prosocially. 

Subjective Intervention Skills  

Beyond assuming responsibility, observers need to determine whether they dispose of the 
necessary – and effective – skills to intervene and have the opportunity to do so.  

As mentioned earlier, norm transgressions are often committed by organized groups, 
facilitated by the connectedness in online contexts. For example, in the context of the 2017 
German elections, the right-wing hate group Reconquista Germanica, which had only 1,500 
to 3,000 members, published millions of vitriolic posts on Twitter in order to shift the online 
discourse in the direction of right-wing populism (Garland et al., 2020). In the face of con-
certed incivility and hate, it seems plausible that bystanders might feel unable to counter 
such attacks substantially and effectively. 

At the same time, the majority of SNS provides guidelines for intervention, and many 
forms of intervention require little skill or effort, which might lower the threshold for inter-
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vening. Due to temporal asynchrony, even users who may not be familiar with given stand-
ards have the opportunity to inform themselves about different intervention options. In gen-
eral, interventions can be conducted either directly or indirectly (Latané & Darley, 1970). In 
the online context, direct interventions refer to actions such as writing counter-comments 
against group-based hate comments on a SNS. Also, other easy-to-implement measures can 
be taken in many online settings to express disagreement with norm transgressions, such as 
dislike functions to reject hate speech by others. An indirect way of intervening, instead, 
would be to notify the relevant authorities, for example by reporting the post to the SNS 
provider or a moderator. Indirect interventions are facilitated across most social media 
through functions like flagging and reporting of transgressive comments, which can normally 
be done with a few clicks (Naab, Kalch & Meitz, 2018). Plausibly, connectedness between 
users and providers or moderators enhances the knowledge of effective intervention op-
tions. 

Decision to Intervene 

According to the integrative model of moral courage, the final step of the psychological pro-
cess is the decision to intervene. The model proposes that, at this point, individuals weigh 
the expected benefits against personal costs which they might suffer as a result of interven-
ing. Those costs can range from the mere investment of time and effort to intervene to the 
loss of money, physical harm, or backlash from transgressors, as well as drawing unwanted 
attention to themselves or being evaluated by others (Latané & Darley, 1970; Schwartz & 
Gottlieb, 1976).  

Plausibly, permanence that characterizes communication in many online environ-
ments may foster concerns about the costs of interventions. The fact that in online environ-
ments evidence of one’s actions often prevails until long after the exchange has taken place 
(Slonje & Smith, 2008) might trigger fears that one’s intervention might be perceived nega-
tively by a wider audience (Dillon & Bushman, 2015; Fischer et al., 2011). Moreover, when 
engaging with users who use uncivil language, the fear of being associated with them for an 
unforeseeable amount of time could further raise perceived personal costs (Ziegele et al., 
2020). The long-term documentation of one’s direct intervention might also invite direct re-
taliation, such as online harassment or physical violence in the offline world, not only by the 
original transgressor, but also their sympathizers. Due to the broad reach of online environ-
ments, their number can be assumed to be high, but is often unknown to interveners, which 
may be perceived as particularly threatening. 

However, with a large audience, potential interveners might not only fear backlash, 
but also anticipate support from like-minded individuals. A strong predictor for people speak-
ing up against uncivil language online is expected positive social appraisal (Ziegele et al., 
2020) and SNS offer various ways for bystanders to reward morally courageous comments 
(e.g., likes, following accounts, writing a supportive comment of one’s own, retweeting, etc.). 
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Thus, if individuals anticipate support from others, large reach might also promote the deci-
sion to intervene. 

Moreover, barriers to indirect means of intervention are often explicitly reduced in 
online environments. As mentioned above, most SNS offer low-effort ways to flag or report 
norm transgressions. Given that indirect interventions can often preserve the anonymity of 
interveners, such clear sets of indirect intervention measures should reduce the perceived 
riskiness of (indirect) intervention. 

The anonymity of many online contexts, which emerges due to a scarcity of individu-
alizing markers (e.g., a lack of visual representation of individuals), can also shape decisions 
to intervene by affecting the salience of group norms. A person’s self-image is made up of 
individual characteristics as well as social group memberships (Tajfel, 1974; Tajfel & Turner, 
1986). When a particular group membership becomes salient, people tend to see themselves 
more in terms of that group membership and consequently to act more in line with the re-
spective group norms (Turner, Hogg, Oakes, Reicher & Wetherell, 1987). According to the 
Social Identity Model of Deindividuation Effects (SIDE; Reicher, Spears & Postmes, 1995), this 
salience is increased in environments with few individualizing markers. If individual charac-
teristics of a person recede in a situation due to anonymity, their salient group membership 
becomes more influential and shapes attitudes and behavior. Thus, in contexts where norms 
of a salient group favor moral courage, members of that group can actually be more likely to 
engage in interventions (Levine & Crowther, 2008) and this effect can be especially strong in 
contexts of computer-mediated communication where reduced individuating cues trigger in-
creased conformity with one’s group (Lee, 2004; Postmes et al., 2001).  In summary, group 
norms that support bystander interventions can shape the decision to intervene - in particu-
lar in an environment such as computer mediated communication as it does not contain 
many individuating components. 

Consequences of Online Moral Courage 

After having discussed how critical characteristics of online context may impact the pro-
cesses driving moral courage, we now look at the consequences of interventions against 
online norm transgressions. Specifically, we will focus on the consequences of user-gener-
ated counterspeech as an intervention against hate speech that we consider morally coura-
geous. We define counterspeech as any direct response to a transgression such as openly 
criticizing the hate comment or expressing solidarity with the hate target. Counterspeech is 
not limited to written comments but can also take the form of images, gifs, and other modes 
of communication. Consequences of user-generated counterspeech can be determined for 
different online agents, in particular transgressors and other online users, or through an in-
spection of the general tone of the online discourse. With regard to transgressors, it is nec-
essary to establish whether counterspeech actually reduces the occurrence of future trans-
gressions or, on the contrary, it might even stimulate backlash. Similarly, other online users 
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might react to interventions, either favorably or unfavorably. Lastly, on a superordinate level, 
courageous counterspeech might impact the general tonality of online discussion. 

Effects on Transgressors 

Potential effects of counterspeech on the original hate speaker are not well-understood and 
evidence for the effectiveness of interventions is mixed. For example, counterspeech that 
addressed people who posted anti-Roma comments on Facebook did not substantially 
change the sentiment of their subsequent comments in the conversation (Miškolci, Kováčová 
& Rigová, 2020). Still, there is initial evidence that, under the right circumstances, the behav-
ior of norm transgressors may be influenced by counterspeech. In an experiment on Twitter, 
Munger (2017) showed that it mattered who spoke up against racial slurs. He confronted 
men who used the racial slur “n****r” to insult others on Twitter with counterspeech by an 
ostensible other Twitter user. Importantly, this user was either White (i.e., the participants’ 
in-group) or a Person of Color (i.e., the participants’ out-group) and had either few or many 
followers. Transgressors were less likely to use the slur subsequently, but only after counter-
speech by a popular ingroup member (i.e., White with many followers), compared to a no-
intervention control condition. These results suggest that counterspeech can be effective in 
reducing the occurrence of racial slurs, but further research is necessary to determine its 
boundary conditions comprehensively. 

Effects on Bystanders 

Compared to the effects of interventions on transgressors, those on further online users are 
much better understood. In general, there is ample evidence that users have a tendency to 
adjust their tone to the rhetoric they encounter in a given online discussion, both with regard 
to civil and constructive behavior (Berry & Taylor, 2017; Han & Brazeal, 2015; Han, Brazeal & 
Pennington, 2018; Molina & Jennings, 2018; Seering, Kraut & Dabbish, 2017) and uncivil, dis-
ruptive online behavior (Cheng, Bernstein, Danescu-Niculescu-Mizil & Leskovec, 2017; Gar-
land et al., 2020; Gervais & Hillard, 2014; Seering et al., 2017). For example, in an experi-
mental SNS setting, participants were either shown comments in favor of or against Chinese 
people. In the hostile condition, participants were substantially more likely to post comments 
against Chinese than in the pro-Chinese condition (Hsueh, Yogeeswaran & Malinen, 2015). 
Taken together, these results indicate a general and substantial malleability of online con-
versations in line with prior comments.  

Indeed, this emulation effect has also been observed for speaking up against trans-
gressions. For example, Han and colleagues (2018) showed that online users were more likely 
to call for more civil discourse in response to vitriol in comment sections if someone else had 
already done so, compared to when they only saw hateful comments. People were also more 
likely to engage in metacommunication, that is, talking about the general tone of a conver-
sation and asking for it to improve, when they saw comments made by someone else arguing 
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in the same direction (Molina & Jennings, 2018). Also, if some people criticized hate speech 
on social media, other users were more likely to speak up in favor of the attacked marginal-
ized group (Miškolci et al., 2020). 

Different psychological mechanisms could be at play when it comes to the emulation 
of counterspeech. Comments could serve as primes, making certain kinds of commenting 
behavior more salient and accessible. Moreover, the comments could exert their influence 
on further behavior by informing people about social norms. Here, other commenters would 
serve as exemplars – people who are perceived as prototypical for the respective group as a 
whole, which can shape perceptions of group norms (Klein et al., 2007; Zillmann, 2002). As 
mentioned above, people seem especially prone to adhering to such ingroup norms in dein-
dividuated online communication (Reicher et al., 1995). Indirect evidence for this idea stems 
from work which showed that the status of a commenter within a group determined whether 
other users copied their prosocial and antisocial behavior (Seering et al., 2017). If users with 
high status on the SNS (i.e., moderators as well as people with a paid subscription), as com-
pared to users who did not hold such a status, displayed prosocial behavior in the stream 
chat, the next ten messages were substantially more likely to contain similar behavior. It thus 
seems plausible that also interventions from high-status group members are particularly ef-
fective. 

However, some studies could not find evidence for the emulation of counterspeech. 
For instance, Leonhard and colleagues (2018) did not find counterspeech emulation in the 
domain of anti-refugee hate speech in Germany, and mixed effects have been found for 
counterspeech against hate speech that is directed at different kinds of marginalized groups 
such as women, Jews, welfare-recipients, and members of the LGBT community (Kunst, Por-
ten-Cheé, Emmer & Eilders, 2021; Mathew et al., 2019). Thus, more research is needed to 
determine limits of and boundary conditions for the emulation effect.  

In summary, there is tentative evidence that when people interact online, they tend 
to be substantially affected by the behavior of others, which might be due to the perception 
of social norms that is informed by their actions. 

General Tonality 

Counterspeech can break a spiral of aggressiveness, leading to an overall more respectful 
discourse. For example, Obermaier and colleagues (2021) demonstrated that counterspeech 
against Islamophobic hate speech reduced the willingness of Muslim participants (i.e., mem-
bers of the targeted group) to react with hateful countercomments to the hate speech. There 
are also preliminary indications that organized counterspeech has a potentially positive ef-
fect on the overall discussion climate. A large-scale study investigated the interactions be-
tween Reconquista Germanica and Reconquista Internet on Twitter (Garland et al., 2020). 
The amount of counterspeech by Reconquista Internet was associated with decreased oc-
currence as well as decreased extremity of hate speech by transgressors. In addition, unlike 
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counterspeech by non-organized counterspeakers, which was sometimes associated with 
strong hate speech backlash, organized counterspeech under the Reconquista Internet um-
brella was only associated with more counterspeech and neutral comments. While organized 
counterspeech does not always achieve the ideal of maintaining a purely rational discussion 
(Keller & Askanius, 2020), its overall effect thus tends to pacify online discourse. 

Practical Recommendations 

In this final section, we synthesize insights on the facilitators and obstacles of online moral 
courage and its effects in order to derive practical recommendations. To promote moral 
courage in online environments, misperceptions need to be addressed and modalities of SNS 
can be leveraged to facilitate interventions across the different steps of the intervention pro-
cess, as laid out in the integrative model of moral courage (Halmburger et al., 2016). 

Highlighting Responsibility 

Through prevalent narratives like “Don’t feed the troll” and the focus on SNS providers and 
the government as responsible to combat hateful behavior through deletion and prosecu-
tion, people may not see themselves in the place to display moral courage on SNS and inter-
vene against norm transgressions. However, just as in the offline sphere, civil society can play 
an important role in creating and protecting a tolerant and inclusive environment online. This 
role should be communicated more broadly, so that people are more disposed to assuming 
personal responsibility. 

Competency 

In order to facilitate counterspeech, online users can focus on its positive effects on other 
uninvolved witnesses. While trying to change a transgressor’s mind might be quite difficult 
and often depends on characteristics that lie outside the intervener’s control (e.g., shared 
group memberships, Munger, 2017), targeting an audience of neutral and sympathetic by-
standers will often prove easier and more successful (Keller & Askanius, 2020). While there 
are some indications that different methods of counterspeech are favored depending on 
which kinds of hate speech and incivility are addressed (such as using humor to ridicule or 
compassion to connect with a norm transgressor; Mathew et al., 2019), the general rule is 
that even very short and simple counterspeech can be beneficial. SNS users can be influenced 
even by the simplest messages such as emojis (Seering et al., 2017), and simple statements 
of approval or disapproval of a message without further elaboration can already be sufficient 
to affect the discussion climate positively due to the disposition to copy behavior. Moreover, 
not even one’s own counterspeech is necessary to leave a positive impact. Bystander inter-
ventions by others can be supported at even lower effort levels by showing support and af-
firmation for counterspeech comments (e.g., by “liking” them). As mentioned above, positive 
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feedback is a driver of bystander interventions by more active interveners (Ziegele et al., 
2020). Highlighting the positive effects of low-key online behavior can help to activate and 
empower online users. 

Costs 

To facilitate online moral courage, its potential costs need to be reduced. On the one hand, 
the danger of attracting unwanted attention due to the reach of the internet can be reduced 
individually by limiting the information that is displayed to others. Many SNS enable users to 
withhold certain profile information from strangers, and users should consider which of their 
information actually needs to be publicly available, and which should only be accessible to a 
more limited audience. 

Also, a clear communication of easily and anonymously implementable measures 
such as flagging and reporting from platforms can reduce costs, due to evaluation apprehen-
sion and effort, and has been shown to be effective (Naab et al., 2018). Also increasing aware-
ness of the often substantial support for counterspeech online (Keller & Askanius, 2020) 
could further serve to reduce fears of negative reactions by a wider audience to one’s own 
intervention. 

Organized Counterspeech 

Bystander interventions can further be facilitated through the promotion of coordinated 
counterspeech efforts. Computational simulations found that the ratio of counterspeakers 
to hate speakers is strongly associated with the effectiveness of counterspeech on Facebook 
(Schieb & Preuss, 2016), and similar effects were observed on Twitter (Garland et al., 2020): 
Counterspeech becomes more effective the more people engage in it. Moreover, counter-
speech as a concerted effort makes it easier for each individual to join in. Existing groups like 
#ichbinhier and Reconquista Germanica facilitate interventions on various steps of the inte-
grative model of moral courage (Halmburger et al., 2016): Critical situations are pointed out 
(detection) and defined as requiring bystander action (interpretation). Group members are 
characterized as responsible agents (assuming responsibility) and are provided with the nec-
essary skills and training to address norm transgressions competently (skills to intervene). 
Finally, mutual support by group members can increase personal benefits of interventions 
(decision to intervene). In the face of a threatening outgroup, visibility to a supportive ingroup 
makes people speak up even for norms that might be punished by the outgroup (Reicher & 
Levine, 1994), and others’ support can be a substantial predictor for intervention behavior 
(Ziegele et al., 2020). 
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Conclusion and Outlook 

Online norm transgressions such as hate speech and bullying have become a major issue, as 
they harm individuals, groups, and the societal discourse (Vogels, 2021). Moral courage could 
play an important role in the attempt to reduce the occurrence of norm transgressions online 
and attenuate their detrimental effects especially on social media; yet, to date, this role is 
not well understood. In this chapter, following the integrative model of moral courage (Halm-
burger et al., 2016), we highlighted how some defining features of online environments and 
online communication, namely reach, connectedness, permanence, asynchrony, and ano-
nymity, might be both facilitators and obstacles at different stages of the psychological pro-
cess of moral courage. These considerations are of theoretical relevance for our understand-
ing of online moral courage and may provide a road map for its future comprehensive inves-
tigation. 

Our analysis of the consequences of online moral courage showed that it can have 
the intended positive effects. Yet, especially with regard to effects on transgressors, the evi-
dence is scarce and somewhat mixed so far. Further research is needed, especially to stake 
out under what conditions intervention exerts a positive effect on transgressors – preferably 
in realistic settings, as done by Munger (2017). Going beyond isolated investigations of ef-
fects of interventions on perpetrators, bystanders, and the general tonality, a joint analysis 
under consideration of reciprocal effects also seems advised. This allows for a more accurate 
approximation of reality and would thus advance a comprehensive understanding of online 
moral courage. 

Our systematic approach to online moral courage, coupled with the analysis of its 
consequences, further allows us to derive practical recommendations. Though the research 
on online moral courage is still in its infancy, given the first indications that it can be effective, 
it is crucial for SNS to facilitate it. For instance, platforms should protect the anonymity of 
counterspeakers. Moreover, platforms can choose to make counterspeech pronouncedly vis-
ible to their communities. Such recommendations may help to develop and govern SNS in a 
way that lowers the threshold for interventions. Moreover, our recommendations can aid 
the development of intervention training and the organization of effective, collective inter-
ventions, thereby contributing to a more peaceful and respectful online environment, while 
simultaneously reducing risks for interveners.   
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