
PHYSICAL REVIEW A 109, 063104 (2024)

High-harmonic spectroscopy of strongly bound excitons in solids
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We explore the nonlinear response of ultrafast strong-field-driven excitons in a one-dimensional solid with
ab initio simulations. We demonstrate from our simulations and analytical model that a finite population of
excitons imprints unique signatures to the high-harmonic spectra of materials. We show the exciton population
can be retrieved from the spectra. We further demonstrate signatures of exciton recombination and that a shift of
the exciton level is imprinted into the harmonic signal. The results open the door to high-harmonic spectroscopy
of excitons in condensed-matter systems.
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I. INTRODUCTION

When semiconductor or insulator systems interact with
light, their optical linear and nonlinear responses are often
dominated by features arising due to bound electron-hole pairs
known as excitons [1]. Excitons are consequential in photonic
technology [2] and play a significant role in many processes,
such as energy transfer and light absorption in biomolecules
[3,4], nanostructures [4], and solids [5,6], and have fundamen-
tal and technological applications. Bound excitons give rise
to sharp peaks in absorption and photoluminescence spectra,
which exhibit optical features such as the Stark effect [7],
Rabi oscillations [8], and Fano resonances [9]. Understanding
how they behave under external perturbations such as ultrafast
intense fields is therefore key to making use of them for future
applications like PHz electronics and guide experimental ob-
servations by providing microscopical understanding of their
pump-probe data.

Excitons arise in different forms, such as interlayer ex-
citons, optically dark excitons, strongly bound excitons, to
name a few [6,10], and are important for the properties of
bulk materials but also low-dimensional materials [11–14],
van der Walls heterostructures [15], and twistronics [16,17].
The development of methods allowing to study the dynamics
of excitons is an active area of research, including the study of
exciton formation [18], ultrafast dynamics [19–21], condensa-
tion [22], dissociation [23], and coupling to other degrees of
freedom [24,25].

While excitons are known to play important roles in many
aspects of material science, and can even dominate in lin-
ear and perturbative nonlinear spectroscopies in solids, it is
common to neglect excitonic effects in describing electron
dynamics induced by intense laser fields. This approach is in
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the spirit of the strong-field approximation of atomic physics,
in which the laser field is assumed to dominate over the
Coulomb interaction [26], thus motivating a description in
terms of independent particles. It is thus rationalized that
either excitons do not form or that any bound exciton present
in the material would dissociate during strong-field processes
[27]. In this work, however, we show that for typical laser pa-
rameters used for strong-field physics in solids, this argument
fails for strongly bound excitons. Indeed, the latter are shown
to modify the ultrafast optical response of condensed-matter
systems.

With recent experiments on exciton-mediated second-
harmonic generation [28], nonlinear exciton dynamics in THz
harmonic sideband generation [29–31], in attosecond tran-
sient reflection and absorption spectroscopy [32–35], it is
crucial to elucidate the dynamics of excitons under intense
laser fields, in order to support a complete understanding
of light-matter interactions. Here we consider their impact
on the process of high-order-harmonic generation (HHG).
HHG utilizes the ultrafast nonlinear response of a material
to generate ultrashort coherent pulses, which inherit spectro-
graphic information from the underlying electron dynamics
[36–44]. So far, most condensed-matter HHG experiments
are rationalized in terms of independent-electron models,
which ignore excitons, but are capable of describing energy-
cutoff scaling, spectral features [42,45–48], orientation and
polarization dependencies [49,50], as well as reconstruction
of band structure [51,52] and Berry curvature [53] even if
topological signatures in HHG remain elusive [54]. Experi-
mental indications of possible excitonic effects have arisen
in HHG as a plateau in rare-gas solids [55], an increased
efficiency of monolayer compared to bulk crystals [56], and
a characteristic delay dependency in pump-probe HHG [48].
However, a clear demonstration of excitonic effects related to
a controlled exciton population in HHG remains elusive. In
the semiconductor Bloch equations (SBE) formalism, it was
already indicated that excitons could be important for inter-
preting the HHG mechanisms, as the relative importance of
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interband or intraband contributions are altered if the
Coulomb interaction is tuned to reproduce accurate exciton
binding energies [57]. Further, an enhancement of specific
spectral HHG features is predicted if including the excitonic
Coulomb interactions [58–60] and attributed to be a contrib-
utor in experiments [61]. Recently, excitons have also been
predicted to influence HHG in Mott insulators and mono-
layer transition metal dichalcogenides, in the framework of
effective Hamiltonian models [62–64]. Here, however, we
do not examine systems with different degree of Coulomb
interactions, a control knob which is not accessible in any
experiment. Instead, we investigate the role of an exciton
population in a practical pump-probe scheme. We note at last
that exciton influence on HHG could be expected to share
characteristics with HHG from excited states, two-level sys-
tems, or from dopant states in semiconductors [65–67].

II. THEORETICAL MODEL AND METHODS

A few approaches may capture excitons in real-time
ab initio simulations, like nonequilibrium Green’s functions
(NEGF) [68–70], based on the generalized Kadanoff-Baym
ansatz [71]. While important progresses have been made
[21,72], this method is still numerically prohibitive, and one
often needs to employ simpler methods like time-dependent
Hartree-Fock (TDHF) [73], or the related hybrid functionals
in time-dependent density-functional theory (TDDFT) [74] to
be able to describe realistic materials or to scan over a wide
range of laser parameters and excitation conditions. Hybrid
functionals allow to explore ultrafast and nonlinear electrons
dynamics [75] with low-cost and accurate alternatives to
NEGF [76] but are restricted on, e.g., the dimensionality.
Furthermore, the formalism within TDDFT to provide access
to time-resolved visualization of the exciton wave function
[77] can thus provide insights on the exciton dynamics in
space and time and is also applicable for the more established
TDHF formalism.

In light of this, we perform real-time ab initio wave-
function-based TDHF simulations to characterize nonlinear
ultrafast exciton dynamics and investigate how excitons mod-
ify the HHG response in a realistic pump-probe setting.
Simulations are performed for a one-dimensional insulating
hydrogen crystal that has strongly bound excitons [75,78],
and is therefore ideal for unraveling the fundamental ultra-
fast exciton dynamics. Electrons are driven along the laser
polarization direction through a periodic chain of hydrogen
dimers with a bond length of 1.6 bohrs and lattice constant
of a = 3.6 bohrs. The interaction between nuclei, located
at xi, and electrons is described with the softened Coulomb
potential vion(x) = −∑

i[(x − xi )2 + 1]−1/2. The dynamics is
solved by propagating a set of orthonormal electron orbitals
ϕHF

i (x, t ), through the velocity gauge formalism of the TDHF
equation and given in atomic units as

i∂tϕ
HF
i (t ) = {

1
2 [−i∂x + A(t )]2 + vion(x)

+ vH [n](x, t ) + v̂X
[{

ϕHF
j (t )

}]}
ϕHF

i (t ).

Here A(t ) is the vector potential describing the applied
laser pulse in the electric dipole approximation. The
electron-electron interaction is described by the Hartree

FIG. 1. Part of the band structure with the valence band and
lowest-energy conduction bands. The band gap is found to be
9.45 eV.

potential vH [n](x, t ) = ∫
dx′n(x′, t )[(x − x′)2 + 1]−1/2, and

the nonlocal exchange operator, which applied to an orbital
is given as

v̂X
[{

ϕHF
j (t )

}]
ϕHF

i (t )

= −
N∑

k=1

ϕHF
k (x, t )

∫
dx′ ϕ

HF∗
k (x′, t )ϕHF

i (x′, t )

[(x − x′)2 + 1]1/2
.

The density is n(x, t ) = ∑N
i=1 |ϕHF

i (x, t )|2. The ground-state
orbitals are obtained by a self-consistent iterative process of
solving the HF equation starting from a linear combination
of atomic orbitals using the OCTOPUS software package [79].
Hereafter, the TDHF equation is propagated using an enforced
time-reversal symmetry propagator utilizing the adaptively
compressed exchange operator formulation [80], and using a
predictor-corrector scheme to guarantee that we reach self-
consistency at every time step �t , with �t = 0.242 as.
Furthermore, we apply a singularity correction to treat diver-
gent terms from the exchange energy [81], that we adapted to
the one-dimensional case.

The periodic hydrogen chain model calculation is per-
formed using a converged real-space grid spacing of 0.4
bohrs. For the crystal momentum-space grid, convergence was
achieved using 1024 grid points or increasing to 2048 grid
points for the highly excited systems. Part of the band struc-
ture of the system is given in Fig. 1. From the band structure,
we observe a direct band gap of 9.45 eV, which corresponds
to 15.24 harmonic orders of the HHG-generating probe pulse
with a wavelength of 2000 nm (∼0.62 eV).

The linear absorption spectrum is obtained by the applica-
tion of a perturbative δ kick [82] followed by a time evolution,
and is shown in Fig. 2. With this, we obtain the pump fre-
quencies for exciting the system. The first one, ωex = 3.86 eV,
corresponds to resonantly driving the transition to the strongly
bound exciton. The second one, ωbg = 9.45 eV, is resonant
with the minimum band gap, where valence and conduction
bands have a high density of states. This second transition
can provide energy for an exciton-resonant transition from
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FIG. 2. Linear absorption spectrum calculated through TDHF
with exponential dampening of the electronic current, corresponding
to a Lorentzian broadening of the absorption spectrum. The vertical
lines denote the two applied pump frequencies, the exciton-resonant
one, at ωex = 3.86 eV, and the band-gap-resonant one, at ωbg =
9.45 eV. We associate the peak just below the band-gap energy to
be a signature of excited excitonic states.

lower-energy electrons of the valence band, however, with a
weak coupling due to the low density of states at the associ-
ated section of the valence band.

Throughout our work a sin2-pulse shape is applied for both
pump and probe pulses. The duration of the pump (probe)
pulse is 25 fs (100 fs) with a peak-to-peak delay of 72.5 fs. The
probe intensity is kept at 1012 W cm−2, whereas a wide scan
of pump intensities has been explored. For the pump-probe
systems, we consider an experiment of orthogonally oriented
polarization for the pump and probe pulse, respectively, such
that the perturbative response of the pump is not present in the
HHG spectra. To account for this along the one-dimensional
model, we only consider the probe-induced current for the
spectra, which is the current induced by the probe when affect-
ing a pump-prepared system. Numerically this corresponds to
considering J (t ) = Jpump-probe(t ) − Jpump(t ), with Jpump-probe(t )
being the system response to a pump-probe scheme, and
Jpump(t ) being the system response to only a pump pulse. Here
J (t ) is the electric current, evaluated by

J (t ) =
∑
i,σ

∫
dx Re

[
ϕHF∗

i,σ (x, t )

×
(

−i
∂

∂x
+ A(t )

)
ϕHF

i,σ (x, t )

]
.

From this, the HHG spectra are obtained as

S(ω) =
∣∣∣∣ω ∫

dt J (t )e−iωt

∣∣∣∣2

. (1)

When performing the Fourier transform, a window function is
applied with a cos8 decay to attenuate the current at the very
end of the simulated interval to avoid numerical artifacts.

A. Time-resolved exciton wave functions

Central to our work is the investigation of the exciton
dynamics under intense laser interaction. For this reason, one
needs to investigate exciton properties and hence needs to con-
struct the exciton wave function. In our work, the exciton wave

function is constructed from the single-particle transition
density matrix (TDM), by the procedure of Ref. [77]. The pro-
tocol relies on the transition density matrix, which has been
helpful for the analysis and interpretation of excited states of
molecular systems. In quantum chemistry, the time-dependent
TDM has been shown to be analogous to the exciton wave
function given from Green’s function theory [83]. When ex-
tended beyond the linear response regime for TDDFT and
TDHF, the time-dependent TDM is constructed as a sum of
weighted transition amplitudes. What makes it particularly
useful is that the TDM offers a way to resolve a given ex-
citation in a spatial map constructed of pure single-particle
excitations. In that way, the time-dependent TDM, �s(x, x′, t ),
for a given excitation represents weighted transition ampli-
tudes of processes where a particle is annihilated at position x
and created at position x′ [84]. One can thus think of the TDM
as accounting for the conditional probability of finding an
electron at a certain place given the position of the associated
hole. For real-time TDHF, the time-dependent TDM can be
calculated at a specific time t utilizing the HF orbitals at that
time ϕHF

σ,i (x, t ), which have been propagated from their ground
state ϕHF

σ,i (x, t = 0) = ϕHF
σ,i (x). The time-dependent TDM is

denoted here as the difference between the time-dependent
and the ground-state one-body density matrices, which can be
evaluated as

�s(x, x′, t ) =
occ∑

i

[
ϕHF

i (x, t )ϕHF∗
i (x′, t )

−ϕHF
i (x)ϕHF∗

i (x′)
]
. (2)

For periodic systems, it is expressed using the knowledge
of orbitals inside the unit cell thanks to Bloch’s theorem.
However, the distances x and x′ of the time-dependent TDM
reside in the full crystal, given by the unit-cell volume mul-
tiplied by the number of k points used in the simulation.
Indeed, the exciton occupies the entire crystal structure. To
associate some physical insight into the TDM, we note that
the diagonal of the TDM contains the time-dependent density
response associated with the given excitation �s(x, x, t ) =
δn(x, t ), with δn(x, t ) = n(x, t ) − n(x, t = 0). Since the inte-
grated density remains constant with time, this enforces that∫

dx[�s(x, x, t )] = 0. In obtaining the time-dependent TDM
in real space, one can extract information with regards to
the dynamical exciton processes, such as dissociation rates
or charge separation rates. A complete quantitative analysis
would require to scan both the electron and hole coordi-
nates. But due to the large-scale structure of the TDM being
diagonally dominated, we conclude that qualitative features
can be inferred from the TDM with the hole placed at the
center between the two nuclei. In the following, we refer to
�s(x, x′ = 0, t ) as the exciton wave function for the case of
the hole being localized at x′ = 0.

In the reference frame of the hole, the first moment of the
exciton wave function is given as [85,86]

m =
∫

dx|x||�s(x, 0, t )|2
/∫

dx|�s(x, 0, t )|2 , (3)

and normalized to the excitation magnitude. The first moment
of the exciton wave function reveals the degree of localization
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of an excitation (in this case around x′ = 0), and can therefore
in principle allow us to distinguish between bound excitons
and free carriers. Indeed, if the material contains strongly
bound excitons, m is of a few Å since the electron is very
likely to remain near its hole. Inversely, if a material contains
free carriers and conduction bands are dispersive, then elec-
trons are delocalized throughout the crystal, and m increases
to the size of the crystal, which for our case is hundreds
of Å. Note that m is used to define the exciton radius from
ab initio simulations [87]. The exciton wave function can be
further analyzed utilizing the first moment to distinguish the
relative population of excitons and free carriers as outlined in
Appendix A.

III. RESULTS AND DISCUSSION

A. Ultrafast exciton processes for HHG

1. Exciton preparation

We first investigate how an exciton population in the ma-
terial can be created. For this, we pump the material with a
laser under different excitation conditions. We need to define
a criterion to isolate the effect of the pump laser regarding
excitation of free carriers or excitons. We determine the na-
ture of the excitation by analyzing the real-time dynamics of
the exciton wave function �s(x, x′, t ) of Eq. (2) and its first
moment as provided by Eq. (3).

Figure 3(a) reveals that while for band-gap resonant pump-
ing we only generate free carriers with a large first moment
m, for exciton resonant pumping m attains smaller values
suggesting appreciable population of excitons, as is expected
for the exciton-resonant pumping [68]. At low intensity, in-
dicated by the blue area, we generate mostly bound excitons,
as also shown by the exciton density of Fig. 3(c). For high
intensity, indicated by the red area, the population of free
carriers clearly dominates the excitation. This is also visible
from the exciton density of Figs. 3(d) and 3(e). We use m
to differentiate the nature of the excitation and extract the
number of free carriers Nfc of Eq. (A1) and the number of
excitons Nex of Eq. (A3) as outlined in Appendix A. These
are provided for the various excited systems in Fig. 3(f).
We observe that the generation of excitons by the ωex pump
deviates from the first-order perturbative response, indicated
by the dashed blue line. This deviation can be attributed to
a subsequent exciton dissociation process occurring during
the pumping, as the pump ionizes the excitons it creates.
Alternative mechanisms, such as nonlinear effects associated
with three-photon excitations directly to the band gap, are
excluded as this would reflect in a change of the slope of
the power law in Fig. 3(f). On the contrary, the ωbg-pumped
systems prepare dominantly free carriers at all intensities and
follow the perturbative scaling. We note that the difference
in the excitation magnitudes for the two pump frequencies in
Figs. 3(c)–3(f) can be rationalized from the relative resonance
magnitudes in the linear absorption spectra of Fig. 2.

To further elucidate the exciton dissociation process by the
intense pump pulses we now perform simulations of the exci-
ton dynamics under the envelope approximation, as described
in detail in Appendix B. For this, we let the exciton wave
packet evolve in time under the influence of the pump laser

(a)

(b)

(c)

(f)

(d) (e)

FIG. 3. (a) First moment, m of Eq. (3), of the approximated
exciton wave function for different pump frequencies and intensities.
The areas denote regimes where the ωex pump generates dominantly
bound excitons (blue) or free carriers (red). (b) Excitation path-
ways from the valence band (VB) to conduction band (CB) or to
exciton (Ex). The corresponding energies are ωbg = 9.45 eV and
ωex = 3.86 eV. [(c)–(e)] Exciton density for a hole at x′ = 0, after
excitation by a 25-fs pump pulse with intensities of 106, 109, and
1011 W cm−2, respectively. (f) Number of pumped free carriers Nfc

and excitons Nex in the system as of Eqs. (A1) and (A3). The dashed
lines show the linear perturbative scaling behavior for resonant ex-
citation. The highest intensity value for the ωex pump is omitted due
to the excitation exceeding the damage threshold predicted under the
electron-hole plasma model of ≈10% of excited electrons [88–90].
The quantities of [(a)–(f)] are evaluated after the pump preparation,
just before the system is driven to produce HHG.

and we place absorbing boundaries at a distance of 500 bohrs
from the center of the simulation box, to absorb the part of the
wave packet that dissociates under the influence of the laser.
This allows us to estimate the fraction of dissociated exciton
population for various laser intensities. The results of the
simulations are shown in Fig. 4. This simple modeling shows
that pump-induced exciton dissociation is a very important
when the intensity reaches values closes to 1011 W cm−2 and
above. In a pump-probe setting, the pump intensity for the
exciton transition therefore needs to be selected with care, to
not dissociate the excitons with the pump itself.

2. Signatures of exciton dissociation for HHG

We now investigate the effect of a finite-exciton population
on the HHG process by performing simulations where the
material is excited by an exciton-resonant pump compared
to the unpumped material. Differences between the con-
sidered cases (unpumped, band-gap-resonant pumping, and
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FIG. 4. Degree of ionization of the exciton induced by a pump
laser versus different intensities utilizing identical laser parameters
as for Fig. 3 in the main text. See main text for details.

exciton-resonant pumping) start to emerge when the pump
excites more than 10−5 valence electrons per unit cell. Below
such excitation degrees, only minor discrepancies around the
pump frequencies are present in the pumped systems com-
pared to the unpumped system spectra, which exhibit similar
features as those of Ref. [78].

To investigate the signatures of exciton dynamics in HHG,
in Fig. 5 we perform a time-frequency analysis of the har-
monic emission comparing the exciton-resonant pump case to
the unpumped case. Above the band gap, the time-frequency
analysis reveals that the exciton-seeded system is starting to
emit harmonics prior to the unpumped sample. The earlier
nonlinear response time can be attributed to the dissociation
of excitons requiring a weaker field strength than the excita-
tion of electrons through the band gap. The two-step process
in which an exciton is generated and afterwards dissociated
could thus play a dominant role. The dissociation dynam-
ics are directly observed if considering the evolution of the
exciton wave function in Fig. 6. The initial emission time,
at 75 fs in Fig. 5(a), corresponds to the time where sub-
stantial exciton dissociation is observed for the exciton wave

FIG. 5. Time-frequency analysis of the harmonic radiation of
the region above the exciton binding energy for, respectively, an
unpumped (a) and an exciton-seeded sample (b), obtained by
an exciton-resonant pump with an intensity of 107 W cm−2. The
2000-nm driving electric field is sketched in green and the time-
frequency analysis is performed with a Gabor transform window of
σ = 0.40 fs.

FIG. 6. Norm-squared exciton wave function as a function of
distance and time, during the HHG process. Comparing an (a) un-
pumped system with (b) an exciton-seeded system with parameters
of Fig. 5. The exciton wave function is considered within the tempo-
ral region of the probe pulse, which electric field is inserted in green.

function of Fig. 6(a), indicating that ionization of excitons is
primarily responsible for the early stage of the harmonic emis-
sion. For the exciton-seeded sample in Fig. 6(b) the exciton
wave function dissociates earlier to produce carriers within
the first conduction band and contribute to the interband tran-
sitions of Fig. 5(b).

Based on our results, we note that pumping excitons in the
sample look favorable with regard to decreasing the nonlinear
response time of a condensed-matter system compared to an
unpumped system. Similarly, pumping excitons in the sample
also look favorable for enhancing interband harmonic emis-
sion, as is considered in Appendix C.

3. Signatures of exciton recombination for HHG

Commonly, the time-frequency analysis of the harmonic
emission in solids reveals two contributions: a chirped emis-
sion related to the interband emission channel, and a chirpless
emission due to the intraband motion of the electrons [91].
The standard approach to explain the chirped trajectories
is to use a semiclassical interband model developed from
a saddle-point approximation of the SBE [92]. The model
has succeeded in describing cutoff energies, and extended to
capture imperfect collisions and umklapp scattering [93,94].
Opposed to the typical setting, if magnifying the time-
frequency analysis of Fig. 5 in Fig. 7, we observe not one
set of chirped trajectories, but two, which calls for an exciton
extended semiclassical model. We extend the model to include
recombination paths associated with excitons, but note that
imperfect collisions and umklapp scattering might also intri-
cate the dynamics here. The first step of the interband model
is the generation of a electron-hole pair at the band gap of the
solid. We note that dissociation of excitons can also impact the
ionization step of the semiclassical model. However, this leads
to the same trajectories as the formation of free carriers when
pumping electrons directly to the CBs. We therefore cannot
distinguish signatures of exciton dissociation directly from
the electron trajectories. The relative distance �x(t ) between
the generated electron and hole is now propagated from the
generation time t0 using the conduction and valence band
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FIG. 7. Magnified time-frequency analysis of Figs. 5(a) and
5(b) for, respectively, an unpumped and exciton-seeded sample.
Obtained with parameters of Fig. 5. Trajectories from our exciton-
extended semiclassical model are depicted with dotted lines. Black
color depicts trajectories recombining to the valence band and the
blue color corresponds to recombination in form of a bound exciton.

velocities vc(k) and vv (k) as

�x(t ) =
∫ t

t0

{vc[k(t ′)] − vv[k(t ′)]}dt ′. (4)

The relative velocity is expressed from the curvature of the
band structures for the valence and conduction bands, εv (k)
and εc(k), as

vc(k(t ′)) − vv (k(t ′)) = ∂[εc(k(t ′)) − εv (k(t ′))]
∂k

, (5)

with crystal momenta governed by the acceleration theorem

k(t ) = k0 + A(t ). (6)

During propagation, the electron and hole might recombine
at a recombination time tr , where �x(tr ) = 0, if neglecting
imperfect recombinations as discussed in Refs. [93,95,96]. At
the recombination step, the electron and hole pair is assumed
to recombine and emit their excess energy.

This leads to an emission of light at the separation energy
εc[k(tr )] − εv[k(tr )], which grants the emission pattern shown
by the black dots in Figs. 7(a) and 7(b). Here we extend the
semiclassical model in order to explain the other set of trajec-
tories. More precisely, we modify the recombination step to
allow recombination into an exciton with binding energy Eb

with emission of εc[k(tr )] − Eb, similar to the recombination
into a donor-doped state [67]. This leads to the emission
pattern shown by the blue dots in Figs. 7(a) and 7(b). This
recombination channel captures the second set of trajectories,
thus revealing the importance of exciton recombination in
the subcycle nonlinear electron dynamics. Since the energy
goes into the formation of the exciton, the resulting harmonic
emission energy is reduced, and the trajectories do not affect
the high-energy part of the spectrum nor the energy cutoff. We
note that similar subcycle features are observed to arise due to
HHG from excited atomic states [65].

Apart from the new set of exciton-related trajectories, our
simulations also reveal the appearance of exciton-related fea-
tures in the below-band-gap energies, as shown in Figs. 8(a)
and 8(b). For the unpumped system of Fig. 8(a), a continuous
emission of clean odd-order harmonics is observed, as well

FIG. 8. Time-frequency analysis of the harmonic radiation in the
spectral region below the band gap for, respectively, an (a) unpumped
and an (b) exciton-seeded sample, obtained by an exciton-resonant
pump similarly to Fig. 5. A window of σ = 10 fs is applied for the
Gabor transform. Dashed lines denote the locations of the exciton
peak, as well as the first exciton sidebands.

as a resonance corresponding to the energy for generating or
annihilating an exciton, as also observed in Ref. [78]. This is
the expected subcycle dynamics for intraband emission [97].
For the exciton-seeded system of Fig. 8(b) we see that the
exciton resonance is enhanced throughout and leads to con-
tinuous emission of weaker spectral features, corresponding to
sidebands of the exciton resonance, located at ωex ± 2ω. Such
sidebands occur as a consequence of the prepared population
of excitons being driven by the probe pulse to annihilate. In
doing so, the partly dissociated excitons can undergo a laser-
assisted electron-hole recollision process where photons can
be exchanged with the strong electromagnetic field [29–31].
Opposed to these THz excitonic sideband experiments, here
we predict sideband generation, where energies above 1 eV
are exchanged with the electromagnetic field. For these quasi-
particle collisions to occur, the sample needs a significant
population of excitons.

4. Signatures of exciton energy shift

In the time-frequency analysis of Fig. 8, it is observed that
the exciton features of the harmonic spectra are shifted in
energy during the interaction with the driving pulse. This leads
to, e.g., the exciton features of the harmonic spectrum having
a wider spectral width, when considering the HHG spectra in
the following Fig. 10. Such energy shift could be a result of
a weakening of the binding energy due to presence of excited
carriers, or mechanisms such as the excitonic Stark effect. We
report the energy shift to be increasing with the intensity of the
probe pulse, and thus the degree of excited carriers. To support
this, we provide time-frequency analysis with a scan of probe
intensities in the regime of 1011 to 2 × 1012 W cm−2 for the
exciton-seeded sample of Fig. 8(b). A time-frequency analysis
of the emitted harmonics during the probe pulse is given in
Fig. 9, and we clearly observe how the exciton resonance and
sidebands have a larger displacement in energy at higher pulse
intensities.

B. HHG spectroscopy of strongly bound excitons

To utilize the spectroscopic capabilities of the harmonic
exciton resonance and sidebands, we consider the harmonic
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FIG. 9. Time-frequency analysis of the below-band-gap harmonic radiation for an exciton-seeded sample, obtained by an exciton-resonant
pump with an intensity of 107 W cm−2. The probe-pulse intensity is scanned in the regime of 1011 to 2 × 1012 W cm−1 and given in the caption.
We used a window of σ = 10 fs for the Gabor transform. The positions of the exciton peak and the first exciton sidebands are denoted with
dashed lines.

emission spectra in Figs. 10(a)–10(c) for a system driven with
a 1600-, 2000-, or 2600-nm probe pulse. All our simulations
showed exciton-induced sidebands, irrespective of probe du-
ration and intensity. The signals from the unexcited system
are given by the black curves and provide clean harmonic

FIG. 10. [(a)–(c)] HHG spectra for various wavelengths for the
unpumped system versus the system prepared by an exciton-resonant
pump. The HHG driving probe wavelength is scanned across 1600,
2000, and 2600 nm, respectively, for [(a)–(c)]. The colored areas
denote the exciton resonance (blue) and the first excitonic associated
sidebands, at ωex ± 2ω (green). (d) Harmonic yield enhancement of
the exciton resonance and sidebands for λ = 2000 nm as a function
of bound exciton population, utilizing a 105–108 W cm−2 exciton-
resonant pump. Dashed lines are explained in the main text.

peaks with the inclusion of an exciton resonance at ωex.
For the exciton-seeded system, prepared with a 107-W cm−2

pump pulse, the bound-exciton population contributes to an
enhancement of the harmonic spectrum at the exciton energy,
and its spectral sidebands in the regions marked with blue and
green. This result shows that the sidebands can be observed
over a range of laser wavelengths and are a robust feature
of HHG from exciton-seeded materials. Using our simulated
pump-probe setup, we now vary the exciton population by
varying the pump intensity, and we track how the exciton
resonance and sidebands are enhanced when increasing the
exciton population. We find that the exciton peak and the
sidebands follow the same power law N0.92

ex [see dashed lines
in Fig. 10(d)], confirming their common origin. This scal-
ing deviates from the expected linear scaling, indicating that
other processes such as probe-induced exciton dissociation
are taking place during the probe pulse. We note that at high
degree of exciton preparation, ±4ω sidebands start to emerge
in the HHG spectra but the associated enhancement is too
low to be properly analyzed. Importantly, the direct relation
between the population of bound excitons and the spectral
weight of the exciton peak and sidebands opens the door to
ultrafast all-optical method of probing of exciton population.
We also note that longer wavelengths seem to produce more
intense exciton peaks and sidebands. It is therefore interesting
to employ longer wavelengths to probe excitonic signatures.

IV. SUMMARY AND CONCLUSION

In summary, we investigated how a prepared population
of strongly bound excitons affect HHG in a one-dimensional
solid, by modeling a pump-probe setup, thus gaining insight
into ultrafast exciton dynamics and revealing signatures of
exciton dissociation and recombination. The behavior of exci-
ton preparation under an intense pump was studied, revealing
that the pump can dissociate the excitons it creates, leading to
more free carriers than excitons when the pump reaches high
intensities. The role of strong-field-driven excitons in HHG
was further examined depicting intricate spectral features. The
key spectral findings were found to be twofold: the presence of
an exciton level allows for new excitation and recombination
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pathways. To reveal this, we developed an exciton-extended
semiclassical interband model, from which we could explain
how the carriers recombine into bound excitons. In addition,
we observed how the presence of a finite population of bound
excitons is able to enhance the HHG process in the region
of the excitonic resonance, in particular leading to excitonic
sidebands whose intensity was found to be close to propor-
tional to the exciton population. We finally proposed HHG
spectroscopy as a viable method of extracting information
both regarding finite population of strongly bound excitons
as well as regarding their strong-field-driven dynamics. The
emergence of sensitive on-chip techniques for PHz-scale
optical-field sampling provides experimental possibilities to
temporally unravel such ultrafast light-driven exciton dynam-
ics [91]. There are still interesting questions to be addressed.
While we have investigated strongly bound excitons, the
role of continuum excitons as observed in semiconductors,
carrier-induced screening, exciton-exciton interaction, and di-
mensionality remains to be explored.
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APPENDIX A: NUMBER OF EXCITONS
AND FREE CARRIERS

We want to extract information from the exciton wave
function �s(x, x′ = 0, t ) to give a description of the number
of excitons or free carriers in a given excitation. To do this,
we consider the exciton wave function and assume that it
consists of the contributions from excitons and free carriers.
We assume that exciton population gives a localized exciton
wave function or, in other words, a large conditional prob-
ability of finding the electron near its hole. As observed in
Figs. 3(c) and 3(d), an exciton will attain a wave function
with exponential scaling with distance and a first moment
of less than 5 Å. The other contribution to the exciton wave
function is originating from free carriers. We assume that
these latter carriers provide a relatively uniform distribution
of the exciton wave function with regards to distance. This
is since the excited carriers are traversing freely throughout
the lattice and thus have a uniform conditional probability
for finding electron relative to its hole. Based on these two
different contributions to the exciton wave function, we can
interpret the ratio of such contributions to imply the ratio of
excitons to free carriers for a given excitation. Normalizing
these measures with the number of excited valence electrons
per unit cell Ne, we can obtain the number of excitons Nex and
the number of free carriers Nfc for a given excitation.

The number of free carriers can be calculated as the contri-
bution of the exciton wave function, which is uniform with

respect to distance. To calculate this contribution, we inte-
grate the exciton wave function from beyond the point at
which the excitonic contribution is dominant, which we de-
note as the exciton radius rex. The average value of the exciton
wave function in this region is then extended across the full
crystal length L, being a times the number of momentum
space grid points, to give the free-carrier contribution to the
exciton wave function. The ratio of this contribution to the
total size of the exciton wave function provides the ratio of
free carriers for the excitation and multiplying with number
of excited valence electrons, we obtain the number of free
carriers as

Nfc(t ) = Ne(t )
L

L − rex

∫ L
rex

dx|�s(x, 0, t )|2∫ L
0 dx|�s(x, 0, t )|2

. (A1)

The radius of the bound exciton is in Fig. 3(a) identified to
be rex = 5 Å for the model system in the low-exciton concen-
tration regime. The number of excited valence electrons per
unit cell is defined as

Ne(t ) = Ntot −
occ∑
n,n′

∣∣〈ϕHF
n (t )

∣∣ϕHF
n′ (t = 0)

〉∣∣2
, (A2)

and is computed during our simulations, with Ntot being the
total number of valence electrons. This allows us to compute
Nfc(t ) from Ne(t ) and �s(x, 0, t ). The remaining excitation
must then consist of excitons, which can be found from

Nex(t ) = Ne(t ) − Nfc(t ). (A3)

We note that with the definitions from Eqs. (A1)–(A3) a com-
pletely uniform exciton wave function will give Nfc = Ne and
Nex = 0. Similarly the limit of completely localized electron
wave function within rex will provide Nfc = 0 and Nex = Ne.

It is interesting to compare our definition with prior works.
In the context of semiconductor Bloch equations, a lot of
effort has been devoted to define the coherent population
of excitons. An extensive discussion can be found in the
chapter “Coherent vs incoherent excitons” of Ref. [98]. In
this chapter, one finds that the electron-hole pair correlation
function [Eq. (27.27)] is nothing but the square modulus of
the exciton wave function defined in our work. As explained
in the book chapter, see in particular Eq. (27.29), this contains
a “background contribution” [see in Eq. (27.30)]. While we
do subtract this background, we do not do it as in the work
of Koch and Kira, as we still have the contribution from the
second term of their Eq. (27.31) included. Removing this con-
tribution would require solving an extra equation, equivalent
to their Eq. (27.34), and it is unclear what this equation would
be in the context of TDHF. We therefore have defined a
quantity which is free of the uncoherent background of free
carriers, but this is not exactly the “true exciton population”
defined by Koch and Kira [98].

APPENDIX B: EXCITON MODEL WITHIN THE
EFFECTIVE MASS APPROXIMATION

To further understand the effect of the probe laser on the
exciton population, we modeled the dynamics of the exciton
within the effective mass approximation. For this we fol-
low the works of Ogawa and Takagahara [99,100] that we
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extend to the time-dependent case. Here we review the deriva-
tion starting from a three-dimensional two-body electron-hole
time-dependent Schrödinger equation within a laser field lin-
early polarized along the z direction:

i∂t�(re, rh, t ) =
(

1

2me
[−i∇e + A(t )]2

+ 1

2mh
[−i∇h − A(t )]2 + Ue(re)

+Uh(rh) + V (re, rh)

)
�(re, rh, t ),

where �(re, rh) is commonly referred to as the exciton en-
velope function, me (mh) is the effective mass of an electron
(a hole), V is the Coulomb interaction, Ue (Uh) the confining
potential acting on the electron (hole), and A(t ) = A(t )êz is
the vector potential of the laser.

Assuming a strong confinement of the carriers in the lateral
directions, we can apply the envelope approximation, which
assumes that [100]

�(re, rh, t ) = eiKZ fe(xe, ye, t ) fh(xh, yh, t )φ(re − rh, t ),

where Z and K are z coordinates of the center of mass of the
exciton and the corresponding wave number, and fe and fh are
the lowest subband functions in the lateral directions for the
electron and the hole. Finally, φ describes the relative motion
of the electron and the hole. After some algebra, and assuming
that fe and fh remain normalized to unity at all times and that
φ only depends on z = ze − zh, we obtain a one-dimensional
time-dependent Schrödinger equation

i∂tφ(z, t ) =
{

1

2μ

[
∂z + A(t )

]2

+ 1

2(me + mh)
K2 + Veff (z)

}
φ(z, t ),

where μ is the exciton reduced mass, Veff (z) =∫
dxedyedxhdyhV (re, rh)| fe(xe, ye)|2| fh(xe, ye)|2 is the

confinement potential. We used here the fact that the
confining potentials Ue and Uh are time independent, and
hence the Veff is time independent. Assuming that the energy
of the center-of-mass motion 1

2(me+mh ) K
2 remains constant

during the time evolution, this term can be transformed
away, and we have thus reduced the exciton problem to
time evolution of a one-dimensional problem of a single
particle within an electric field, with the only change that
the particle has a reduced mass μ. This equation is easily
solved using any software capable of propagating in time a
one-dimensional time-dependent Scrödinger equation and,
in this work, this is numerically solved using the OCTOPUS

code [79]. We employed here a grid spacing of 0.4 bohrs,
and used a simulation for a radius 600 bohrs, including
100-bohrs-wide absorbing boundary region using a complex
absorbing potential of height 0.2 a.u. with a sine-square
envelope [101].

FIG. 11. High-harmonic generation spectra for the systems pre-
pared with a large population of bound excitons with ωex or
free carriers with ωbg. The excited systems are prepared with a
108-W cm−2 ωex pump or a 1012-W cm−2 ωbg pump to generate a
strong excitation of, respectively, bound excitons or free carriers.
The total excitation prepared by the ωbg pump is 2.3 times larger
than the excitation generated by the ωex pump, as given in Fig. 1(f)
of the main text. The harmonics is obtained when driven with a
2000-nm probe of intensity 1012 W cm−2. The exciton resonance
and the band-gap energy are marked with a blue dashed and red
dashed-dotted line, respectively. For illustrative purposes, the spectra
have been smoothed. See text in Sec. III for pulse durations and
delay.

APPENDIX C: EXCITON-SEEDED
INTERBAND ENHANCEMENT

In the strong excitation regime, we have investigated the
spectral features arising from a large population of free car-
riers or excitons. To do this, we consider an exciton-seeded
system prepared with a 108-W cm−2 ωex pump, which is
known to produce a large population of bound excitons from
Fig. 3(f). To compare, we choose a 1012-W cm−2 ωbg pump, as
this generates an excitation, which is 2.3 times larger in mag-
nitude than the ωex pump, but consists mainly of free carriers
with a small fraction, 1%, of bound excitons. Here excitons
can be generated both as a consequence of free-carrier recom-
bination, or by the ωbg-pump coupling directly to excited or
ground exciton states from the valence band. Both systems
are now prepared in a state with a large excitation and we
thus observe a more convoluted system response in Fig. 11.
Considering, e.g., the free-carrier-seeded system response, we
see an enhancement of the exciton resonance and side peaks as
well since this system is also seeded with a significant fraction
of excitons. Actually, the number of excitons generated here
is comparable with the exciton-seeded system of Fig. 10(b),
which shows a similar enhancement of the exciton-related
peaks. For the intense exciton-seeded spectrum in Fig. 11, we
observe a more significant enhancement of the exciton peak
and side peaks. Furthermore, we also observe the exciton-
seeded sample to exhibit an enhancement across the first
plateau. This enhancement can be attributed to a significant
part of the seeded bound exciton population dissociating to
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FIG. 12. Number of excitons Nex and free carriers Nfc as a func-
tion of time, in blue for pump and probe, and in black for the
probe-only case. Parameters of Fig. 11 are used, alongside a probe-
only calculation.

free carriers, during the probe pulse. Interestingly, our TDHF
calculation predicts that seeding the sample with excitons is
expected to be more efficient than seeding the sample with
free carriers for above band-gap harmonic enhancement. This
is despite of the fact, that here in Fig. 11, the degree of
excitation in the free-carrier-seeded system is 2.3 times larger
than the excitation of the exciton-seeded sample.

Utilizing the temporal dependency of the exciton wave
function, we considered the temporal behavior of the num-
ber of excitons and free carriers during both the pump and
probe processes, as shown in Fig. 12 for the exciton-seeded
system. During the first 25 fs, the pump generates both ex-
citons and free carriers. Hereafter, from 35 to 135 fs, the
probe generates and dissociates excitons and generates free
carriers. We note that the number of excitons and free carriers
are generally gauge dependent during the interaction with an
external electromagnetic field. Therefore, we only use these
quantities for interpretation at field-free gauge-invariant time
instances. From the pump-probe results, we conclude that
the vast majority of the excitons generated by the pump are
annihilated by the probe, as expected from an intense laser
pulse. After the probe, the system has more free carriers than
excitons, even if we started originally from mostly having
a bound-exciton population. Comparing with the probe-only

FIG. 13. Ratio of the number of excitons Nex before and after
the probe pulse (circles), and ratio of the number of free carriers Nfc

before and after the probe pulse (crosses), as a function of pump
intensity.

results, it appears that originally pumped excitons seem to
contribute with an increase in the number of free carriers in
the sample after the HHG process and an increased number
of excitons. We therefore conclude that the presence of bound
excitons in a sample can significantly change how the number
of free carriers develops as a result of the HHG process.
We performed this analysis for various pump intensities, as
shown in Fig. 13. In the low-intensity regime, a large fraction
of bound excitons generated by the pump are dissociated by
the probe pulse to inject a significant contribution of free
carriers. However, interesting, for higher pump intensity, for
which a larger bound exciton population is prepared in the
sample, the probe pulse injects less carriers, and dissociates
less excitons (with a notable exception for 109 W cm−2). This
is another proof that the presence of bound excitons in the
sample affects the probe-induced carrier dynamics, even in
the strong-field regime. Importantly, we note that unlike what
could be expected, having more excitons in the sample before
the pump laser comes in does not lead to more excitons being
dissociated, and for 1011 W cm−2, we even end up with more
bound excitons after the probe pulse than before, confirming
the important role of the electron recombination pathway to
generate bound excitons.
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