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Abstract

Characterising the effects of correlated fluctuations in nonequilibrium systems is
an essential step in modelling many natural and synthetic processes. This thesis
uses stochastic and field-theoretical approaches to investigate the rich macroscopic
behaviour arising from nonequilibrium fluctuations in two systems: strong elec-
trolytes driven by an external electric field and chemotactic particles with generalised
gradient-sensing mechanisms. The common feature shared by these systems is the
presence of nonlocal Coulombic interactions among their constituent particles. In
electrolytes, these are electrostatic interactions governed by the Poisson equation;
in chemotactic systems, on the other hand, diffusing chemical signals secreted by
each particle mediate nonlocal interactions, which, in the limit of fast-diffusing
signals, are governed by a similar Poisson relation.

In the first case, we study the stochastic dynamics of a driven electrolyte
using the Dean–Kawasaki formalism and show that it exhibits scale invariance
notwithstanding the Debye screening effects. Accordingly, the correlation functions
of the driven electrolyte take power-law forms, in sharp contrast to the exponentially
screened correlations in equilibrium electrolytes. These correlations give rise to
fluctuation-induced forces between neutral boundaries that confine the electrolyte.
In the Casimir geometry, we show that these nontrivial forces are generally long
ranged and have transient parts that decay algebraically over time. We also find
that the steady-state fluctuation force can be tuned in magnitude and direction
by adjusting the external electric field.

In the second case, our focus is on self-chemotactic systems, namely collections
of living or synthetic particles that release fast-diffusing chemical signals in their
environment while responding to signal gradients by adjusting their motion. Based
on scaling analysis and microscopic considerations, we devise a natural generalisation
of the conventional Keller–Segel model by incorporating the effect of particle
polarity into the stochastic density equations. We examine the associated large-scale
properties of the system, first by studying its symmetry properties where we identify
an emergent Galilean symmetry, and then through dynamical renormalisation group
analysis of its critical state. We find exact scaling exponents, which show that density
fluctuations are super-diffusive and the number fluctuations are non-Poissonian.
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Chapter 1

Introduction

Nature is slow, but sure; she works no faster than need be;
she is the tortoise that wins the race by her perseverance.

— Henry David Thoreau

A major goal in statistical physics is to identify and predict the emergent

macro-scale properties of interacting systems using simple mathematical models

and physical arguments [1]. For most systems with weakly correlated degrees of

freedom, appropriate coarse graining and mean-field analysis provide an adequate

large-scale description in the spirit of the central limit theorem [2]. In the presence of

strong fluctuations and correlations, on the other hand, coarse-grained distributions

are governed by scaling functions whose form should be determined using field-

theoretical techniques, such as scaling analysis and the renormalisation group

theory [2–4]. Strong correlations ubiquitously arise out of equilibrium and in

dynamical settings, e.g. as a result of conservation laws in dynamics [5, 6];

consequently, one finds a rich phenomenology of novel scaling behaviour in natural,

biological, and synthetic systems [7–11].

Historically, one of the earliest applications of statistical physics has been in

theoretical studies of electrolyte solutions. These originally began with Arrhenius’s

mean-field model of electrolytes as ionised salts treated like an ideal gas; this model

soon proved to be incorrect for strong electrolytes – which show deviations from
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1. Introduction

the ideal gas law even at low salt concentrations – and it initiated many efforts,

eventually culminating in the celebrated Debye–Hückel model [12, 13]. Ever since

the seminal work of Debye and Hückel, systems with Coulombic interactions have

occupied a central part in statistical physics.

Coulomb interactions – i.e. interactions that derive from a potential that

satisfies a Poisson equation and in d dimensions falls off with distance as 1/rd−2

– are prevalent in nature, for instance in gravitational systems, plasmas, and two-

dimensional vortices [14, 15]. In addition, the Poisson equation also governs the long-

time limit of a diffusion process with source terms [16]; as such, collections of living

or synthetic entities that interact through diffusive fields may also be considered as

Coulomb systems in certain regimes [17–24]. Furthermore, Coulomb systems have

played an essential role in the studies of two-dimensional systems, particularly in the

context of Kosterlitz–Thouless physics which encompasses a range of phase changes

such as the superfluid and superconductor transitions [25, 26]. Related ideas based

on the phenomenology of topological defects have been elemental in unraveling the

rich collective behaviour of cells, bacteria, and active particles – namely particles

that consume or convert energy in order to move and exert forces [7, 27].

In equilibrium systems, it is known that to obtain a sound physical description of

different phases and phase transitions of Coulomb systems, correlation effects need

to be appropriately addressed in the corresponding statistical models, as they are

responsible for such important effects as counterion condensation and transitions in

the conductivity of electrolytes due to ion pairing [12]. Nonequilibrium systems with

long-ranged Coulomb-like interactions, however, have been mainly studied through

mean-field models, and a general understanding of their correlation effects is still

far from complete [15, 28]. Given the rich phenomenology of collective behaviour

that can emerge out of equilibrium, one may anticipate many unusual features to

arise from fluctuations in nonequilibrium Coulomb systems.

In this thesis, we focus on the out-of-equilibrium behaviour of two systems with

long-ranged Coulombic interacting units: strong electrolytes driven by an external
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1. Introduction

electric field, and chemotactic particles with generalised gradient-sensing mecha-

nisms. Based on the Dean–Kawasaki approach [29–31], we construct appropriate

stochastic descriptions to go beyond the conventional mean-field models of these

systems, and we find novel nonequilibrium effects such as long-range fluctuation-

induced forces with algebraic transient regimes in the case of driven electrolytes

and an unconventional polarity-induced sensing mechanism that leads to exact

scaling laws in chemotactic systems.

In particular, in the case of driven electrolytes, we focus on the stochastic

dynamics of ions in a charge-neutral strong electrolyte driven by an external electric

field. Through systematic coarse graining and scaling analysis of the microscopic

Langevin description, we derive effective equations that describe the long-time

and large-scale density and charge fluctuations in the driven electrolyte. We then

show that these fluctuations generically exhibit an emergent scale invariance, with

novel power-law correlation functions manifestly different from the familiar screened

correlations in equilibrium electrolytes. A consequence of these fluctuations is that

confining them gives rise to long-ranged, unscreened fluctuation-induced forces

on the boundaries, with nontrivial implications on force propagation across the

electrolyte. Crucially, the emergence of these long-ranged forces shows that the

screening phenomenology of the Debye–Hückel theory does not necessarily apply

to charge-neutral systems out of equilibrium, and taking into account the effect of

nonequilibrium fluctuations is crucial, e.g. for obtaining a correct understanding

of the ranges and time scales associated with force propagation.

We also study the collective phenomena and scaling properties of self-chemotactic

systems, namely collections of particles that release chemical signals in their

environment while responding to signal gradients by adjusting their velocity. In

particular, we focus on the limit of fast-diffusing chemical signals, in which case the

mediating field is Coulombic and follows from a Poisson equation. Our systematic

approach here ranges from considerations regarding the dynamics of individual

particles at microscopic scales – where we propose a higher-order gradient-sensing

mechanism that arises from polarity effects of the particles – to the macroscopic

3



1.1. Overview

Microscopic
(individual dynamics) 

Mesoscopic Macroscopic
(collective behaviour) 

particle 
length scale

Renormalisation group 

Collapsed Phase

Dispersed Phase

Moment expansion Dean-Kawasaki 

typical particle 
distances

Figure 1.1: Schematic of a chemotactic system across different scales and the general
methods we use in Chapter 4 to investigate each scale.

domain, where we investigate the collective properties of the chemotactic colony with

the polarity-induced interactions using scaling analysis, symmetry considerations,

and renormalisation group techniques (see Fig. 1.1). We find exact scaling laws

at the collective level, which expose the super-diffusive nature of the density

fluctuations and the existence of anomalous, non-Poissonian number fluctuations in

the system. Importantly, employing the combination of top-down and bottom-up

approaches in studying the chemotactic dynamics enables us to reveal how seemingly

unimportant modifications in the motion of individual particles can lead to novel

scaling behaviour and emergent symmetries at the collective level.

1.1 Overview

The bulk of the investigations carried out in this thesis has been published in

Refs. [32, 33] and Ref. [34], which correspond to Chapters 3 and 4, respectively.

The organisation of the thesis is as follows. In Chapter 2, Sections 2.1 and 2.2, we

provide some background on pertinent points regarding electrolytes and chemotactic

systems. In Section 2.3, we review the main aspects of the field-theoretical methods,

4



1. Introduction

including the Dean–Kawasaki (DK) formalism and dynamical renormalisation group

(RG) techniques, which are employed in the theoretical models in later chapters.

Chapter 3 is concerned with fluctuation-induced forces (FIFs) in driven elec-

trolytes. In Section 3.2, we examine the stochastic dynamics of the driven electrolyte

using the DK equation and the scaling analysis of its nonlinear terms, which enable

us to derive approximate linearised equations for the density and charge fluctuations

at large scales. The density and charge correlation functions of the bulk driven

electrolyte are evaluated in Section 3.3, and their long-ranged form is discussed in the

context of generic scale invariance in anisotropic conserved dynamics. In Section 3.5,

we use the Maxwell stress tensor to calculate and analyse the nonequilibrium FIF

exerted by the electrolyte on uncharged confining walls in a flat Casimir geometry,

both in the transient regime after the external field is switched on, as well as for

the long-time and steady-state regimes.

In Chapter 4, we focus on the dynamics of a self-chemotactic system. We start

in Section 4.2 from the stochastic Keller–Segel (KS) model and discuss the limit of

fast-diffusing chemical signals. In addition, we extend the KS model by including

processes that stochastically activate and inactivate particles’ chemotaxis machinery.

We analyse different phases of the system and identify the critical state that separates

the unstable collapsed phase from the stable uniform configuration. In Section 4.3, we

turn to scaling analysis of the critical dynamics and determine the relevant nonlinear

couplings. In Section 4.4, we propose toy models that describe the microscopic

mechanisms, due to polarity and other higher-order gradient effects of the particles,

that are associated with the identified nonlinear couplings. The symmetry properties

of the nonlinear couplings are examined in Section 4.5, where we also discuss an

emergent Galilean symmetry of the chemotactic Langevin description. In Section 4.6,

we use RG techniques to analyse the macroscopic dynamics of collections of particles

with the unconventional polarity-induced chemotaxis, and we calculate the scaling

exponents exactly from the exponent identities that are provided by the symmetries.

Chapter 5 concludes the thesis with a summary of the results and potential

future directions.

5
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Chapter 2

Background: Electrolytes,
chemotaxis, and field theory

When you change the way you look at things,
the things you look at change.

— Max Planck

This chapter discusses a few pertinent points about electrolytes and chemotactic

systems, which will be used for the analyses presented in their corresponding

chapters. We will also briefly review the stochastic and field-theoretical methods and,

in particular, the Dean–Kawasaki (DK) approach and renormalisation group (RG)

theory, which we will employ in our theoretical investigations in Chapters 3 and 4.

2.1 Electrolytes

Apart from their importance in the development of statistical physics, electrolytes

play critical roles in many scientific and technological contexts. The extensive

studies of electrolyte solutions have been in part motivated by their relevance to

a wide variety of practical applications in, e.g. nanosciences, polymer studies,

colloidal sciences, and electrokinetics [28, 35–43]. The general theme of counterion

screening effects in charge-neutral electrolytes, first provided by the Debye–Hückel

(DH) model, has been elemental in both theoretical and experimental developments

in these directions. However, as we will discuss below, several recent experimental
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2.1. Electrolytes

observations seem to challenge this screening picture and call for novel approaches

to examine the behaviour of nonequilibrium and concentrated electrolyte solutions.

2.1.1 Poisson–Boltzmann and Debye–Hückel theories

Simple models of electrolyte solutions focus on electrostatic interactions among

the ions and the thermal effects caused by collisions with the solvent molecules at

finite temperatures; other effects, e.g. forces arising from the physical and chemical

structure of the solvent, are generally neglected in such simple approaches [44, 45].

In this spirit, mean-field descriptions such as the celebrated Poisson–Boltzmann

(PB) equation are obtained by combining those equations that govern the electro-

static interactions among the charged particles (the Poisson equation) with the statis-

tical weights that describe the distribution of the charges (e.g. Boltzmann statistics

in equilibrium) while neglecting correlated fluctuations in those distributions.

Let us consider the simple case of a strong symmetric electrolyte in d = 3

dimensions that consists of an equal number of cations and anions with charges

±Q; these ions freely move in a solvent background which is characterised by

permittivity ε. Denoting the density of cations and anions by C± and their local

difference by ρ = C+−C−, the electric potential φ follows from the Poisson equation

as −∇2φ = 4πQρ/ε. This equation holds exactly at each instant of time. Note

that ignoring the electrostatic interactions altogether amounts to replacing C±

by their average values, say C0, which then leads to a vanishing charge density

and electric field everywhere in space [12].

To proceed with the analytical treatment while keeping the interactions in the

picture, one can make use of mean-field approximations by substituting C± with

their mean-field expressions C0e
∓βQφ; these expressions relate the local densities

of cations and anions to their bulk (undisturbed) densities through the thermal

Boltzmann factor, which is itself expressed in terms of the local electric potential

and the inverse temperature of the solvent β = 1/(kBT ). Since the ionic densities

are subject to thermal fluctuations, the Boltzmann weights do not represent their

8



2. Background: Electrolytes, chemotaxis, and field theory

exact values at each instant of time but only hold in an averaged sense. Substituting

these weights into the Poisson equation yields the nonlinear PB equation

−∇2φ = 4πQC0

ε

(
e−βQφ − eβQφ

)
. (2.1)

Apart from special cases, solving this nonlinear differential equation is usually

not feasible except by numerical methods.

For βQφ � 1, one can make further progress by expanding the Boltzmann

factors; this is often a reasonable approximation at room temperature and for

potentials below ∼ 25mV, a condition that is satisfied by many physiological

solutions [44]. The linearisation ultimately leads to the DH equation

−∇2φ = κ2φ, κ2 ≡ 8πQ2C0

εkBT
, (2.2)

where λD = κ−1 represents a length scale referred to as the Debye screening length,

and it is often of the order of 1-10 nm in aqueous solutions [44]. The solutions to

Eq. (2.2) at long distances have a screened Coulomb (or Yukawa) form φ ∼ e−κr/r,

and they are thus exponentially screened beyond λD. This shows that despite

the long-range nature of the electrostatic interactions, an electrolyte solution is

effectively short-range interacting since the electric potential that mediates the

interactions is screened in the presence of opposite charges (counterions). The

DH theory provides a convenient starting point for theoretical investigations of

charged solutions in a variety of conditions [12].

The idea of Debye screening is, in fact, rather general and with appropriate

modifications could be applied to a variety of settings. Loosely speaking, the Debye

screening reflects the preference of each ion to be in the vicinity of oppositely

charged ions, and such a configuration reduces the strength of their net electric field.

As the average ionic density C0 in the solution is increased, the counterion screening

effects are intensified and the associated Debye length decreases as λD ∼ 1/
√
C0

1.
1This square-root behaviour is also the origin of the Kohlrausch’s law for the decrease in the

conductivity of strong electrolytes with salt concentration, caused by the pronounced relaxation
effects and electrophoretic forces [46, 47].
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2.1. Electrolytes

2.1.2 Electrolytes and fluctuation forces

The DH theory has played an important role in colloidal studies, and in particular

in the development of the Derjaguin–Landau–Verwey–Overbeek (DLVO) theory of

colloidal stability [41, 48]. The DLVO theory is a simple phenomenological model

aimed at describing the stability of colloidal suspensions based on the repulsive

electrostatic forces and the attractive Van der Waals (VdW) interactions that

arise from thermal and quantum fluctuations in the molecules of the colloidal

particles [49, 50].

The electrostatic contribution stems from the osmotic pressure of the mobile ions

near the surfaces of the colloidal particles (within the so-called electric double-layer),

and it is subject to Debye screening effects. As such, this contribution becomes

negligible beyond λD, while at close separations the mathematical expression for

the interaction potential is given by UEDL ∝ e−κr with a proportionality constant

that depends on the geometry [44].

VdW interactions, on the other hand, are caused by dipolar interactions between

molecules as a result of their correlated thermal and quantum fluctuations. VdW

forces are long-ranged and fall off as power laws. A simplistic picture of VdW forces

in the most elementary case, namely for neutral molecules at large separations, is as

follows: an instantaneous polarisation due to thermal or quantum fluctuations in one

molecule gives rise to a dipolar field that decays as ∼1/r3 with distance. This field

can induce a dipole in other molecules, with their average moment being proportional

to the strength of the inducing field. In turn, the induced dipole creates a dipolar

electric fields in the place of the original molecule, again falling as ∼1/r3. Putting

these together, one can see that the interaction potential goes as UV dW ∼1/r6 2.

Within the DLVO theory, one assumes the net force on each colloidal particle is

given by the superposition of double-layer and VdW forces, and the competition

between them determines the stability of the suspension. VdW interactions are

dominant at larger separations and thus tend to bring the particles close to each
2The London dispersion contribution is subject to retardation effects at larger separations,

where it decays as ∼ 1/r7 [44].
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2. Background: Electrolytes, chemotaxis, and field theory

other, whereas the double-layer interactions have a repulsive but short-ranged

contribution. Depending on the relative strength of these two, the net interaction

potential may become non-monotonic in some cases, with an energy barrier that

prevents the coagulation of the colloidal particles [44].

Casimir force

VdW forces are many-body interactions, and they are not additive; as a result,

direct theoretical analysis of VdW forces acting between macroscopic bodies is

challenging [49]. A workaround in the continuum limit, i.e. when the separation

between the boundaries of the bodies is much larger than inter-molecular distances

within each boundary, is to make use of thermodynamic relations, as these enable

one to directly derive the force in terms of volume derivatives of the appropriate free

energy. Such an approach, for the different problem of quantum fluctuation–induced

forces (quantum FIFs), was first employed by Casimir [51]. Casimir’s seminal work

revealed that two neutral conducting plates held in parallel at zero temperature vac-

uum attract each other; this ‘force from nothing’ was later observed experimentally

and it has found applications in, for instance, nanosciences [35, 52–56].

The main idea behind the Casimir force is that the conducting plates impose

boundary conditions on quantum electromagnetic fluctuations in the space between

them, and the resulting difference in the fluctuation spectrum with that of the outer

space gives rise to an effective force on the plates [56, 57].

Let us outline a simple semi-classical calculation of the Casimir effect in d = 3

spatial dimensions and at zero temperature (i.e. only focusing on the quantum

fluctuations). For perfect conducting boundaries located at y = 0 and y = H, the

Maxwell equations are subject to the macroscopic boundary condition that the

tangential component of the electric field has to vanish at the location of the plates;

therefore, the allowed fluctuation modes in the y direction become discrete and are

given by ∼ sin(nπy
L

), while the fluctuating modes in the x and z directions remain

unrestricted. This modification of the modes also affects the zero-point energy of
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2.1. Electrolytes

the vacuum fluctuations per unit surface of two plates as [58]

Uem(H) = 2
ˆ d2ks

(2π)2

∑′

n

1
2~ωn(ks) with ωn(ks) = c

√
k2
s + n2π2

H2 , (2.3)

where we have used the dispersion relation ω = c|k| with c representing the speed of

light. In this expression, the prefactor 2 accounts for the two possible polarisations

of the field, while the primed summation
∑′ includes an additional factor of 1/2

for the n = 0 to account for the one possible polarisation of the n = 0 mode. The

force per unit area, or pressure, acting on the plates is readily obtained from the

standard relation pem(H) = −∂HUem(H). There is a subtlety in Eq. (2.3): this

expression is formally divergent by contributions that arise from |k| → ∞ modes.

These are, however, short wavelength modes that are not affected by the presence

of the boundaries, and they will be balanced by the contribution from the outer

space, namely by lim
H→∞

∂HUem(H). The final result for the Casimir pressure, after

appropriate regularisation of the high-momentum contributions, is given by [56, 58]

pem(H) = − π2

240
~c
H4 ≈ −1.3× 10−5

(1µm
H

)4
atm. (2.4)

The negative sign indicates that the Casimir force is attractive. The corresponding

Casimir force for two plates of area ∼ 1 cm2 at micrometer distances is found to

be comparable with the weight of a millimeter-sized water droplet [57].

The Casimir pressure is a purely quantum mechanical effect as it is evaluated at

zero temperature. At finite temperatures, one has to derive the pressure from the

appropriate free energy, which also contains an entropic contribution in addition

to the energy; moreover, for a consistent treatment, the thermal fluctuations of

the boundary media should also be taken into account [58]. These extensions were

achieved within a continuum approach in Lifshitz’s seminal calculation, which is

based on the stochastic electromagnetic equations and also takes into account the

finite polarisability of the boundaries [59].

A simpler line of derivation, similar to Casimir’s zero point energy method, relies

on calculating the free energy of the photons at finite temperatures, namely [49]

fph(ωj) = −kBT log
∞∑
n=0

e−β~ωj(n+1/2) = kBT log
[
2 sinh

(1
2β~ωj

)]
, (2.5)

12



2. Background: Electrolytes, chemotaxis, and field theory

for each allowed surface mode ωj – i.e. modes that are sensitive to the boundary

separation and their amplitude decays to zero away from the boundaries. The

set of allowed modes {ωj} are directly determined by the boundary conditions of

the Maxwell equations, and they depend on geometrical factors such as the plate

separation H, as well as the permittivities of the boundaries and the intermediate

media (which are, in general, frequency dependent). These modes can be concisely

represented as the solutions of a secular equation, RH(ω) = 0, whose zeros are

those frequencies for which the Maxwell boundary conditions are satisfied. To

obtain the total free energy, one then needs to perform both a summation of

the free energy (2.5) over the modes {ωj}, using the residue theorem, as well as

an integration over parallel wavevectors ks. The final expression for the finite-

temperature free energy is given by [49]

F (H) = kBT
∞∑′

n=0

ˆ d2ks
(2π)2 logRH(iξn), with ξn = 2nπ

β~
, (2.6)

where ξn are known as the Matsubara frequencies. From the free energy, pressure

follows readily via the standard relation pth = −∂HF (H).

For conducting plates at finite temperatures, it can be shown that the fluctuation-

induced pressure is given by

pth(H) ≈ −kBTζ(3)
8πH3 , (2.7)

which is the classical limit of the zero temperature Casimir pressure (ζ denotes

the Riemann zeta function). This expression was obtained in Lifshitz’s elaborate

calculation [59] but it can also be derived using, e.g. linear response theory [58,

60] and also by means of Langevin description [61].

The formula (2.6) can be extended to more complicated situations, for instance

in layered media or with inhomogeneous permittivities [49]. Of relevance to the

discussion of electrolytes in this thesis is the calculation of the FIF, say between

two slabs, in the presence of an electrolyte solution in between them. Instead

of Maxwell equations, one now needs to work with the boundary conditions of

the DH equation (2.2) in order to obtain the secular equation RH(ω) = 0. A
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2.1. Electrolytes

crucial simplifying observation is that typical electrolytes can only screen the zero-

frequency contribution of Eq. (2.6). The diffusion coefficient of an ion is of the

order of ∼ 10−9 m2/s, which implies a time scale ∼ 10−11 s for it to diffuse over

its own size ∼1 Å [49] –; this is much slower than the first Matsubara frequency

at room temperature ξn=1 ∼ 1013 Hz. In other words, ions in typical electrolytes

are too slow to screen the higher-frequency modes, and they can only affect the

zero-frequency contribution. Consequently, the total fluctuation-induced pressure

in the presence of an intermediate electrolyte takes the general form [44]

p(H) ∼ pξ=0 e
−κH + pξn>0. (2.8)

At distances larger than the Debye length (e.g. λD ∼ 1 nm for a 0.1 M aqueous

NaCl solution), the fluctuation-induced pressure will thus effectively be determined

by the ξn>0 frequencies.

Distinct from the screening effect of the electrolyte, there is a crucial difference,

in terms of retardation effects, between the pξ=0 and pξn>0 contributions to the

FIF. The finite-frequency (dispersion) terms arise from quantum fluctuations in

one object inducing correlated fluctuations in a second object and receiving back a

force as a result; the finite speed of light becomes relevant here at large separations

between the two objects, as it results in a delay during which the fluctuations

effectively become decorrelated. This retardation effect already starts to become

effective from separations above 5 nm, and its result is to increase the exponent

of the force decay by one in intermediate distances (e.g. 1/r6 → 1/r7) [44]; no

practical contribution arises from these dispersion terms at large separations, e.g.

micrometer distances for metals [49].

For two slabs, for instance, this retardation effect leads to a faster decay of the

higher-frequency terms as ∼ 1/H4 at large separations (same form as the original

Casimir pressure (2.4)). On the other hand, the zero-frequency term pξ=0, which

arises from thermal fluctuations, is not subject to such retardation effects, and it

thus continues to decay as ∼ 1/H3. In the absence of an electrolyte, and depending

on the media, pξ=0 becomes the dominant term at large distances – although this

14



2. Background: Electrolytes, chemotaxis, and field theory

might only occur at micro-meter distances, as is the case for metals [44]. Once

an electrolyte solution is included in between the media, even the zero-frequency

term gets exponentially screened.

2.1.3 Large screening lengths and the underscreening paradox

The preceding discussion highlights the fact that in the presence of an electrolyte

solution, the Debye screening affects both the electrostatic (double layer) interactions

as well as the fluctuation forces. Since the screening length decreases with the ionic

concentration as λD ∼ 1/
√
C0, in a concentrated electrolyte one would expect to

observe stronger screening effects. However, the screening lengths measured as

a function of concentration in some experiments do not follow this trend beyond

the dilute regime. Moreover, forces measured across an electrolyte in the presence

of an electric field also appear to persist much beyond the screening length. We

will review these observations in this subsection.

Concentrated electrolytes

Apart from molten salts which exist at high temperatures (∼ 103 K for NaCl) and

are thus experimentally out of reach, concentrated electrolytes include dense aqueous

solution as well as ionic liquids. Ionic liquids are solvent-free electrolytes that consist

of molecular ions with low surface charges, and their weak Coulomb interactions

allow them to remain in the liquid phase even at room temperature [62]. Ionic liquids

are of particular interest in technological applications due to their unique physical

and chemical properties: they are very good solvents and can sustain temperatures

and applied voltages higher than the conventional aqueous electrolytes [63].

As already noted, from the large number of ions present in a concentrated elec-

trolyte, one would naively expect a relatively short screening length. However, some

of the recent surface force measurements of screening lengths in both ionic liquids an

dense aqueous electrolytes have revealed remarkably long Debye lengths, with non-

monotonic variations with respect to the ionic density (Fig. 2.1). These observations

seem to be at odds with the DH prediction for high ionic concentrations [64–67].
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2.1. Electrolytes

Figure 2.1: Experimentally measured values of the screening length in aqueous NaCl
(red circles) and in the ionic liquid [C4C1Pyrr][NTf2] (blue asterisks), as a function
of the square root of the ionic concentration. The solid and the dashed lines are the
predicted Debye screening length λD for different values of the dielectric constant. The
measurements display an anomalous non-monotonic behaviour of the screening length
with the ionic concentration. Reprinted with permission from Ref. [65]. Copyright 2016
American Chemical Society.

A partial explanation is that the naive screening picture is based on the DH

model which is constructed for dilute electrolytes. The underlying linearisation in

the DH model underestimates the correlations between opposite ions when they

come in close proximity, an event which becomes more likely in denser solutions.

Such correlated ions are, in fact, not ‘free’ anymore, and they can form dipole-like,

charge-neutral structures known as Bjerrum pairs [12]. A first approximation

that captures these effects – while keeping the linear structure of the DH model –

can be obtained by treating the Bjerrum pairs as neutral noninteracting molecules

whose concentration in the system is dictated by the law of mass action and their

chemical equilibrium with free monopoles [12]. At this level of description, the

bound pairs are considered as a background, much like an inert solvent, while ions

in the free state can participate in screening processes.

It has thus been suggested that, in contrast with the initial naive expectation,

ionic liquids are perhaps effectively dilute electrolytes and most of their ions exist

in bound states, either in ion pairs or in larger clusters. The hypothesised low
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2. Background: Electrolytes, chemotaxis, and field theory

concentration of the remaining free ions then explains the weak screening with

long decay lengths [66, 68]. Further experiments indeed support the existence of

clusters in ionic liquids [69, 70]; however, it has been estimated, via theoretical

analysis and simulation data, that, in fact, a considerable amount of the ions,

ranging from 15%− 25% up to 60%, are still in the free state [63, 71]. The issue

is that such estimates for the free ion densities are too high to be consistent with

the long screening lengths observed in the experiments; this has thus resulted in

the so-called ‘underscreening paradox’ [63].

Before moving on, we also mention that in Ref. [63], it was observed that the

survival probability for the exchange processes between the free and bound states of

the ions does not follow a Poisson (exponential) form; instead, the likelihood of an

ion to remain in the same state for a duration t is reported to follow a biexponential

form ae−t/τf + be−t/τs where a + b = 1, and τf and τs are fitting parameters that

denote some fast and slow processes. This observation indicates that memory effects

may be important in the kinetics of the clusters in ionic liquids and implies a

dynamical imbalance between the free and bound states.

Driven electrolytes

Long-range forces across electrolyte fluids have also been observed in a separate set

of experiments where an alternating electric field is applied across an electrolyte film

confined between two electrodes (in the so-called cross-cylinder geometry) [72, 73].

If one replaces the electrolyte with a dielectric liquid, such setup would turn into a

normal capacitor, for which there is always an attraction between opposite electrodes

proportional to the square of the applied electric field (pdi = −εE2/2 where ε is

the permittivity). With an electrolyte, however, instead of a pure attraction, the

force in the steady state is reported to be repulsive in Ref. [73] (using aqueous

electrolytes) while in Ref. [72] both repulsion and attraction have been observed by

repeating the experiment in the same setup (in which ionic liquids are used).

In both experiments, switching on the oscillating electric field across the film in

between the electrodes results in an initial regime (∼ 1s) where the electrode
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2.2. Chemotactic particles

separation changes non-monotonically as a result of the force exerted by the

electrolyte; this regime is then followed by a slow relaxation of the electrode

separation toward its steady value with a time scale of 102 − 103s. The applied

frequencies are in the range of ∼ 102 − 106 Hz which are higher than the double-

layer formation (charging) frequency, and therefore the changes in the direction

of the applied field prevent the ions from accumulating on oppositely charged

electrodes; at the same time, the frequency is still smaller than the typical Debye

frequency of the electrolyte (∼ 107 Hz) and the alternation is therefore slow enough

to allow the ions to locally redistribute themselves in accordance with the oscillatory

field. Within these frequency ranges, nonvanishing forces acting on the electrodes

are observed up to micrometer separations, which is significantly larger than the

associated Debye length (∼ 10 nm).

The alternating electric fields in these experiments evidently drive the electrolyte

out of equilibrium, and therefore it is plausible to inquire into the role of nonequi-

librium fluctuations in the observed strong long-range forces. In Chapter 3, by

studying the driven electrolyte in a different, simpler setup, we will show that forces

that arise from nonequilibrium fluctuations of the ionic densities are long-ranged,

and they are indeed manifestly distinct from their screened equilibrium counterparts.

In general, it is therefore essential to take into account the dynamical processes

that contribute to force propagation in nonequilibrium charged fluids.

2.2 Chemotactic particles

To utilise those elements that are beneficial for their survival, growth, and prolifera-

tion, bacteria and eukaryotic cells have evolved specialised mechanisms to sense

various factors in their environment; these factors may include, for example, oxygen

concentration, temperature, light intensity, mechanical forces, local cell population,

and, crucially, chemical signals [74–81]. An important class of such mechanisms is

chemotaxis, namely the ability to sense variations in a chemical field and to respond

to them by moving up the gradient of chemoattractants (e.g. nutrients) or down

the gradient of chemorepellents (e.g. toxins) [82–84].
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2. Background: Electrolytes, chemotaxis, and field theory

Chemotaxis often requires the cell to measure shallow gradients in a chemical field.

Prokaryotic cells (∼ 1µm), such as Escherichia coli and Salmonella typhimurium,

perform such measurements, while in motion, by temporally comparing the chemical

concentration over a typical time scale of a few seconds; based on these comparisons,

the bacterium then adjusts its tumble rate (which randomises the direction of motion)

in order to increase the run duration when moving up a chemoattractant gradient

(or decrease it in a chemotrepellent gradient) [85]. Averaged over a longer period

of time, the effect of these temporal modulations is to bias the cell’s trajectory

toward or away from a chemical cue.

On the other hand, eukaryotic cells such as amoebae Dictyostelium discoideum

and human neutrophils, take advantage of their larger sizes (∼ 10µm) and directly

perform a spatial comparison of the chemical field across their bodies [83, 86].

Eukaryotic cells can collect information about the chemical concentration from, e.g.

ligands binding reversibly to receptor proteins distributed uniformly across their

membrane [83, 87]. In a chemical gradient, a larger number of membrane receptors

will be in the bound state at places where the chemical concentration is higher,

and this renders the distribution of the bound receptors across the membrane

asymmetric; the asymmetry then results in the localisation of certain internal

molecules close to the bound receptors, and this polarises the cell by triggering the

polymerisation of actin filaments at the cell front [88]. The resulting polarity may

be manifest in an elongated morphology of the cell and, in addition, it can also

give rise to differences between the front and the back of the cell in terms of their

sensitivity to chemical signals. Such differences, in turn, affect how the cell moves in

the environment; for instance, an increased sensitivity in the cell front causes the cell

to rotate toward a new chemical gradient, whereas in unpolarised cells, directional

sensing occurs by forming protrusions in the direction of the gradient [81, 89].

Both prokaryotic and eukaryotic chemotaxis arise from complicated internal

pathways within the cell, and these have been the subject of extensive studies in biol-

ogy, chemistry, and physics [84, 85, 88]. Eukaryotic chemotaxis is more sophisticated

than its bacterial counterpart as, for instance, its underlying signalling network

19



2.2. Chemotactic particles

Figure 2.2: Eukaryotic chemotaxis involves three related processes, namely formation of
pseudopodia, polarisation of the cell, and directional sensing. Pseudopodia are extended
at 60 s periods and their formation is biased by an external chemical gradient. Polarised
cells have an elongated shape and they tend to rotate toward a new chemical gradient.
Directional sensing is a distinct process and can even be seen in immobilised cells.
Reprinted by permission from Springer Nature: Nature [81], 2004.

consists of more than 100 proteins, as opposed to 6 proteins in prokaryotes [89]. The

detailed mechanisms responsible for chemotaxis may thus vary in different species.

Nevertheless, the resulting phenomenon of gradient sensing seems to emerge rather

generically in nature. Apart from living organisms, chemotaxis is even present in

more primitive entities such as enzymes [90, 91] and synthetic active colloids [92–96].

Beyond the level of individual cells, and at larger scales, chemotaxis is known

to play key roles in a range of phenomena such as collective cell migration [97,

98], morphogenesis [99, 100], tissue growth [101], immune response to infection

and inflammation [102–104], as well as pathological processes such as cancer

metastasis [105–107].

2.2.1 Keller–Segel model

Considering processes such as cell migration and immune response as collective

phenomena, with chemotaxis as one of their essential ingredients, it is plausible

to assume that only a few key microscopic details may be used to describe

them qualitatively. An attempt is then to rationalise such collective processes

20



2. Background: Electrolytes, chemotaxis, and field theory

at macroscopic scales by means of simple abstract models that incorporate the

essential microscopic feature [84]. One of the first theoretical models in this direction

can be seen in the work of Keller and Segel [108] 3. They presented a simple model

for chemotaxis in terms of a bias, caused by the chemical gradient, in the otherwise

random (Brownian) motion of a cell; such a description ‘. . . transfers the burden

from the detailed behavior of a given cell to its average behavior ’ [108].

Let us briefly sketch the derivation of the Keller–Segel (KS) model following

the original paper [108]. In the KS description, a chemotactic cell is modelled

as a Brownian particle, with overdamped dynamics, which can move on a line

(1-dimension) by taking steps of size lst to the left or to the right. The cell’s body

is of length a. The frequency f of cell’s steps in a given direction is determined by

the local chemical concentration Φ, i.e. f = f
(
Φ(x)

)
. For a cell at position x on

the line, the frequency of steps to the right and the left are thus f
(
Φ(x± a/2)

)
. If

we denote the density of the cells by C, the cell flux J passing though x is given by

J(x) = +
´ x
x−lst

duC(u) f
(
Φ(u+ a/2)

)
−
´ x+lst
x

duC(u) f
(
Φ(u− a/2)

)
. Assuming

that the cell density C varies slowly with position, this expression can be expanded

to second-order in the step size upon which one arrives at

J(x) = −DC ′(x) + νKSC(x)Φ′(x), (2.9)

where we have defined the diffusion coefficientD ≡ −l2st f
(
Φ(x)

)
and the chemotactic

mobility νKS ≡ lst(a − lst) f ′
(
Φ(x)

)
. The first term on the r.h.s. of Eq. (2.9) is

the usual diffusive term due to the random motion of the cells, and it is described

by Fick’s law; the second term, on the other hand, arises from the chemotactic

response of the cells to chemoattractants (νKS > 0) or chemorepellents (νKS < 0).

Note that Eq. (2.9) can also be extended to higher dimensions as J = −D∇C +

νKS C∇Φ where both C and Φ can vary in time and in space. In Chapter 4,

we will also present a microscopic equivalent of the KS model for cells moving

in higher spatial dimensions.
3Similar equations were first derived by Patlak [109].
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In general, the chemical field Φ in Eq. (2.9) may represent an externally imposed

field. However, in the literature of the KS model, it is usually assumed that this field

is created by the cells themselves; a collection of such cells is sometimes referred to as

a self-chemotactic system [110]. The field Φ can also represent the concentration of,

e.g. nutrients in the environment, and the gradients of Φ in this case are generated

by the cells consuming the nutrients. In both cases, by neglecting further chemical

reactions, one can write a diffusion equation for the chemical field with the cells

acting as source (or sink) terms. More explicitly, we consider the diffusion equation

∂tΦ = DΦ∇2Φ− κ2Φ + αC, (2.10)

where DΦ represents the diffusion coefficient of the chemical signals, κ2 is their

degradation rate, e.g. by enzymes or other agents present in the environment, and

α is the rate of chemical production or consumption by cells.

In many cases, chemical molecules diffuse in space much faster than the cells do;

this leads to a separation of time scales between the dynamics of the chemicals and

the motion of the cells. For instance, the ratio DΦ/D of the chemical to cellular

diffusion coefficients is of the order of 102 − 103 for D. discoideum and ∼ 102 for

microglia cells and neutrophils [111, 112]. As we will outline in Chapter 4, in

the appropriate limit this condition reduces the diffusion equation (2.10) into

a Poisson form

−∇2φ = ρ, (2.11)

where we have defined φ(r, t) ≡ Φ(r, t) − Φ0 and ρ(r, t) ≡ C(r, t) − C0 with

C0 = V −1 ´ CdV denoting the mean particle density averaged over the volume V

of the system (and the same for Φ0) [21, 113]. In this limit, the long-ranged nature

of the chemotactic interaction, and its similarity to gravitational and electrostatic

forces, is displayed more clearly [15, 114].

The KS description is a simple phenomenological model that focuses on chemo-

taxis, and it generally neglects other interactions and force among the chemotactic

particles. Various extensions of the KS model, such as those that incorporate
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excluded volume of the cells and other ‘quorum’ effects through a density-dependent

diffusion coefficient, have also been widely studied [110]. Other extensions that

incorporate the polarity of the particles have also been used to study collections

of synthetic Janus particles [115, 116] and chemotaxis in trail-following bacte-

ria [117, 118].

It is important to note that the KS model, as well as most of its extensions, are

mean-field theories that ignore the possible statistical correlations in the dynamics of

the cells [119]. Consequently, in cases that fluctuation effects become important, the

KS model may give inaccurate predictions. For instance, the mean-field equations

predict that an autochemotactic cell, i.e. one that responds to gradients of its own

signals, can become self-localised and trapped in d = 1, 2 spatial dimensions [18];

taking into account the stochasticity in the cell’s trajectory, however, shows that

a perfect self-trapping is impossible in all dimensions [120, 121].

In general, fluctuation effects in chemotaxis can be taken into account by

making use of Langevin formulations [122]. Ref. [123] introduces the so-called

stochastic Keller–Segel model, which accounts for noisy density fluctuations in the

dynamics [29–31]; this approach forms the basis of the analysis in Chapter 4.

2.2.2 Chemotactic collapse

Keller and Segel initially studied the aggregation of amoebae through a linear

stability analysis of mean-field equations that describe the dynamics of the cell

population in response to diffusing acrasin molecules [124]. Stability analysis are, in

general, useful in determining whether a configuration of the chemotactic particles

forms clusters or remains in a gas-like state. It has been shown that with attractive

interactions, the density profile of a many-body chemotactic system can develop

singularities at a finite ‘collapse’ time (the so-called blow-up solutions) [110, 125–127].

In particular, when the entropic pressure caused by the Brownian motion of the

chemotactic particles is weak enough in comparison with the inward chemotactic

force – a regime that corresponds to weak noise strength and diffusion coefficient

below a critical temperature or, alternatively, strong chemotactic pressure when the
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number of particles is above a critical value – a central singularity in the density

profile forms whose density diverges with time as ∼ (tcoll − t)−1 where tcoll is the

collapse time. After its formation, the singular condensate grows over time and

eventually traps all the particles [125].

The chemotactic collapse is in essence similar to the so-called Jeans instability

in gravitational systems, and it has thus been studied through similar stability

analyses which consider the dynamics of density perturbations against a uniform

configuration of the chemotactic particles [15, 21]. It can be shown that a density

perturbation with wavenumber k is linearly unstable if the condition C0ν1 > Dk2

is satisfied [15]. Clearly, this can only happen for ν1 > 0; therefore, instabilities

only occur with attractive chemotaxis, while the uniform configuration is stable

for repulsive chemotactic particles.

The stability condition above can also be expressed in terms of a threshold

wavenumber kth ≡
√
C0ν1/D; perturbation with wavenumbers k > kth are then

linearly stable, and the chemotactic interactions tend to smooth them over time,

whereas those with wavenumbers k < kth are unstable, and their amplitude

grows over time. Computing the density correlations (in the linearised Langevin

description) then shows the density correlations diverge for k → kth, implying that

mean-field approximations break down close to the instability threshold [15, 21].

In the presence of strong fluctuations and correlations, it is crucial to go

beyond the mean-field models by means of suitable stochastic descriptions. In

Chapter 4, by analysing an extended version of the stochastic KS model, we identify

a critical state of the chemotactic system where fluctuations arising from higher-

order sensing mechanisms, e.g. due to particle polarity, dramatically change the

system’s macroscopic behaviour.

2.3 Stochastic field theory

The focus of our analytical investigations in later chapters will be on overdamped

dynamics of electrolytes and chemotactic systems, where inertial effects can be

neglected. The simplest models of stochastic dynamics make use of Langevin
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formalism – initially developed to study the motion of Brownian particles and later

extended to the dynamics of interacting particles and fields [128]. Approaches

based on coarse-grained Langevin dynamics are now a standard tool widely used in

studies of collective phenomena in active and nonequilibrium systems, for instance in

flocking behaviour, aggregations of molecular motors, dividing chemotactic particles,

and phase separation phenomena in active systems [7, 22, 129–136].

2.3.1 Dean–Kawasaki approach

Understanding the dynamics of interacting Brownian particles is relevant to various

theoretical models of, e.g. colloidal systems and active matter. A conventional

approach to study such dynamics is to formulate the coupled Langevin equations

that describe the trajectories of the Brownian particles in terms of a probability

distribution (or concentration) through the Fokker–Planck equation [137]. This

creates a hierarchy of equations that govern the dynamics of the n-body distribution

functions in terms of the higher-order distributions, and the hierarchy is then often

subjected to an approximation (closure) scheme.

The DK equation, sometimes referred to as the stochastic density functional

theory (SDFT), instead gives a formally exact stochastic equation that governs the

instantaneous (unaveraged) one-body distribution [29–31].

To demonstrate the approach, let us consider a collection of particles indexed

by a ∈ {1, 2, . . . , N} with positions ra ∈ Rd. These particles move under the

influence of an external force field Fext(r, t) and their mutual interaction forces

fab = f(ra−rb) (f is not necessarily the gradient of a potential field). The Langevin

equation that governs the trajectory of each particle is then given by:

dra
dt = µFext(ra, t) + µ

∑
b 6=a
fba +

√
2D ηa(t) (2.12)

where µ is the mobility coefficient and D the strength of the noise. Moreover,

{ηa(t)}Na=1 are independent Gaussian noises with component-wise correlations

〈ηai(t) ηbj(t′)〉 = δabδijδ(t− t′) and zero averages. For a passive Brownian particle

in contact with a reservoir at temperature T , the fluctuation-dissipation theorem
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(FDT) connects the mobility and the noise strength of each particle as µ = βD

with β = 1/(kBT ). For conservative forces, FDT is required to ensure that the

equilibrium Boltzmann distribution is reached at long times [128]; in nonequilibrium

settings, on the other hand, the steady distribution may be different and hence

the FDT need not be satisfied.

The instantaneous exact density field of the particles is defined as

Ĉ(r, t) =
n∑
a=1

δd (r − ra(t)) , (2.13)

where Ĉ is an irregular (generalised) function peaked at the location of each particle.

The conservation of the total particle number, along with the fact that particles

cannot ‘teleport’ in space, implies that the evolution equation of Ĉ should be given

by a local continuity equation of the form ∂tĈ + ∇ · Ĵ = 0. Indeed, taking a

time derivative from Ĉ, one arrives at [29]

∂tĈ = D∇2∑
a

δ(r − ra(t)) +
∑
a

−dra
dt · ∇δ

d(r − ra(t)) ≡ −∇ · Ĵ(r, t), (2.14)

where the first term is the usual diffusive current (the so-called Ito term). Making

use of Eq. (2.12), the stochastic current Ĵ can then be expressed as

Ĵ(r, t) =
∑
a

[
−D∇+ µFext(ra, t) + µ

∑
b 6=a
fba +

√
2Dηa(t)

]
δd(r − ra(t))

= −D∇Ĉ(r, t) + µFtot(r, t)Ĉ(r, t)−
√

2DĈ(r, t)η(r, t),
(2.15)

where in the second line we have defined Ftot(r, t) = Fext(r, t) +
´

ddr′ f(r −

r′) Ĉ(r′, t). Moreover, the noise field is obtained by redefining the sum of the

individual noises4, and it also has zero mean and component-wise correlations

〈ηi(r, t)ηj(r′, t′)〉 = δijδ
d(r − r′)δ(t − t′).

Putting Eqs. (2.14) and (2.15) together, we arrive at the DK equation [31]

∂tĈ = D∇2Ĉ −∇ ·
[
µĈFtot

]
+∇ ·

[√
2DĈ η

]
. (2.16)

The DK equation has a clear resemblance to the Fokker–Planck (or Smolu-

chowski) equation; the difference lies in the irregular nature of the density operator
4Note that the sum of a number of uncorrelated Gaussian fields is another Gaussian field.
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2. Background: Electrolytes, chemotaxis, and field theory

Ĉ, as opposed to a smooth one-body distribution, and the associated noise term

which is absent in the Fokker–Planck equation. We note that this multiplicative

noise is independent on the interactions and the external forcing. Loosely speaking,

η(r, t) accounts for fluctuations in the diffusive current: Fick’s law for the diffusive

current ĴD ∝ −D∇Ĉ can be seen as a manifestation of the ‘law of large numbers’

which defines the average current of a collection of Brownian particles, while

fluctuations around this average are described by the multiplicative noise term

in the DK equation.

It is worth mentioning that when the inter-particle forces derive from an

interaction potential, i.e. fba = f(rb − ra) = −∇aU(rb − ra), the deterministic

part of the particle current (2.15) can be written as Ĵ = −µĈ∇ δH
δĈ

with the

‘Hamiltonian’ functional defined as

H[Ĉ] =
ˆ

ddr
[
kBTĈ(r, t)

(
ln(λdĈ(r, t))− 1

)
+ Ĉ(r, t)Φext(r, t)

+ 1
2

ˆ
ddr′Ĉ(r, t)U(r − r′)Ĉ(r′, t)

]
,

(2.17)

where we have additionally assumed Fext = −∇Φext, and λ is the thermal de Broglie

wavelength. In this case, the deterministic part of the time evolution equation

tends to decrease the total energy since ∂tH =
´

δH
δĈ
∂tĈ = −

´
Ĉ
(
∇ δH

δĈ

)2
≤ 0; as

mentioned earlier, imposing the Einstein relation µ = βD then ensures that the

equilibrium Boltzmann weights P[Ĉ] ∝ e−βH[Ĉ] are restored at long times.

The DK equation is designed to describe the exact stochastic evolution of

interacting particles; indeed, at the formal level no approximation is made in the

derivation of the DK equation, and the exactness of the approach is encoded in

the irregular nature of the density operator Ĉ. The resulting equation (2.16) is,

however, intractable mathematically and even in the noninteracting limit is difficult

to analyse [138]. It is thus desirable to derive a similar equation for the dynamics

of a spatio-temporally coarse-grained density field since coarse graining smooths

out the density operator while still allows us to keep track of the stochastic effects.

It has been noted that such a coarse graining cannot be performed rigorously, but

instead it should be obtained using extra phenomenological assumptions [123, 139].
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2.3. Stochastic field theory

To proceed, one thus assumes, backed by the general theory of fluctuations [15], that

the smooth particle density and particle current, denoted by C and J (without hats),

are governed by an equation that preserves the structure of the DK equation [123,

139]; namely, the dynamics is given by a stochastic continuity equation ∂tC+∇·J = 0

with the stochastic particle current

J = −D∇C + µFextC + µ

ˆ
r′
f(r−r′)C(2)(r, r′, t)−

√
2DC η(r, t), (2.18)

where we have denoted the two-point correlation function by C(2). At this point,

often a further mean-field-like approximation is made by assuming that the spatio-

temporal coarse-graining window is sufficiently small such that C(2)(r, r′, t) '

C(r, t)C(r′, t) [123].

The stochastic description by Eq. (2.18), despite being based on phenomenologi-

cal assumptions, still encodes the fluctuation effects, and therefore it is particularly

useful in addressing, e.g. critical phase transitions, dynamical transitions between

metastable states, or simply a small number of particles in a system [123].

It is noteworthy that at this level, the smooth density C represents a continuous

field which varies in space and time. In comparison with relaxational models

(e.g. model B dynamics of conserved fields [140]), the DK equation is a more

direct route for connecting the microscopic Brownian description (generally in

the form of Eq. (2.12)) to the evolution of the coarse-grained density fields; in

principle, this allows one to track the effects of specific microscopic interactions up

to macroscopic scales and derive expressions for parameters that should otherwise

be introduced phenomenologically into a coarse-grained theory. Such information

complement the powerful top-down approaches such as the Landau expansion where

one writes simple macroscopic descriptions for the system of interest solely based

on its symmetries and general physical principles.

2.3.2 Renormalisation group theory

In constructing statistical field theories of interacting systems and calculating their

correlation functions, one is frequently faced with nonlinear differential equations
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2. Background: Electrolytes, chemotaxis, and field theory

and non-Gaussian integrals which can seldom be evaluated exactly. Progress can

nevertheless be made by making use of approximation schemes, and in particular

perturbation methods. Within a perturbative approach, the desired calculation

is performed as a series expansion in powers of interaction couplings around the

solvable noninteracting (Gaussian) theory. Such a series, however, will be ill-

behaved in the presence of strong correlations, for example, at critical points of

phase transitions; there, one needs to use the RG techniques in order to extract

useful information about the underlying distribution functions and expectation

values of observables [128, 140]. In this Section, we briefly review such procedure,

first in the static case, and then for a dynamic theory through the example of the

celebrated Kardar–Parisi–Zhang (KPZ) equation [141, 142].

For static (equilibrium) problems, the probability distribution of different field

configurations are given by Boltzmann factors e−H where H denotes the effective

Hamiltonian functional. The Hamiltonian can be broken down into a part H0 that is

quadratic in the fields, plus Hint which includes higher powers of the fields associated

with interactions in the system. In the perturbative approach, one makes use of the

fact that the expectation value of an observable O in the interacting theory is given

by the identity 〈O〉 = 〈O e−Hint〉0/〈e−Hint〉0 where 〈. . .〉0 represents an average taken

with respect to the Gaussian measure e−H0 . The advantage in using this connection

is that the expectations are now expressed as Gaussian integrals which in principle

can be performed analytically. Using the Taylor expansion of e−Hint , the expectation

is turned into a series in powers of the nonlinear coupling coefficients, and one obtains

results to desired level of accuracy by going to higher-order terms in this series.

The above procedure, in essence, relies on a mean-field assumption and the

existence of a finite correlation length, as the central limit theorem (CLT) implies

that a Gaussian theory is the reasonable limiting description for the averaged

behaviour of a large number of weakly correlated units; the perturbation series

provides (quantitative) corrections to this description. However, such expansion

becomes ill-behaved in the presence of strong fluctuations and correlations, as

the macroscopic distribution now converges to a scaling function instead of the
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2.3. Stochastic field theory

Gaussian form predicted by CLT. This happens, for instance, at critical points where

the system becomes scale-invariant and the perturbative expansion is rendered

singular [11, 128].

In order to identify and study such critical points, it is therefore necessary to

look for systems with the ‘scale symmetry’, i.e. those with a nontrivial statistical

distribution that does not change under a change of scale (the trivial case being

the Gaussian distribution). RG provides a way for doing so by first systematically

integrating out the fast microscopic degrees of freedom (coarse graining) and then

rescaling the theory in an appropriate way. The associated RG flow equations

in the parameter space show how different couplings of the theory change under

such a change of scale; broadly speaking, couplings that grow in magnitude are

important at large scales and correspond to relevant interactions, while those that

shrink are associated with irrelevant interactions. The fixed points of the RG

flows in the parameter space correspond to theories whose statistical distribution

remains invariant under a change of scale, and studying the RG flow in their

vicinity provides information about their scaling form and, in particular, the

associated scaling exponents [128].

In principle, the RG fixed points are determined by only a few relevant inter-

actions, and this is the origin of the universal behaviour seen close to continuous

phase transitions. Universality allows one to obtain information about the scaling

behaviour of seemingly different systems which fall into the same universality class

by focusing on simple effective field theories with only a few relevant parameters.

The RG programme in statistical physics as described above was originally

used to study the equilibrium critical phenomena such as that of the Ising uni-

versality class [3, 4]. Later, it was also extended to study dynamic phenomena

in nonequilibrium settings [140–143]. In dynamical field theories, instead of the

partition function and the equilibrium Boltzmann weights, one works with the time

evolution of the system often given by noisy nonlinear Langevin equations5. The
5The more sophisticated, but less intuitive, response field formalism recasts the dynamic

equations into a form similar to equilibrium field theories [140]. This formalism will not be used
for the perturbative calculations in this thesis, and we continue to work with dynamic equations
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2. Background: Electrolytes, chemotaxis, and field theory

major goal here is to compute the expectation values and correlation functions

of desired observables with respect to different histories of the dynamics, which

arise from different realisations of the noise.

Nonlinear Langevin equations are, however, seldom solvable and one is again

forced to use approximation methods. In similarity with its static version, the

dynamic perturbation theory gives the required averages as power series in the

nonlinear coupling(s), by an expansion around trajectories that correspond to the

linear (Gaussian) dynamics. In most conventional cases, the expansion is well-

behaved and one obtains increasingly more accurate results by going to higher-order

terms in the series. The series becomes ill-behaved once again in the presence

of strong fluctuations and correlations, where the linear description based on

the Gaussian theory breaks down; in such cases, the dynamic version of the RG

programme is directly employed at the level of the Langevin equation.

Let us briefly demonstrate the dynamic RG in the example of the KPZ equation.

The KPZ equation describes the dynamics of a growing surface as [141, 144]

∂th = D∇2h+ λ

2 (∇h)2 + η(r, t), (2.19)

where η denotes a zero-mean Gaussian white noise with 〈η(r, t)η(r′, t′)〉 = 2D0δ
d(r−

r′)δ(t− t′). In the context of surface growth, the first term on the r.h.s. of Eq. (2.19)

represents relaxation (diffusion) effects due to the surface tension D, while the

second nonlinear term encodes the lateral growth effects and breaks the up-down

symmetry of the dynamics. The KPZ equation describes a far-from-equilibrium

process, as the nonlinear term is not derivable from a free energy functional (except

for d= 1), and therefore it breaks the FDT requirement [145].

We first examine the influence of the nonlinear term via a simple scaling analysis

by considering a rescaling of the space, time, and the height field according to

r → br, t → bzt, and h → bχh, where b is the scale factor and z and χ are

the so-called dynamic exponent and roughness exponent, respectively. Applying

this to Eq. (2.19), collecting the scaling factors on the r.h.s., and noting the

as they provide a more transparent physical picture.
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2.3. Stochastic field theory

general property δd(br) = b−dδd(r), it is straightforward to see that the parameters

change under this rescaling as D → bz−2D, λ → bχ+z−2λ, and D0 → bz−d−2χD0.

For the linear theory (λ = 0), requesting the invariance of Eq. (2.19) gives the

following Gaussian exponents

z0 = 2 and χ0 = 1− d

2 . (2.20)

A direct computation of the height correlation function within the linear theory

indeed shows that it is given by [144]

〈h0(r, t)h0(r′, t′)〉 = D0

2D |r − r
′|2−d F

(
D|t− t′|
|r − r′|2

)
, (2.21)

which is consistent with the obtained scaling relations; here F is a scaling function

such that F (u� 1) → cnst and F (u� 1) → u1−d/2.

With the naive exponents (2.20), the nonlinear coupling is not invariant but

changes as λ→ b1−d/2λ. This implies that the strength of the nonlinearity grows in

d ≤ 2, and it can thus change the scaling behaviour to a general form [142]

〈h(r, t)h(r′, t′)〉 ∼ |r − r′|2χ F
(
|t− t′|
|r − r′|z

)
, (2.22)

where χ and z now may differ from their Gaussian values. A growing nonlinear

coupling also manifests itself in the perturbative expansion as we discuss now.

To construct a perturbative expansion of the solution to Eq. (2.19) in powers of

the nonlinear coupling λ, it is more convenient to work in the Fourier representation.

We use the Fourier convention h(r, t) =
´
k̂
e−iωt+ik·rh(k̂) with the abbreviations k̂ =

(k, ω) and
´
k̂
≡
´

dω ddk/(2π)d+1. The KPZ equation (2.19) is then expressed as

h(k̂) = G0(k̂)
[
η(k̂) +

ˆ
q̂

Γ0(k, q)h(k̂ − q̂)h(q̂)
]
, (2.23)

where we have defined the Gaussian (free) propagator as

G0(k̂) =
(
−iω +Dk2

)−1
(2.24)

and the bare interaction vertex as

Γ0(k, q) = −λ2q · (k − q). (2.25)
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2. Background: Electrolytes, chemotaxis, and field theory

The series expansion is constructed around the Gaussian theory (λ = 0), the solution

to which is given by h0(k̂) = G0(k̂)η(k̂); then, this linear solution is substituted

back into Eq. (2.23) to get the first correction term to h0 as

h1(k̂) = G0(k̂)
ˆ
q̂

Γ0(k, q)h0(k̂ − q̂)h0(q̂),

which is linear in λ. The second correction is similarly obtained as

h2(k̂) = 2G0(k̂)
ˆ
q̂

Γ0(k, q)h0(q̂)h1(k̂ − q̂).

This procedure can in principle be continued until the desired level of accu-

racy is reached.

As an elementary illustration of the method, let us focus on the full propagator

G defined via h(k̂) ≡ G(k̂)η(k̂) where h(k̂) is the full solution and contains the

perturbative corrections. Using functional differentiation, and by definition, we

have δ(k̂ + k̂′)G(k̂) =
〈

δh(k̂)
δη(−k̂′)

〉
η

= 〈η(k̂′)h(k̂)〉η
2D0

6 where δ(k̂ + k̂′) is a shorthand for

(2π)d+1δd(k + k′)δ(ω + ω′) [146]. In words, this relation means that the propagator

to a specified order can be computed from contracting the solution h to that

order with a noise term, and then dividing the result by the noise strength D0

and also discarding the δ-functions.

Performing this procedure on the linear solution h0 will give back the Gaussian

propagator G0. The first correction term through h1 gives a zero contribution,

as the average of an odd number of noise terms vanishes. The leading correction

is thus from h2, and it explicitly reads

δ(k̂ + k̂′)G2(k̂) = 2G0(k̂)
2D0

ˆ
q̂,q̂′

Γ0(k, q) Γ0(k − q, q′)

×G0(q̂)G0(k̂ − q̂)G0(q̂′)G0(k̂ − q̂ − q̂′)

×
〈
η(k̂′) η(q̂) η(q̂′) η(k̂ − q̂ − q̂′)

〉
.

(2.26)

The average of the four noises can be computed using Wick’s theorem; it has three

terms, one of which will yield an expression that contains a part like Γ0(0, q) and
6The second equality follows from the Gaussian averaging 〈δh/δη〉η =

´
D[η](δh/δη)P[η] =

(2D0)−1〈η h〉η [2].
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it thus vanishes. The remaining terms, which give the only non-zero correction

at this order of the expansion, read

G2(k̂) = 8D0G
2
0(k̂)
ˆ
q̂

Γ0(k, q) Γ0(k − q,k)G0(q̂)G0(−q̂)G0(k̂ − q̂). (2.27)

To proceed, we recall that the main interest here is to investigate the long-time and

long-distance behaviour of the system (the so-called hydrodynamic limit). Therefore

in performing these integrals, the external momentum k and frequency ω are assumed

to be small. The external frequency can be set to zero readily (this also guarantees

the dynamics retains its dissipative form). The integrals are then performed by

straightforward but lengthy manipulations, the details of which can be found in,

e.g. Refs. [142, 144]. We will perform a similar yet more involved calculation for

chemotaxis in Chapter 4. The final result for the corrected KPZ propagator to

second order in λ is eventually given by G = G0 +G2 +O(λ3), and it explicitly reads

G(k, ω = 0) = G0(k, 0) + λ2D0

D2

(
d− 2

4d

)
KdG

2
0(k, 0) k2

ˆ Λ

0
dq qd−3 +O(λ3),

(2.28)

where Kd = Sd/(2π)d with Sd = 2πd/2/Γ(d/2), and Λ is the momentum cutoff

(e.g. due to lattice size).

Eq. (2.28) can be used to obtain an expression for the effective (corrected)

surface tension, defined via G(k, 0) = (D̃k2)−1, as

D̃ = D

[
1− λ2D0

D3

(
d− 2

4d

)
Kd

ˆ Λ

0
dq qd−3

]
+O(λ3). (2.29)

The correction term determined by the integral diverges in d ≤ 2 dimensions due to

contributions from q → 0. This singularity is treated by the RG process [147].

In the first step of RG à la Wilson, one coarse grains the model by integrating out

only the short-wavelength fluctuation modes, i.e. those with wavevectors q within

a momentum shell defined by |q| ∈ (b−1Λ,Λ), where b parameterises the coarse

graining. In the differential form, the coarse graining is performed in infinitesimal

steps by choosing the scaling factor as b = e` with `→ 0. Correspondingly, integrals

that show up in the perturbative corrections (e.g. in Eq. (2.29)) are carried out as
ˆ >

q

f(q) ≡
ˆ Λ

Λe−`
dq f(q) ≈ `Λ f(Λ), (2.30)

34
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for an arbitrary function f . After the coarse graining step, the theory is an effective

one with a smaller momentum cutoff Λe−`. In the second step of RG, the space, time,

and the field are rescaled as before, i.e. according to the rules r → br ≈ (1 + `)r,

t → bzt ≈ (1 + z`)t, and h → bχh ≈ (1 + χ`)ρ, and consequently the original

momentum cutoff Λ is restored.

For Eq. (2.29), by splitting the integral as
´ Λ(1−`)

0 +
´ Λ

Λ(1−`), we can write to

second order in λ

D̃ = D<

[
1− λ2D0

D3

(
d− 2

4d

)
Kd

ˆ Λ(1−`)

0
dq qd−3

]
+O(λ3), (2.31)

which defines the long-wavelength surface tension D< = D
[
1− `Kd

λ2D0
D3

d−2
4d

]
. The

scaling step then gives the relationship D̃ = bz−2D< ≈ (1+`(z−2))D<. Substituting

the expression for D< and keeping the leading terms in `, we finally arrive at the

(one-loop) RG flow equation for the surface tension

dD
d` = D

[
z − 2−Kd

λ2D0

D3
d− 2

4d

]
. (2.32)

One can also derive the flow equations of the noise strength D0 and the nonlinear

coupling λ in a similar manner. The calculation becomes involved rapidly and it

is more convenient to make use of the standard diagrammatic representation to

organise the perturbation analysis [142, 143]. We will outline the details of the

diagrammatic calculation in Chapter 4 for the chemotactic system. For the sake of

completeness, here we also include the other two RG flow equations [142, 144]

dD0

d` = D0

[
z − d− 2χ+Kd

λ2D0

4D3

]
, (2.33)

dλ
d` = λ[χ+ z − 2]. (2.34)

The values of the exponents are found from the fixed point conditions of

Eqs. (2.32), (2.33), and (2.34). The flow equations can be represented more

compactly in terms of the effective coupling g2 = λ2D0/D
3 as [144]

dg
d` = g

[(
1− d

2

)
+ Kd

2

(
1− 3

2d

)
g2
]
. (2.35)
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Associated with this flow equation, there are two fixed points given by g = 0,

corresponding to the Gaussian point, and g∗ =
√

2d(d−2)
Kd(2d−3) . Analysing these fixed

points in d = 1, one finds that the non-zero point is a stable fixed point and

its exact scaling exponents are z = 3/2 and χ = 1/2. On the other hand, for

d > 2, the non-zero fixed point becomes unstable and signals a phase transition:

for g < g∗, in the so-called ‘weak coupling’ regime, the RG flow is toward the

Gaussian point where one recovers the mean-field exponents (2.20); on the other

hand, in the ‘strong coupling’ regime g > g∗, the flow is toward larger values of

g which cannot be accessed by the perturbative approach.

Lastly, we observe that the coarse-graining step has not contributed to the

flow equation of λ (2.34) as it only contains the scaling part. This is due to the

so-called Galilean symmetry of the KPZ equation; in particular, Eq. (2.19) remains

invariant under the Galilean transformation

h′(r, t) = h(r + tλw, t)−w · r, (2.36)

where w is an arbitrary vector [142]. Preserving this symmetry throughout the

coarse-graining and scaling steps of RG requires λ to remain unchanged. As such,

dλ/d` = 0 along the RG flow, implying the exponent identity

z + χ = 2. (2.37)

This identity holds at all orders, as it is not a perturbative result itself. In

Chapter 4, we will encounter a similar symmetry in the context of field theory

of self-chemtactic systems.
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Chapter 3

Long-range fluctuation-induced
forces in driven electrolytes

There is no law except the law that there is no law.
— John Archibald Wheeler

This chapter reports on the analysis of the stochastic dynamics and nonequilib-

rium FIFs of a strong electrolyte in the presence of a constant external electric field.

The results presented in this chapter have been published in Refs. [32, 33].

3.1 Motivation

As we discussed in Section 2.1, the classical picture of electrolytes based on the

DH theory contains a notion of screening that renders the electrostatic interac-

tions effectively short-ranged. Despite this, we saw that some experiments have

revealed the existence of forces acting across concentrated and driven electrolytes

at remarkably long distances. Such observations may be taken as evidence for

reduction in the degree of the electrostatic screening by some underlying mechanism,

e.g. ion pairing and formation of clusters.

For a driven electrolyte, however, the distribution of the nonequilibrium fluctu-

ations and the form of their correlations may not necessarily remain the same as

the exponentially screened correlations in equilibrium. In fact, we will show that

the nonequilibrium fluctuations in a driven electrolyte are long-range correlated,
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3.2. Stochastic dynamics of driven electrolytes

Figure 3.1: Schematics of the bulk (unconfined) driven electrolyte in d = 3 dimensions
in a solvent with permittivity εin. The external electric field E = Eêx along the x axis
is switched on at the initial time t = 0 and drives the cations and anions in opposite
directions (black arrows); moreover, there are electrostatic interactions between the ions
(green arrows).

in contrast to the screened correlations in equilibrium. These correlations have

important implications in terms of force propagation across the electrolyte; we show

that confining the driven electrolyte gives rise to unscreened, long-ranged FIFs

whose transient and long-time behaviour will be examined in detail subsequently.

3.2 Stochastic dynamics of driven electrolytes

The PB and DH theories focus on two main ingredients of equilibrium electrolytes,

namely electrostatic interactions and thermal distributions, and as such they provide

a simple yet powerful qualitative picture. In principle, mean-field theories that

describe the dynamics of the electrolytes also follow the same logic of only focusing

on these two essential features. In this spirit, we now derive and analyse stochastic

equations that describe the dynamics of the driven ions, and their fluctuations,

using the DK approach.

We consider a d-dimensional charge-neutral strong electrolyte consisting of

N cations with charge +Q and N anions with charge −Q that move against

a featureless solvent with permittivity εin. The overdamped trajectory of each

ion is determined by the effects of the deterministic forces, namely the electric

forces from the external field and from other ions, combined with the stochastic

(Brownian) forces arising from thermal collisions with solvent molecules. The
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3. Long-range fluctuation-induced forces in driven electrolytes

solvent also provides friction against the movement of the ions. Throughout this

chapter, we assume that the solvent is at equilibrium at temperature T and its

hydrodynamic effects are negligible.

The mobility and diffusion coefficients of all cations and anions are assumed

to be given by µ and D, respectively1. Since both the stochastic forces and the

friction forces are caused by the same solvent, these coefficients are related to each

other through the Einstein relation µ = βD where β = 1/(kBT ). This ensures

that in the absence of external forcing, the relaxational processes bring the system

to the equilibrium distribution at long times [128].

The trajectory r±a (t) of a cation or an anion labeled by a = 1, 2, . . . , N is

governed by the Langevin equation

ṙ±a (t) = ±µQ
[
−∇φ̂

(
r±a (t)

)
+E

]
+
√

2D η±a (t). (3.1)

Here we denote by E = Eêx the constant external electric field applied along the

x axis, and by φ̂ the exact electrostatic potential field created by other ions (see

Fig. 3.1). Furthermore, {η±a }
N
a=1 represent independent Gaussian white noises with

zero means and unit variances, i.e. 〈ηa(t)〉 = 0 and 〈η±ai(t)η±bj(t′)〉 = δab δij δ(t− t′).

The exact potential field φ̂ is governed by a d-dimensional Poisson equa-

tion according to

−∇2φ̂(r, t) = SdQ

εin
ρ̂(r, t), (3.2)

where Sd = 2πd/2

Γ( d2 ) , and the instantaneous charge density is given by ρ̂ = Ĉ+ − Ĉ−

in terms of the instantaneous ionic densities Ĉ±(r, t) =
N∑
a=1

δd (r − r±a (t)).

As we discussed in Subsection 2.3.1, the DK approach gives the evolution

equation of the exact densities, whereas its spatio-temporally coarse-grained version,

whose fluctuating current is given by Eq. (2.18), is more practical. In the following,

we will assume a spatio-temporal coarse graining has been performed on the density
1In Subsection 3.2.2, we discuss how unequal ionic mobility and diffusion coefficients can affect

the analysis.
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3.2. Stochastic dynamics of driven electrolytes

fields, and thus we now work with the smooth fields C±(r, t), ρ(r, t), and φ(r, t).

Consequently, the cationic and anionic currents are given by

J±(r, t) = −D∇C± ± µQC± (−∇φ+E)−
√

2DC± ζ±(r, t), (3.3)

where ζ±(r, t) are uncorrelated vectorial Gaussian noise fields characterised by

uncorrelated components with zero averages and unit variances.

Instead of studying the dynamics of C±, it proves more convenient, and also

physically more transparent, to focus on the dynamics of the number-density field

C and the charge-density field ρ defined as

C(r, t) = C+(r, t) + C−(r, t), ρ(r, t) = C+(r, t)− C−(r, t), (3.4)

respectively. The continuity equations for C± then imply ∂tC + ∇ · Jc = 0 and

∂tρ + ∇ · Jρ = 0, with the density and charge currents

Jc = J+ + J− = −D∇C + ρµQ(−∇φ+E)−
√

2DCζc, (3.5)

Jρ = J+ + J− = −D∇ρ+ CµQ(−∇φ+E)−
√

2DCζρ. (3.6)

The noise terms
√

2DCζc,ρ are obtained from the Gaussian noise fields
√

2DC±ζ±

by addition and subtraction, and therefore they are also uncorrelated fields, have

zero averages, and their component-wise correlations are given by

〈ζρi(r, t)ζρj(r′, t′)〉 = 〈ζci(r, t)ζcj(r′, t′)〉 = δijδ
d(r − r′)δ(t− t′).

Substituting the density and charge currents Jc and Jρ into the corresponding

continuity equations, we eventually arrive at the stochastic equations

∂tC = D∇2C + µQ∇ · (ρ∇φ)− µQE∂xρ+∇ ·
(√

2DCζc
)
, (3.7)

∂tρ = D∇2ρ+ µQ∇ · (C∇φ)− µQE∂xC +∇ ·
(√

2DCζρ
)
. (3.8)

Remark that the coarse-grained electric potential now satisfies −∇2φ = SdQ
εin
ρ

(with no hats).

From Eqs. (3.7) and (3.8), one can see that the external field is introducing a

source term ∝ ∂xρ – i.e. proportional to variations in the charge density along the
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3. Long-range fluctuation-induced forces in driven electrolytes

field – to the dynamics of the number density C, and vice versa. This coupling

gives rise to long-range correlations in the fluctuations of both number density and

charge density by introducing anisotropic effects, as will become clear later.

The density and charge dynamics given by Eqs. (3.7) and (3.8) are still difficult

for analytical analysis because of the presence of nonlinear terms and multiplicative

stochasticity. It is thus customary to work with the linearised version of the SDFT

equations instead, and then consider the effect of the nonlinear terms perturbatively

where possible (cf. Subsection 2.3.2). On many occasions, the linear theory already

provides a reliable description of the system at hand. For instance, Ref. [148]

shows that the linearisation of the DK equation works well in the case of a tracer

moving in a bath of soft-repelling particles. In Ref. [149] Onsager’s corrections to

conductivity of strong electrolytes were successfully reproduced within the linearised

SDFT and, moreover, the same linear scheme has also been employed to study

fluctuations in ionic currents across nanopores [150, 151]. Furthermore, linearised

SDFT framework has been employed to reveal the power-law decay of correlation

functions in driven binary systems [152].

To perform the linearisation, we consider the fluctuations of the ionic density

fields about a uniform background C0 by writing C±(r, t) = C0 + δC±(r, t) with

|δC±(r, t)| � C0. The corresponding fluctuations in the number-density and

charge-density fields are given by

c(r, t) = δC+(r, t) + δC−(r, t) = C+(r, t) + C−(r, t)− 2C0,

ρ(r, t) = δC+(r, t)− δC−(r, t) = C+(r, t)− C−(r, t),
(3.9)

respectively. The dynamics of these fluctuation fields is then obtained by expanding

Eqs. (3.7) and (3.8) and keeping terms linear in δC±, which yields

∂tc = D∇2c− µQE∂xρ+
√

4DC0 ηc(r, t), (3.10)

∂tρ = D(−κ2 +∇2)ρ− µQE∂xc+
√

4DC0 ηρ(r, t), (3.11)

where we have generalised the definition of the Debye parameter to d dimensions as

κ2 = 2SdC0Q
2

εin kBT
. (3.12)
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3.2. Stochastic dynamics of driven electrolytes

Furthermore, ηρ,c are zero-average, uncorrelated noise fields which are the result

of linearising ζρ,c in Eqs. (3.7) and (3.8), and their variances are given by

〈ηρ(r, t)ηρ(r′, t′)〉 = 〈ηc(r, t)ηc(r′, t′)〉 = −∇2δd(r − r′)δ(t− t′). (3.13)

Equations (3.10) and (3.12) are the linearised stochastic description of the density

and charge fluctuation fields. Being linear, they can be solved simultaneously by

standard methods, and the corresponding correlation functions can be evaluated

from the noise correlations. For instance, to calculate the long-time limit of the

correlations, one can make use of spatial and temporal Fourier transformations

and then solve the resulting algebraic equations [149]. The expressions obtained

this way are, however, rather cumbersome and their derivation is deferred to

Appendix A. In the following, we instead use a simplifying approximation to obtain

more transparent expressions for large-scale and long-time correlations.

3.2.1 Scaling analysis

Before proceeding further, we perform a scaling analysis of Eqs. (3.7) and (3.8),

similar to what was carried out for the KPZ equation in Subsection 2.3.2, and show

that in fact the nonlinear terms in the full SDFT are irrelevant at macroscopic

scales. This then justifies the use of the linearised description as we intend to focus

directly on the large-scale physics of the electrolyte in the hydrodynamic limit.

Let us consider a rescaling of space, time, and fluctuation fields given by

r → br, t→ bzt, ρ→ bχρρ, c→ bχcc, (3.14)

with the scaling parameter b, dynamic exponent z, and field exponents χρ and

χc
2. The programme follows through as before: we first find the scaling ex-

ponents associated with the linear dynamics, and then gauge the relevance of

2Notice that we use the same scaling factor b for all spatial directions since for the Gaussian
fixed point, the anisotropic scaling exponent is zero [140].
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3. Long-range fluctuation-induced forces in driven electrolytes

the nonlinear terms accordingly. Considering the linear equations (3.10) and

(3.11), the rescaling results in

∂tc = bz−2D∇2c− bz−1−χc+χρµQE∂xρ+ b
z−d

2 −1−χc
√

4DC0ηc, (3.15)

∂tρ = bz−2D∇2ρ− bz−1+χc−χρµQE∂xc− bzDκ2ρ+ b
z−d

2 −1−χρ
√

4DC0ηρ. (3.16)

From the first equation, we obtain the Gaussian exponents

z = 2, χc = 1 + χρ = −d/2. (3.17)

The second equation, however, cannot be made scale invariant since on its r.h.s.,

the second term ∝ ∂xc and the third term ∝ ρ scale as bz and therefore grow under

rescaling. This is essentially due to the presence of the screening term, which gives

rise to relaxation effects in the dynamics; in other words, the charge dynamics is

given by a ‘massive’ field theory (similar to model A dynamics [140]) and constitutes

the ‘fast’ process in the system, whereas the dynamics of the density fluctuations is

described by a ‘massless’ theory and forms the ‘slow’ process. It could be inferred

from this scaling argument that at long times and large distances, the mass-like

terms are dominant in the charge dynamics while the other terms become negligible

and can be discarded in the asymptotic limit.

Equipped with the mean-field exponents (3.17), we examine the scaling behaviour

of the nonlinear terms of the full DK equations (3.7) and (3.8). The nonlinear term in

Eq. (3.7) is µQ∇· (ρ∇φ) which in the Langevin equation scales as bz−χc+2χρ = b−d/2.

The scaling exponent of this term is thus negative in all dimensions, indicating that

it is an irrelevant interaction. For the charge dynamics, the considerations of the

previous paragraph, together with the negative values of χc,ρ in Eq. (3.17), imply

that the nonlinear term scales weaker with respect to the linear mass terms, and

therefore the macroscopic physics can be captured by only keeping the linear

terms µQE∂xC and Dκ2ρ.

Finally, we also consider the scaling behaviour of more general nonlinear terms

which are, in principle, allowed in the dynamical equation but may not be obtained

directly from a microscopic theory. Such analysis is required because even if a
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3.2. Stochastic dynamics of driven electrolytes

specific term is not present in a theory that is derived from a microscopic model,

it may still be ‘generated’ upon performing coarse graining, given that its form is

allowed by symmetries of the problem and by physical rules. Note that this is in the

same spirit as the construction of the Landau–Ginzburg free energy where all of the

allowed terms should, in principle, be included in the free energy. The difference here

is that, as in the KPZ case, we directly work at the level of the Langevin equation.

Let us consider a general nonlinear term

Eςalmnp∇lρmcn(∇φ)p (3.18)

added to the r.h.s. of Eq. (3.7), where ς = 0 or 1 3. We have only allowed the

gradients of the electric potential φ in this expression since a constant shift in the

potential would not make physically observable differences. For this interaction to

be acceptable, we need to impose a few conditions on l,m, n, and p:

• First, since the ions only change their positions in the system by local processes,

their dynamics is given by a local continuity equation, implying that there

should at least be one gradient operator in the nonlinear term; therefore l ≥ 1.

• Secondly, nonlinear interaction terms at least contain two of the ρ, c and φ

fields, and thus m+ n+ p ≥ 2.

• Thirdly, the nonlinearity should be scalar, implying that (l + p) must be even

for ς = 0, and it must be odd for ς = 1.

• Lastly, since the interaction terms must be local in space and they should

vanish when there are no fields, we have m,n, p ≥ 0.

It is straightforward to see that the scaling dimension of the generic term (3.18)

added to the Langevin equation (3.10) is given by [almnp] = 2−l−m− d
2(m+n+p−1)

whose sign should be analysed in light of the above conditions. For d > 2, it is

readily seen that all allowed interaction terms have a negative scaling exponent
3Note that E does not enter the scaling and can only change the vectorial structure of the

nonlinear term.
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3. Long-range fluctuation-induced forces in driven electrolytes

and are therefore irrelevant. For d = 2, on the other hand, there is one marginal

nonlinear term ∇ · (c∇φ) with vanishing scaling exponent. This term may give

rise to a nonequilibrium phase transition in the driven electrolyte. We will not

further investigate the possibility of such transitions in this thesis, as our main

focus is on the d = 3 case4.

Finally, we note that one can also examine the scaling of the multiplicative parts

of the noise term in the full DK equation (3.7) using the Taylor expansion
√
C =

√
2C0

(
1 + c

4C0
− c2

32C2
0

+ . . .
)
. It is straightforward to show that these stochastic

nonlinearities scale with a negative exponent and they are thus irrelevant as well

(for a similar analysis, see Section 4.3).

We therefore conclude that all nonlinear effects are irrelevant in the weak-

coupling regime, and the linear theory with additive noise is sufficient to capture

the long-distance and long-time physics of the driven electrolyte in this regime5.

3.2.2 Quasi-stationary approximation and anisotropic diffusion

Besides establishing the irrelevance of the nonlinearities, the scaling analysis also

revealed the major difference between the density dynamics (3.10) as the slow process,

and the charge dynamics (3.11) as the fast relaxational process in the system.

This difference is evident even when one considers the dynamics in the absence

of an external field. In particular, with E = 0, the dynamics of c is governed by

a diffusive process; in the Fourier space, the correlations are given as ∝ e−t/ϑc(k)

with a mode-dependent relaxation time ϑc(k) = 1/(Dk2) that diverges for long

wavelengths (k → 0); on the other hand, the dynamics of ρ is governed by a

relaxational process with correlations ∝ e−t/ϑρ(k) whose time scale is defined via

ϑ−1
ρ (k) = D(κ2 + k2), which has a finite limit for zero wavevectors.

4Some results, e.g. the FIF amplitude that will be presented later, may be extended to d=2
by making the assumption that the electrolyte is in the high temperature phase and is away from
the possible transition lines (see the appendix of Ref. [32]). A similar assumption in the context
of conductivity is discussed in Ref. [149].

5Note that the irrelevance of the nonlinearities does not discard the possibility of a phase
transition to a strong-coupling regime. Investigating such transitions requires a more systematic
treatment using RG techniques and is left for future work.
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We also see that without the external electric field, the density and charge

dynamics at the linear level as described by Eqs. (3.10) and (3.11) are decoupled

from each other. On the other hand, when the electric field E = Eêx is switched

on, c and ρ become coupled through the terms ∝ E∂xρ and ∝ E∂xc in Eqs. (3.10)

and (3.11), respectively. Because of the fundamental difference in the dynamics of

c (slow mode) and ρ (relaxation mode), it is expected that through this coupling

the charge distribution effectively adapts to changes in the density distribution.

Based on the scaling considerations and the preceding discussion, we therefore

only keep the mass-like terms in Eq. (3.11) for a first approximation and arrive at

ρ(r, t) ≈ −κ−2βQE∂xc(r, t), (3.19)

which henceforth will be referred to as the quasi-stationary approximation. Observe

that Eq. (3.19) implies the charge fluctuations ρ follow the variations of the

density field along the direction of the applied electric field. Moreover, within

this approximation, the charge fluctuation ρ vanishes if E = 0. This observation is,

in fact, consistent with the level of this approximation, since, as we have discussed,

Eq. (3.19) applies to length and time scales beyond those set by the Debye screening

processes, and without E the charge distribution vanishes at such scales.

Substituting the quasi-stationary profile Eq. (3.19) into the linearised density

dynamics (3.10) leads to the anisotropic diffusion equation6

∂tc = D(E2∂2
x +∇2)c+

√
4DC0 ηc. (3.20)

Here we have defined the dimensionless electric field E as

E = µQE

Dκ
=
[
εinE

2/(2Sd)
C0kBT

]1/2

, (3.21)

where the second equality follows from the definition of κ (3.12) and the Einstein

relation µ = βD.

Equation (3.20) is one of the central results in this chapter. It reveals that the

diffusion of the density fluctuations at long distances is enhanced in the direction of
6Note that we have already discarded the noise term ηρ from Eq. (3.19) in anticipation of its

irrelevance w.r.t. ηc in Eq. (3.20)
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3. Long-range fluctuation-induced forces in driven electrolytes

the electric field, and therefore the isotropy of the (conserving) density dynamics is

broken at the level of diffusion coefficient. This anisotropy represents a mismatch

between the noisy fluctuations and the dissipative forces, and it leads to the so-called

generically scale-invariant dynamics [5, 6, 140, 153]. The naming stems from the

fact that correlation functions in such dynamics have power-law forms without the

need for tuning a control parameter – as needed in the case of, e.g. Ising criticality.

Let us also give a more intuitive picture of the quasi-stationary approximation

(3.19). As described by the DH model, one can think of each ion in the electrolyte

to be surrounded most of the time by an atmosphere of opposite ions. When

an external field is applied, this ‘counterion atmosphere’ becomes asymmetric in

the direction of the external electric field7. If the net distribution of the ions is

uniform, these asymmetries will compensate each other and there is no effective

charge accumulation on average; however, if ions of either species are distributed

nonuniformly in the parallel direction, their asymmetric counterion clouds give

rise to an effective charge distribution which cannot be screened anymore. The

quasi-stationary approximation gives an expression for such charge contributions.

Within the same lines, we may also elucidate the origin of the dimensionless

electric field E as follows: in equilibrium, if a counterion cloud around a central

ion is disturbed from its stationary state, it takes a time of the order of (Dκ2)−1

to relax back to equilibrium. When the external electric field is applied to the

system, the central ion, as well as the ions that form its counterion cloud, acquire

a (deterministic) velocity parallel with the electric field. In this situation, even

though the mutual electrostatic interaction of the central ion and the counterion

cloud tends to bring them back to the equilibrium state, the constant external drive

prevents them from doing so and, instead, they settle in a new nonequilibrium

steady-state. The time-averaged distribution of the counterions around the central

ion in this state is not spherically symmetric anymore, but instead it is deformed

along the direction of the electric field. This asymmetry can be characterised by
7This is similar to the polarisation of the molecules in a dielectric material, the difference being

that in electrolytes the central ions and their atmospheres are dynamic. Therefore this way of
thinking only applies to time-averaged quantities.
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the amount the central ion moves during the relaxation period of its cloud; this is

given by ∼ (µQE)× (Dκ2)−1 where µQE gives the average velocity of the central

charge and (Dκ2)−1 is the relaxation time of the cloud. Dividing this displacement

by the spatial extent of the cloud ∼ κ−1 yields the dimensionless ratio E which

qualitatively encodes the magnitude of the asymmetry [46].

So far we have assumed that the electric field is constant in time and, in addition,

the ionic species have equal mobility and diffusion coefficients. Let us briefly discuss

whether and how relaxing these assumptions can modify the large-scale physics

described by Eqs. (3.19) and (3.20).

Slowly varying electric fields

In experimental setups, it is often not practical to maintain a constant electric field

across the bulk of an electrolyte, as the cations and anions can rapidly accumulate

on opposite electrodes, and they will consequently screen out the applied field

to a short-ranged residual one that only acts on a layer close to the electrode

surfaces. Many experimental setups, including those discussed in Subsection 2.1.3,

instead use alternating electric fields with sufficiently fast oscillations to prevent

the ions from accumulating on the electrodes. As we noted in discussing those

experiments, the applied frequencies are still slower than the Debye (relaxation)

frequency so that the distribution of the ions can locally adapt to the changing

electric field. We will call an alternating field that varies slower than the Debye

frequency of the electrolyte a slowly varying field.

For a time-dependent electric field E(t) = E(t)êx, the deterministic part of the

linearised charge dynamics (3.11) has a solution in the Fourier space given by

ρ(k, t) = −iµQkx
ˆ t

0
dt′ exp

(
− t− t

′

ϑρ(k)

)
E(t′) c(k, t′), (3.22)

where ϑ−1
ρ (k) = D(k2 +κ2) and we have assumed, for simplicity, that ρ(k, t=0) = 0.

We are interested in the asymptotic form of the above expression in the long-time

limit t� ϑρ(0) = 1/(Dκ2) such that the transient effects have died out. To analyse
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the integral above, we consider a general form of it and write

L(α, t) ≡
ˆ t

0
dt′ e−α(t−t′)f(t′) =

ˆ t

0
dt′ e−αt′ f(t− t′) (3.23)

=
ˆ t

0
dt′ e−αt′

[ ∞∑
n=0

f (n)(t)
n! (−t′)n

]
=
∞∑
n=0

f (n)(t)
n! ∂nα

ˆ t

0
dt′ e−αt′ (3.24)

αt�1≈
∞∑
n=0

(−1)nf
(n)(t)
αn+1 = f(t)

α
+
∞∑
n=1

(−1)nf
(n)(t)
αn+1 , (3.25)

where in going to the second line we have assumed f is analytic and can be

Taylor expanded, and in the last line we have assumed αt � 1 for the long-time

limit. For a function f that has a characteristic frequency Ω, the ratio between

the consecutive terms in the above series goes as ∼ Ω/α. Consequently, if α

is larger than the characteristic frequencies of f , the leading term is already a

good approximation of the integral.

Going back to Eq. (3.22), it is now evident that for t � 1/(Dκ2), if the

characteristic time scale for the variations of E(t′)c(k, t′) is longer than 1/(Dκ2),

the leading order expression for charge fluctuations is given by

ρ(k, t) ≈ −iµQkx
D(κ2 + k2) E(t) c(k, t), (3.26)

which, in the long-distance limit κ � k, is just the Fourier representation of the

time-dependent version of the quasi-stationary relation (3.19). We thus see that for

electric fields that slowly change over time, the quasi-stationary approximation only

needs to be modified by substituting the strength of the electric field at each instant.

The physical ground for this justification is, of course, in that the quasi-stationary

relation assumes charge relaxation processes occur over time scales that are much

faster than the diffusive time scale of the density dynamics; in addition, as we noted,

the charge relaxation time scale (of the order of nanoseconds, corresponding to

gigahertz frequencies) is, in many cases, also faster than the oscillation of an applied

alternating field, and therefore the counterion cloud surrounding each ion is not

affected considerably by the changes in the field during its Debye relaxation process.
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Unequal mobility and diffusion coefficients

A second assumption that we have used so far is that the mobility and diffusion

coefficients are the same for both cations and anions. However, often different

species in an electrolyte solution are of different effective sizes, e.g. due to hydration

effects [44], and therefore their mobility and diffusion coefficients are in general not

equal. In Ref. [154], it has been shown that with alternating applied fields, such

unequal coefficients lead to a nonvanishing time-averaged electric field in the bulk

due to differing spatial ranges in the motion of the ions.

We now examine how unequal mobility coefficients µ± modify the macroscopic

electrolyte dynamics given by Eq. (3.20), assuming that a constant electric field is

already maintained in the bulk. Let us consider diffusion and mobility coefficients as

D± = D ± δD, and µ± = µ± δµ, (3.27)

which satisfy the Einstein relation µ± = βD±. Note that δD and δµ may

be positive or negative and are not necessarily small. Rewriting the full DK

currents (3.5) and (3.6), we get

Jc = −D∇C − δD∇ρ+ [ρµ+ Cδµ]Q(−∇φ+E)−
√

2 [DC + δDρ]ζc, (3.28)

Jρ = −D∇ρ− δD∇C + [Cµ+ ρδµ]Q(−∇φ+E)−
√

2 [DC + δDρ]ζρ, (3.29)

which result in the following linearised stochastic equations

∂tc = D∇2c+ δD∇2ρ− δDκ2ρ− µQE∂xρ− δµQE∂xc−
√

4DC0ηc, (3.30)

∂tρ = D∇2ρ+ δD∇2c−Dκ2ρ− µQE∂xc− δµQE∂xρ−
√

4DC0ηρ. (3.31)

We observe that the extra terms in Eq. (3.31) arising from finite δD and δµ

have a higher number of derivatives (e.g. δD∇2c as compared with −µQE∂xc,

and −δµQE∂xρ as compared with −Dκ2ρ). A scaling analysis similar to that

in Subsection 3.2.1 then shows that these terms become irrelevant in the long-

distance limit; the macroscopic charge dynamics once again reduces to Eq. (3.19)

in the asymptotic limit.
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To obtain the dynamics of the density fluctuations c, we can thus simply

substitute the same quasi-stationary solution into the modified density dynamics,

Eq. (3.30). On simplifying the resulting expression by making use of δµ/δD =

µ/D = β, we recover the anisotropic diffusion equation (3.20); however, this time

D is the average of the ionic diffusion coefficients since D = D++D−
2 . Therefore,

we see that the structure of both charge and density dynamics at long-time and

long-distances is not altered by unequal mobility and diffusion coefficients.

3.3 Correlation functions of bulk driven electrolytes

In this section, we calculate the density and charge correlation functions of the bulk

(unconfined) driven electrolyte on the basis of the linearised stochastic equations

from the previous section. It is worth mentioning that since the calculation in this

section is based on Eq. (3.20), which itself was obtained through the quasi-stationary

approximation, the outcomes are, strictly speaking, valid only beyond the Debye

relaxation scales. In Appendix A, we also provide the calculation of the correlation

functions without invoking the quasi-stationary approximation.

Let us consider the solution to Eq. (3.20) after the spatial Fourier transfor-

mation is taken

c(k, t) = c(k, 0) exp
(
− t

ϑE (k)

)
+
√

4DC0

ˆ t

0
du ηc(k, u) exp

(
− t− u
ϑE (k)

)
, (3.32)

where we have defined8

ϑE (k) = 1
D(E2k2

x + k2) . (3.33)

It is straightforward to calculate the density correlations from Eq. (3.32). We

assume the averaging is taken both with respect to the thermal initial configuration

– for which we have 〈c(k, 0)c(k′, 0)〉th = (2π)dδd(k+k′) 2C0 with 〈. . .〉th representing

a thermal ensemble averaging – as well as with respect to noise realisations. The
8For a slowly varying electric field, one has to replace E2 with its time average

´ t
0 E

2(t′)dt′/t.
In the case of periodic driving, e.g. E(t) = E0 cos(Ωt), such averaging over long time intervals then
reduces to E2

0/2.
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combination of these averagings in the presence of the driving field E are denoted

by 〈. . .〉neq, and they give

〈c(k, t)c(k′, t′)〉neq = 〈c(k, t)c(k′, t′)〉eq + (2π)dδd(k + k′) c(2)
bulk(k, t, t′), (3.34)

where we have defined the equilibrium-like contribution of the correlation as

〈c(k, t)c(k′, t′)〉eq = (2π)dδd(k + k′) 2C0e
−D(E2k2

x+k2)(t′−t), (3.35)

while the nonequilibrium electric-field-dependent part is given by (t′ ≥ t)

c
(2)
bulk(k, t, t′) = −2C0E2k2

x

E2k2
x + k2

[
exp

(
− t
′ − t
ϑE (k)

)
− exp

(
− t
′ + t

ϑE (k)

)]
. (3.36)

The 〈cc〉eq term above is the density correlation at different times t and t′ that

reproduces the equilibrium correlations in the absence of the external electric field,

and it has a usual diffusive structure. At equal times t = t′, this equilibrium-like

part becomes trivial and it represents the average total density of the particles. On

the other hand, c(2)
bulk represents density correlations caused by the driving field E,

and therefore it vanishes in the absence of the external field.

The long-distance limit (k → 0) of the nonequilibrium contribution is rendered

anomalous due to the anisotropy [6, 140]. For example, for t = t′ in the long-

time limit (t → ∞), we have

lim
k⊥→0

lim
kx→0

c
(2)
bulk(k, t) = 0, whereas lim

kx→0
lim
k⊥→0

c
(2)
bulk(k, t) = −2C0E2

E2 + 1 , (3.37)

where k = (kx,k⊥) and we have defined c(2)
bulk(k, t) ≡ c

(2)
bulk(k, t, t). This discontinuity

singularity is an indication that the real-space correlation function does not fall off

fast enough with distance. This can indeed be seen directly through the real-space

representation, which for t′ = t is given by

c
(2)
bulk(r, t) =− 2C0E2(1− dx̃2/r̃2)

Sd(E2 + 1)3/2r̃d
+
ˆ

ddr̃′ 2C0E2(1− dx̃′2/r̃′2)
Sd(E2 + 1)2 r̃′d

exp
(
− (r̃−r̃′)2

8Dt

)
(8πDt)d/2 ,

(3.38)

where r̃ has the same components as r except that x̃ = x/
√
E2 + 1. This expression

shows that the density correlation in d spatial dimensions is a power law in all
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3. Long-range fluctuation-induced forces in driven electrolytes

directions and it falls off as ∼ r−d with distance; moreover, the correlation function

has an anisotropic dipolar character typically seen in driven systems [6, 140]. The

second term on the r.h.s. of Eq. (3.38) displays the same features but in a transient

diffusive manner, and its long-time decay is governed by the tail ∼ t−d/2.

We can calculate the charge correlation functions through Eq. (3.19) by taking

derivatives of Eq. (3.36). The long-ranged nonequilibrium part of the charge

correlations, derived from c
(2)
bulk, reads

ρ
(2)
bulk(k, t, t′) = −2C0E4k4

x

κ2(E2k2
x + k2)

[
exp

(
− t
′ − t
ϑE (k)

)
− exp

(
− t
′ + t

ϑE (k)

)]
. (3.39)

The real-space form of ρ(2)
bulk can also be found by taking appropriate derivatives

of Eq. (3.38). It is therefore seen that the nonequilibrium charge fluctuations are

also long-range correlated in the electrolyte solution.

3.3.1 Generic scale invariance

It has been shown that conservative dynamics with spatial anisotropies give rise

to generic scale invariance, i.e. the divergence of the correlation length without

the need for tuning to special points [5, 153, 155, 156].

The emergence of long-range correlations in driven systems with conserved

quantities can be expected by the following simple argument [5, 6]. In d spatial

dimensions, the two-point correlations C(2) of a conserved order parameter at the

same position in space across long temporal separations goes as C(2)(r=0, t)∼ t−d/2;

on the other hand, the diffusive front of the correlations are expected to propagate in

space as r∼
√
t. Based on these two observations, a naive scaling argument suggests

that rather generally we should expect C(2)(r, t= 0)∼ |r|−d, i.e. the equal-time

correlations between different points should fall off as a power law. The angular

dependence of such correlations, which is related to the discontinuity singularity

discussed earlier, cannot be seen from simple scaling arguments and requires more

detailed calculations. Let us consider a general noisy diffusion equation written

in the Fourier representation as

∂tψ(k, t) = −
d∑
i=1
Dik2

iψ + ηψ(k, t), (3.40)

53



3.3. Correlation functions of bulk driven electrolytes

with the noise correlations 〈ηψ(k, t)ηψ(k′, t′)〉 = (2π)dδd(k + k′)δ(t− t′)
[
d∑
i=1
Nik2

i

]
.

For the most general case, we allow for unequal diffusion coefficients Di and noise

strengths Ni which are not necessarily connected to each other, e.g. via FDT-

like relations. Also note that for a conserved quantity ψ, no relaxational term

on the r.h.s. of the equation is allowed. The correlation function of the scalar

field is straightforward to obtain:

〈ψ(k, t)ψ(k′, t)〉 = (2π)dδd(k + k′)

d∑
i=1
Nik2

i

d∑
i=1
Dik2

i

. (3.41)

We observe that this correlation function reduces to a δ-function only if the

ratio between Ni and Di in different directions are all the same, i.e. if

N1

D1
= N2

D2
= . . . = Nd

Dd
, (3.42)

which is equivalent to an FDT relation. In this case, the anistropy in the Langevin

equation is not essential and it can be removed by appropriate rescalings of space

and time9. This suggests that short-range local correlations in equilibrium dynamics

are a manifestation of FDT.

On the other hand, if in at least one direction the noise-to-diffusion ratio is

not equal to that of the other directions, as is the case for the ionic dynamics

Eq. (3.20), the numerator and denominator in (3.41) do not cancel out anymore.

As an example, let us assume

N1

D1
6= N2

D2
= . . . = Nd

Dd
≡ S. (3.43)

Then the correlation function is given by

〈ψ(k, t)ψ(k′, t)〉 = (2π)dδd(k + k′)
[
S + (N1 − SD1) k2

1∑d
i=1Dik2

i

]
(3.44)

9In particular, this can be done by choosing the time scale τ and length scales li that satisfy
τ = l21/D1 = . . . = l2d/Dd, and then making the substitutions t → τt and ri → liri. The same
rescaling can also be performed if the system is confined in one direction with a given geometric
length scale, by choosing the length scales in other directions accordingly.
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3. Long-range fluctuation-induced forces in driven electrolytes

We see that it is essentially the deviation from the equality of the noise-to-diffusion

ratios which leads to long-ranged contributions ∝ (N1 − SD1); in addition, this

also underlies the discontinuity singularity in the limit k → 0 10.

For a more general linear conservative dynamics, the r.h.s. of Eq. (3.40) may

also contain higher order derivative terms either in the deterministic part or in

the noise term, e.g. terms ∝ k4
iψ; however, the long wavelength limit of the

correlation function in such cases is still given by Eq. (3.41) and therefore the

previous considerations regarding the role of anisotropies remain valid.

Lastly, for interacting theories, nonlinear terms will also be present in the

calculation of correlation functions. Irrelevant nonlinearities, such as those in

the ionic dynamics, do not modify the long-time and long-distance features of

the correlation functions, and therefore one can still expect the emergence of

generic scale invariance in anisotropic conserved dynamics. The long-range form

of the correlation functions of the driven electrolyte can thus be understood in

the context of generic scale invariance.

3.4 Interlude: An overview of thermal and nonequilib-
rium fluctuation-induced forces

The scale-free correlations of the driven electrolyte have important implications in

terms of the Casimir forces exerted on boundaries that confined the driven ions. In

this section, we briefly review some ideas and recent works related to thermal and

nonequilibrium FIFs, before continuing with our analysis of the driven electrolyte.

The idea of Casimir forces, namely a force that arises from the confinement

of a fluctuating field, is not limited to quantum systems, and one can in general

expect to observe a force by restricting the fluctuating modes of any correlated

medium [56]. Loosely speaking, the resulting force can be felt up to a distance set by

the correlation length of the medium, which is often of the order of a few molecular
10It is also worth mentioning that for a conserved dynamics with nonconserved noise, the

correlations are generically long ranged; this can be seen from Eq. (3.41) for the case that the
numerator is a constant [5].
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distances. In the case of an equilibrium electrolyte, for example, the range of the

thermal fluctuation forces is set by the Debye screening length (∼ 1−10 nm) [60, 157].

The most interesting cases are FIFs that arise from confining fluctuations

in a long-range correlated medium, as they exhibit some universal features. In

thermal equilibrium, long-range correlations are present at critical points, and

it is indeed known that confining a critical system leads to long-ranged thermal

FIFs acting on the boundaries [57, 158]. Such critical Casimir forces (and their

modifications) have been studied extensively from both theoretical and experimental

perspectives [57, 159–166] especially due to their practicality in manipulating

colloidal systems [50, 167, 168].

Let us briefly illustrate the idea of FIF in critical systems. Consider a generic

free energy (per unit area) of a confined system in d = 3 as [57]:

F (H) = Fbulk + Fplates + kBT

H2 Θ(H/ξc). (3.45)

Here the first term is the free energy of the corresponding bulk (unconfined) medium

in the same volume (∝ H), the second term represents the change in free energy upon

introducing the confining boundaries independently (due to interactions between

the medium and the boundaries), and the third term is the interaction free energy

associated with the boundary correlations. The physical dimension kBT/H2 of the

last term is determined by dimensional analysis, and its amplitude depends on the

scaling function Θ and the correlation length of the medium ξc. For large separations

H � ξc, the confining plates are not affected by the presence of each other, implying

that Θ(x� 1)→ 0; for a critical system, on the other hand, the argument of the

scaling function vanishes and one expects to get a universal finite amplitude.

The idea of FIFs has also been extended out of thermal equilibrium to both

driven and active systems in a variety of settings. Nonequilibrium systems exhibit

long-range correlations more frequently, e.g. due to correlations in conserved

dynamics, and this leads to a reach variety of long-range nonequilibrium FIFs.

However, out of thermal equilibrium, there is no general relation, similar to

equilibrium thermodynamic relations, which one can exploit to calculate the
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3. Long-range fluctuation-induced forces in driven electrolytes

fluctuation pressure. This has resulted in a variety of (connected) methods for

calculating nonequilibrium forces.

As one of the first examples of nonequilibrium FIF, Ref. [169] uses a Hamiltonian

definition of the stress [170] to compute the FIF in a relaxational dynamics in

the presence of temperature gradients and shows that the nonequilibrium FIFs in

general tend to move the external boundaries to colder regions.

Refs. [171] and [172] consider FIFs that arise from relaxing Gaussian fields, with

extensions to temperature quenches and coloured noises. The force in this case

is also obtained from a Hamiltonian, but now by including an interaction term

that represents the confining effect of the boundaries.

Ref. [173] examines the FIF between two reservoirs with differing densities

in the context of nonequilibrium diffusive dynamics; in this case, the pressure is

obtained from an expansion of the equation of state to second order in density

fluctuations by invoking the local equilibrium assumption, and the results are

found to agree with simulation data.

Ref. [174] investigates the transient FIF arising from the conserved dynamics of a

Gaussian field upon a temperature quench. In this case, the FIF is computed based

on a dissipative force balance, i.e. (force∝ field density × deterministic current);

this relation is then expressed in terms of the field correlations which allows the

computation of the FIF from the Langevin dynamics.

A similar computation is performed for quenches with arbitrary initial and final

temperatures in Ref. [175]; here, the force is computed both from the Hamiltonian

stress formalism and from the local equilibrium assumption. Comparison of the

results with simulation data then suggests that the local equilibrium assumption

gives quantitatively good predictions, while there is a small difference between the

Hamiltonian (Gaussian) stress and the actual data.

We also mention that dynamics of fluctuation forces after a critical quench in

conserved dynamics has been examined in Refs. [176, 177]. Lastly, FIFs in active

systems have been studied to some extent, e.g. for run-and-tumble particles [178],

active suspensions [179], active fluids [180], and active nematic films [181].
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As mentioned earlier, the difficulty in studying nonequilibrium FIFs is the

absence of general thermodynamic-like relations for computing the pressure. A

more fundamental approach that does not invoke thermodynamic relations is based

on the mechanical definition of force, which holds both in and out of equilibrium;

this is the basis of the celebrated Irving–Kirkwood (IK) stress formula [182].

The IK formula is obtained by writing the force density f in a system in terms

of the (interaction) stress tensor σ as f = ∇ · σ; by expressing the force density

in terms of the interaction potential, and then inverting the divergence operator,

one arrives at an expression for σ in terms of the interaction potential and the

correlation functions. For an isotropic interaction potential U = U(|R|), the last

step can be performed formally by Taylor expanding the mutual force densities

acting on pairs of particles [182] or via an integral representations [183], and it yields

σ(r) = 1
2

ˆ 1

0
du
ˆ

ddR RR

R
∂RU(R) c(2)

(
r + (1− u)R, r − uR

)
, (3.46)

with c(2) representing the two-point correlation function of the system.

Ref. [183] extends the IK formalism to generic statistical fields (instead of

particles). Here, one first exerts a ‘fictitious’ local force to bring a nonequilibrium

field configurations into local mechanical equilibrium. The exerted force is then

represented as a linear coupling in the Hamiltonian of the system, from which

the friction force associated with the original nonequilibrium current is obtained

as f (j)(r) = ψ(r)∇ δH[ψ]
δψ(r) . Finally, the force density acting on an external object

or boundary, f (U), is calculated as11

f (U) = ∇ · σ − f (j), (3.47)

where the stress tensor of the field is obtained from the Hamiltonian density and reads

σij(r) = δij

(
H(r)− ψ(r)δH[ψ]

δψ(r)

)
− ∂H(r)
∂∂jψ(r)∂iψ(r). (3.48)

For an equilibrium configuration with δH[ψ]
δψ

= 0, this expression recovers the

usual form of the stress tensor.
11Note that for Neumann boundary conditions, the flux on the boundary vanishes and thus

f (j) = 0. In this case, the force on the boundary is fully determined by the stress tensor.
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3. Long-range fluctuation-induced forces in driven electrolytes

The IK formula and its extensions are viable routes for calculating forces for

generic fields. For fundamental fields with, e.g. electromagnetic interactions, on

the other hand, the situation is conceptually simpler since both equilibrium and

out-of-equilibrium stresses can directly be computed from appropriate expectation

values of the interactions of the field with charges and currents. For instance,

in Refs. [61] and [184], the force between two plates that contain Brownian

charged ions is obtained from the appropriate Green’s functions and the charge-

density correlations.

Alternatively, one can make use of the standard Maxwell stress formula [185]

while again the required field averages should be evaluated from the appropriate

(dynamical) equations [186]. For the driven electrolyte in the overdamped regime,

the relevant form of the Maxwell stress σ only contains the electrostatic part. The

corresponding expression can in fact be derived in a similar fashion as the IK formula

by starting from the relation between electrostatic body forces and the divergence

of the Maxwell stress (i.e. ∇ · σ = −ρ∇φ). By making use of the Poisson equation

and upon simple vectorial manipulations, one then arrives at an expression for the

Maxwell stress tensor which in d dimensions reads [185]

σij = εin
Sd

(
(∂iφ)(∂jφ)− δij

2 (∇φ)2
)
. (3.49)

3.5 Fluctuation-induced forces in driven electrolytes

We now proceed with our analysis of the driven electrolyte and calculate the FIFs

arising from confining its long-range correlated fluctuations. In particular, we

consider the setup depicted in Fig. 3.2 where the external field E = Eêx is applied

along the x axis, and the system is confined in the y direction by uncharged flat

boundaries located at y = 0 and y = H, while it is open in other directions.

Since we are interested in the noise-averaged value of the stress exerted on the

boundaries, and in particular its normal component12, we need to calculate

〈σyy〉 = εin
2Sd

(〈
(∂yφ)2

〉
−
〈
(∇sφ)2

〉)
, (3.50)

12As will be shown, the shear components vanish by symmetry.
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Figure 3.2: Schematics of the driven electrolyte in the Casimir (flat) geometry in d = 3
dimensions. The system is confined in the y direction by uncharged walls with symmetric
Neumann boundary conditions, while it is open along the x and z axes.

where we denote by s the parallel coordinates, namely r = (y, s) where s =

(s1 = x, s2, . . . , sd−1) ∈ Rd−1.

We therefore need to obtain the correlation function of the electric potential

created by the ions in the confined geometry. In principle, this can be calculated from

charge correlations as the electric potential and charge density are related by the

Poisson equation. The problem is thus shifted to calculating the charge correlations

in the presence of the boundaries. For confining plates that are immersed in the

electrolyte, the charge correlations outside the plates are essentially similar to the

bulk correlations evaluated in (3.39), while the correlations between the plates need

to be computed by specifying the boundary conditions.

We are in particular interested in the limit of large boundary separations, namely

κH � 1, where microscopic features are averaged out. In thermal equilibrium,

there is no fluctuation force in this limit, since the boundaries become effectively

uncorrelated. For the driven electrolyte, on the other hand, the existence of long-

range correlations implies a finite FIF even for large inter-plate separations. Focusing

on this limit also allows us to use the simple equations (3.19) and (3.20) which

capture the long-distance dynamics of the ions appropriate for this regime.
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3. Long-range fluctuation-induced forces in driven electrolytes

3.5.1 Correlation functions of confined driven electrolyte

For convenience, let us repeat here the anisotropic diffusion and quasi-stationary

equations:

∂tc = D
(
E2∂2

x +∇2
)
c+

√
4DC0ηc, (3.51)

ρ = −κ−2βQE∂xc. (3.52)

We start our analysis with the anisotropic diffusion (3.51). The deterministic

part of the current associated with this equation is given by

jdet
c = −êxDE2∂xc−D∇c. (3.53)

Assuming that the boundaries are impenetrable, the normal component of this

current should vanish at the location of the boundaries, i.e. êy · jdet
c

∣∣∣
y=0,H

= 0. This,

in turn, implies that the normal gradient of c should vanish on the boundaries; as a

result, a generic solution for density fluctuations that satisfies the no-flux boundary

condition (BC) can be expanded in terms of the Neumann (cosine) eigenfunction as

c(r, t) =
∞∑
n=0

cn(s, t) cos(pny), (3.54)

where we have defined pn = nπ/H. We will also make use of the translation symme-

try in the parallel directions via Fourier transforms cn(s, t) =
´ dd−1ks

(2π)d−1 e
iks·s cn(ks, t).

The Neumann decomposition (3.54) also implies a similar form ηc(r, t) =
∞∑
n=0

ηn(s, t) cos(pny) for the noise term in equation (3.51) with correlations

〈ηn(s, t) ηn′(s′, t′)〉 = H

2 δn,n
′(1 + δn,0) δ(t− t′)

[
−∇2

s + p2
n

]
δd−1(s− s′). (3.55)

These noise correlations can be transformed to the Fourier space by the substitutions

−∇2
s → k2

s and δd−1(s − s′) → (2π)d−1δd−1(ks + k′s).

On substituting the series (3.54) into the diffusion equation (3.51), and then

using the noise correlations (3.55), we arrive at

〈c(y,ks; t)c(y′,k′s; t′)〉 =

(2π)d−1δd−1(ks + k′s)
[
c(2)

eq (y, y′,ks; t, t′) + c(2)
neq(y, y′,ks; t, t′)

]
,

(3.56)
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where in similarity with Eq. (3.34) we have split the correlations to the equilibrium-

like (electric-field-independent amplitude) and nonequilibrium (electric-field-dependent

amplitude) parts. The equilibrium-like part explicitly reads

c(2)
eq (y, y′,ks; t, t′) = 4C0

H

∞∑′

n=0
cos(pny) cos(pny′) exp

(
− t
′ − t
ϑE(k)

)
, (3.57)

while the nonequilibrium part is given by

c(2)
neq(y,ks, t; y′,k′s, t′) =
−4C0E2k2

x

H

∞∑′

n=0

cos(pny) cos(pny′)
E2k2

x + k2
s + p2

n

[
exp

(
− t
′ − t
ϑE (k)

)
− exp

(
− t
′ + t

ϑE (k)

)]
,

(3.58)

where ϑE is given by the appropriate form of the Eq. (3.33), namely ϑ−1
E

(k) =

D(E2k2
x + k2

s + p2
n).

The equal-time limit of the equilibrium part is a localised δ-function13. On the

other hand, the nonequilibrium contribution at equal times simplifies to

c(2)
neq(y, y′,ks; t) = −4C0E2k2

x

H

∞∑′

n=0

cos(pny) cos(pny′)
E2k2

x + p2
n + k2

s

[
1− exp

(
− 2t
ϑE (k)

)]
. (3.59)

The equal-time charge correlation follows immediately from (3.59) upon using

the quasi-stationary relation (3.52), and it reads

ρ(2)
neq(y, y′,ks; t) = −4C0E4k4

x

κ2H

∞∑′

n=0

cos(pny) cos(pny′)
E2k2

x + p2
n + k2

s

[
1− exp

(
− 2t
ϑE (k)

)]
. (3.60)

Remark that the correlation functions for the two half-spaces y < 0 and y >

H can be recovered by making the substitution 1
H

∑′
n
g(pn) →

´∞
−∞

dp
2πg(p) in

Eqs. (3.59) and Eq. (3.60), where g(pn) stands for the appropriate summand.

3.5.2 Maxwell stress tensor in driven electrolytes

The polarisability of the boundaries (with permittivity εout) results in a contribution

to the Maxwell stress, which should be added to the stress that directly arises

from cations and anions, in order to obtain the full Maxwell stress exerted on the
13This can be seen using the completeness relation for the basis functions, i.e.

2
H

∞∑′

n=0
cos(pny) cos(pny′) = δ(y − y′).
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boundaries. This can be done using the standard method of electrostatic image

charges [185]. Let us consider a unit source charge located at r0 = (y0, s0) within

the electrolyte and in between the boundaries. The net electric field created at

an observation point r = (y, s) by the source charge and its associated image

charges is given by

G(r, r0) ≡ 1
εin

∞∑′

n=0
λn
(
r − IR

n

|r − IR
n |d

+ r − IL
n

|r − IL
n|d
)
, (3.61)

where the n = 0 term (with the additional 1/2 prefactor) is the field directly created

by the source charge14; the n > 0 terms, on the other hand, represent the infinite

set of image charges that are located outside the boundaries at positions

IR
n =

(
(−1)n{y0 − 2dn/2eH}, s0

)
,

IL
n =

(
(−1)n{y0 + 2bn/2cH}, s0

)
,

(3.62)

where b. . .c and d. . .e are the floor and ceiling functions, respectively. Moreover,

in Eq. (3.61) we have also defined the dielectric contrast λ as

λ = εin − εout

εin + εout
, (3.63)

which is the ratio between the electric charge of successive images (e.g. for conducting

boundaries, εout � εin and we get λ → −1).

Note that G(r, r0) is the Green’s function for the electric field in the space

between the boundaries, and it can be used to obtain the electric field of an

arbitrary charge distribution Qρ(r0) as

δE(r) = Q

ˆ
ddr0 G(r, r0) ρ(r0). (3.64)

One can directly implement the above expression for the electric field into the

Maxwell formula (3.50). Focusing on charge distributions that are invariant under

translations parallel with the boundaries (e.g. Eqs. (3.60) and (3.59)), it is useful

to work with the Fourier transform of G, namely

G(y, y0;ks) = Sd
2εin

∞∑′

n=0
λne−ks|y−êy ·I

R
n |{−iks

ks
+ êy sgn(y − êy · IR

n )}

+ Sd
2εin

∞∑′

n=0
λne−ks|y−êy ·I

L
n|{−iks

ks
+ êy sgn(y − êy · IL

n)}.
(3.65)

14For n = 0, we set λn = 1 in all cases, including when εin = εout.
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Upon substituting the corresponding Fourier expression for the electric field δE

into Eq. (3.50), we arrive at

〈σij(r, t)〉 = Q2εin
2Sd

ˆ H

0
dy′0
ˆ H

0
dy′′0
ˆ dd−1ks

(2π)d−1 ρ
(2)(y′0, y′′0 ,ks; t)

×
{

2Gi(y, y′0;ks)G∗j (y, y′′0 ;ks)− δij
d∑
`=1
G`(y, y′0;ks)G∗` (y, y′′0 ;ks)

}
,

(3.66)

where ρ(2) is the charge correlation function, an example of which is Eq. (3.60).

This is the general expression for the Maxwell stress in Casimir geometry.

We shall mention two remarks about this formula. First, from Eq. (3.65), it

is evident that GiGj for i 6= j is odd w.r.t. to the corresponding components of

the momentum vector ks, while ρ(2) is an even function of ks; this means upon

performing the ks integration in Eq. (3.66), the non-diagonal elements of 〈σij〉,

which include the shear stress exerted on the boundaries, vanish. Secondly, from

the diagonal elements, all 〈σii〉 with i 6=y are equal by rotational symmetry, while

〈σyy〉 can have a different value.

For the stress at the boundaries 15, the summation formulas
∞∑
n=1

(±λ)n e−bb
n
2 c = λ(λ± eb)

eb − λ2 , and
∞∑
n=1

(±λ)n e−bd
n
2 e = λ(λ± 1)

eb − λ2 , (3.67)

and some algebraic manipulations lead to

Gy(0, y′0;ks)G∗y(0, y′′0 ;ks) =(
Sd
2εin

)2 (λ− 1)2

(e2ksH − λ2)2

{
e2ksH e−ksy

′
0 + λeksy

′
0
}{

e2ksH e−ksy
′′
0 + λeksy

′′
0
}
,

(3.68)

On the other hand, for directions (` 6= y) parallel with the boundaries we get∑
` 6=y
G`(0, y′0;ks)G∗` (0, y′′0 ;ks) =

(
Sd
2εin

)2 (λ+ 1)2

(e2ksH − λ2)2

{
e2ksH e−ksy

′
0 + λeksy

′
0
}{

e2ksH e−ksy
′′
0 + λeksy

′′
0
}
.

(3.69)

The only difference between the above expressions is in the factors that contain λ.
15In the calculations that follow, a change of variables according to y → −y + H maps a

summation over IL
n image charges to one over IR

n image charges and vice versa. This can be used
to show that the values of the Maxwell stress at y = 0 and at y = H are equal.
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3. Long-range fluctuation-induced forces in driven electrolytes

Let us now substitute the specific charge correlations of the driven electrolyte,

Eq. (3.60), into these expressions, in order to obtain the stress tensor of the driven

electrolyte. For the normal component of the stress from the confined electrolyte

σconf
yy

∣∣∣
y=0

, we use the integrals

ˆ H

0
dy e±ksy cos(pny) = ∓ks(1− (−1)ne±ksH)

k2
s + p2

n

,

and obtain

σconf
yy = kBTλ E4

H

ˆ dd−1ks
(2π)d−1

∞∑′

n=0

(
eksH + (−1)n+1

eksH + (−λ)n+1

)2 k4
xk

2
s

(
1− e−t/ϑE (k)

)
(E2k2

x + k2
s + p2

n)(k2
s + p2

n)2 .

(3.70)

We can also compute the bulk stress exerted from outside by taking the limit

of H → ∞ in the above results; simultaneously, this implies the transformation
∞∑
n=0
{. . .} → (H/π)

´∞
0 dp{. . .} = (H/2π)

´∞
−∞ dp{. . .} and eventually yields

σbulk
yy = kBT λ E4

ˆ dd−1ks
(2π)d−1

ˆ ∞
−∞

dp
2π

k4
xk

2
s

(
1− e−t/ϑE (k)

)
(E2k2

x + k2
s + p2

n)(k2
s + p2

n)2 . (3.71)

Note that at the initial time t = 0, both σconf
yy and σbulk

yy vanish; this shows that

at early times the confined electrolyte is still at equilibrium and there is no effective

pressure difference with outside (i.e. with the long-distance limit κH � 1).

At later times, the net normal stress exerted on the boundaries, which we

simply denote by σyy, is given by the difference σconf
yy − σbulk

yy . The normal force,

or pressure, on each boundary is then provided by the relation σyyny, where ny is

the y component of the appropriate normal vector to boundary. For the y = H

boundary, for instance, this is ny = −1, and we obtain for the corresponding

FIF per unit surface of the boundaries

F (t)
S

= −kBT
Hd
E4A(E , λ, t). (3.72)
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This expression represents an attractive FIF between the boundaries if A > 0 and

a repulsive one if A < 0. The dimensionless FIF amplitude A is explicitly given by

A(E , λ, τ) = λ

ˆ
dd−1νs


∞∑′

n=0
Rn(λ, νs) g(E , n,νs)

[
1− e−τ/ϑn(νs)

]

−
ˆ ∞

0
dn g(E , n,νs)

[
1− e−τ/ϑn(νs)

],
(3.73)

which is obtained from Eqs. (3.70) and (3.71) on defining the dimensionless mo-

mentum and time variables as

νs = ks
π/H

, and τ = Dt

H2 , (3.74)

respectively, and further defining the relaxation time scale via

ϑ−1
n (νs) = 2π2(n2 + E2ν2

x + ν2
s ). (3.75)

In addition, λRn in Eq. (3.73) arises from the image charges, and Rn is defined as

Rn(λ, νs) =



(
eπνs − 1
eπνs − λ

)2
≡ Y−(λ, νs) n even,

(
eπνs + 1
eπνs + λ

)2
≡ Y+(λ, νs) n odd.

(3.76)

Finally, in Eq. (3.73), g is given by

g(E , n,νs) = 21−dν4
xν

2
s

(n2 + E2ν2
x + ν2

s )(n2 + ν2
s )2 . (3.77)

It is easier for examining the FIF amplitude A to rewrite it as the sum of

a time-dependent transient part Aτ , which vanishes at long times, and a time-

independent steady part As, which represents the force amplitude at long times.

The corresponding expressions are explicitly given by

Aτ (E , λ, τ) =

− λ
ˆ

dd−1νs


∞∑′

n=0
Rn(λ, νs) g(E , n,νs) e−τ/ϑn(νs) −

ˆ ∞
0

dn g(E , n,νs) e−τ/ϑn(νs)

,
(3.78)

and

As(E , λ) = λ

ˆ
dd−1νs


∞∑′

n=0
Rn(λ, νs) g(E , n,νs)−

ˆ ∞
0

dn g(E , n,νs)

. (3.79)

respectively.
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3.5.3 Transient stress amplitude after electric field quench

The transient stress amplitude Aτ contains information on variations of the stress

amplitude at early times. The initial rate of change of the FIF stress is given by

the time derivative of Eq. (3.78), and it reads

∂Aτ
∂τ

∣∣∣∣
τ=0

= 2π2λ

ˆ
dd−1νs


∞∑′

n=0
Rn(λ, νs)

21−dν6
s cos4 θ

(n2 + ν2
s )2 −

ˆ ∞
0

dn 21−dν6
s cos4 θ

(n2 + ν2
s )2


= π3λ

2d+1

ˆ
dd−1νs (ν3

s cos4 θ)

×

πνs2

[
Y−(λ, νs) csch2(πνs2 )− Y+(λ, νs) sech2(πνs2 )

]

−
[
2− Y−(λ, νs) coth(πνs2 )− Y+(λ, νs) tanh(πνs2 )

],
(3.80)

where we have defined νs cos θ = νx. We observe that this initial rate is independent

of the applied electric field, and it is a function of the dielectric contrast λ only.

For the experimentally relevant case of d = 3 dimensions, carrying out the integrals

in Eq. (3.80) yields

∂Aτ
∂τ

∣∣∣∣
τ=0

= 9
64π

(λ− 1
λ

) Li4(λ2) +
(

5 + 1
2(λ+ 1

λ
)
)

Li5(λ2)
, (3.81)

where Lin(z) =
∞∑
k=1

zk

kn
is the polylogarithm function. For small dielectric contrasts,

this expression is then approximated by

∂Aτ
∂τ

∣∣∣∣
τ=0

= 9λ(−1 + 10λ)
128π +O(λ3). (3.82)

Since the total stress (3.73) at the initial time t=0 vanishes, the above expressions

for the rate of change of the amplitude show that for 0 . λ . 0.1 the stress amplitude

initially decreases and becomes negative; therefore, the FIF becomes repulsive and

tends to push the boundaries away from each other. For other values of λ, the

initial rate is positive and therefore the force is initially attractive. In all cases, the

force may still change its sign at later times (see Figs. 3.3 and 3.4).
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In addition to initial times, we can also investigate how Aτ decays at long times.

To this end, we define ν̃s =
√
τνs upon which Eq. (3.78) is expressed as

Aτ = −λ
(
√

4τ)d−1

ˆ
dd−1ν̃s


∞∑′

n=0

(
eπν̃s/

√
τ ± 1

eπν̃s/
√
τ ± λ

)2
ν̃4
xν̃

2
s e
−2π2(n2τ+E2ν̃2

x+ν̃2
s )

(n2τ + E2ν̃2
x + ν̃2

s ) (n2τ + ν̃2
s )2

−
ˆ ∞

0

dñ√
τ

ν̃4
xν̃

2
s e
−2π2(ñ2+E2ν̃2

x+ν̃2
s )

(ñ2 + E2ν̃2
x + ν̃2

s ) (ñ2 + ν̃2
s )2

,
(3.83)

where we have also defined ñ =
√
τn as the integration variable in the second line.

We note that the exponential factors suppress the integrands for large values of

ν̃s, and hence the final outcome of the ν̃s integration is mainly determined by the

ν̃s ∼ O(1) terms; we therefore perform an expansion of the exponential factor eπν̃s/
√
τ

and only keep its linear term. Additionally, for the long time limit τ = Dt/H2 � 1,

the summation in the first line of Eq. (3.83) is effectively determined by its n = 0

term in leading approximation. Implementing these approximations, we arrive at

lim
τ→∞
Aτ ≈

−λ
(
√

4τ)d−1

ˆ
dd−1ν̃s

×

1
2

(
πν̃s/
√
τ

1 + πν̃s/
√
τ − λ

)2 cos4 θ e−2π2ν̃2
s (1+E2 cos2 θ)

1 + E2 cos2 θ

− 1√
τ

ˆ ∞
0

dñ ν̃6
s cos4 θ e−2π2(ñ2+ν̃2

s (1+E2 cos2 θ))
(ñ2 + ν̃2

s (1 + E2 cos2 θ)) (ñ2 + ν̃2
s )2

,
(3.84)

where the first term in the curly brackets stems from the confined stress contribution

(3.70) while the second term within the curly brackets is the bulk term (3.71).

Evidently, the transient bulk contribution has a temporal decay ∼ τ−d/2; this

is, in fact, the usual power-law tail of the diffusion process in d spatial dimensions.

The temporal decay of the transient confined stress, on the other hand, exhibits

two different regimes determined by the relative values of 1 − λ and πν̃s/
√
τ

in the denominator:

• For τ = Dt/H2 . π2/(1− λ)2 the decay of the confined stress is governed by

the power-law form ∼ τ−(d−1)/2.

• For τ = Dt/H2 & π2/(1−λ)2 the decay of the confined stress is instead given

by ∼ τ−(d+1)/2.
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This shows that there is, in principle, a crossover time tcross ∼ π2H2

D(1−λ)2 before and

after which the amplitude of the confined stress decays with exponents (d− 1)/2

and (d+ 1)/2, respectively. Since these conditions are obtained for the long-time

limit τ � 1, we also require tcross � 1; therefore, the first regime is only accessible

when 1− λ� 1, i.e. when λ is very close to 1. In principle, Aτ may also undergo

a sign change at time scales comparable to the crossover time, in which case it

would be difficult to observe the first power-law regime. This regime was not

observed in the numerical evaluation of the amplitudes, except in the λ = 1 case

for which the electrolyte acts as a conductor; in this case, the second regime is

not accessible at all since tcross → ∞ (see Fig. 3.3).

Furthermore, we note that in Eq. (3.84), the sign of the transient amplitude in the

asymptotic long-time limit is controlled by the dielectric contrast λ. A comparison

with the sign of the steady-state amplitude As (discussed in the next subsection)

reveals that for negative values of λ and weak external fields E � 1, the full stress

amplitude A overshoots As before approaching it at long times; this also happens

with strong external fields for positive dielectric contrasts satisfying λ & 0.17.

In Figs. 3.3 and 3.4, the temporal variations of the full FIF amplitude A and its

transient part Aτ as obtained from the numerical evaluation of Eqs. (3.79) and (3.78)

are shown. It can be seen that the initial variations in the force amplitude and its

long-time decays agree with the analysis we have presented here.

We therefore conclude that at long times and beyond the possible crossover

time scale, the temporal decay of the FIF amplitude (3.73) toward the steady-state

amplitude As is dictated by the diffusive tails of the bulk electrolyte ∼ τ−d/2. This is

in contrast with the naive expectation for the diffusive dynamics of a conserved field

where the slowest decays are due to the modes that propagate in between the plates

parallel to them and exhibit temporal tails ∼ τ−(d−1)/2. This difference stems from

the image kernel Rn, which represents the interaction between the ions and their

image charges and affects the scaling of the overall fluctuation force at long times [33].
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3.5.4 Steady-state stress amplitude at long times

Simplifying the expression (3.79) forAs in general dimensions d is rather cumbersome

and not particularly enlightening (some details are provided in the supplemental

material of Ref. [32]). Here we instead focus on the relevant case of d = 3

spatial dimensions. Using partial fraction decomposition, and further algebraic

manipulations, Eq. (3.79) can be put into the following form

As = λζ(3)
16π

E2 + 2
E4(E2 + 1) 3

2
+ E

2 − 4
32πE4

[
(λ− 1

λ
)Li2(λ2) + 1

2(λ+ 1
λ

)Li3(λ2)
]

+ 3Li3(λ2)
32πE2

+ λπ

16E4

ˆ 2π

0

dθ√
E2 cos2 θ + 1

ˆ ∞
0

ν2
sdνs

{
[Y−(λ, νs)− 1] coth(πνs2

√
E2 cos2 θ + 1)

+ [Y+(λ, νs)− 1] tanh(πνs2
√
E2 cos2 θ + 1)

}
,

(3.85)

where Y± are defined in Eq. (3.76) and Li is the polylogarithm function as before.

This expression is the exact form of the steady-state FIF amplitude and can be

used for numerical evaluations.

We may examine Eq. (3.85) analytically in different limiting cases, based on the

strength of the electric field E and the value of the dielectric contrast λ:

1. First, we note that for strong electric fields E � 1, the expression contained

in the second and third lines of Eq. (3.85) is of subleading order (∼ E−5); in

this case, the steady-state stress amplitude to leading order is given by

As = 1
32πE2

[
(λ− 1

λ
) Li2(λ2) +

(
3 + 1

2(λ+ 1
λ

)
)

Li3(λ2)
]

+O(E−4). (3.86)

2. Next, we note that for a conducting solvent εin�εout corresponding to λ=1,

the expression for As can be computed exactly, since Rn(λ=1, νs) = 1 for all

n. In this case we get the exact expression

As(E , λ=1) = ζ(3)
16π

[
E2 + 2

E4(E2 + 1)3/2 + 2(E2 − 1)
E4

]
. (3.87)

Although at first sight this expression may seem to diverge for E → 0, it in

fact approaches a constant value in this limit; the limiting behaviour of this
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expression for weak and strong electric fields is given by

As(E , λ=1) =


ζ(3)
16π

[9
4 −

5
2E

2 +O(E3)
]

E � 1,

ζ(3)
16π [2E−2 − 2E−4 +O(E−5)] E � 1.

(3.88)

3. For the opposite case of conducting boundaries (i.e. εout�εin or λ=−1), the

amplitude can be simplified in the limiting cases of weak and strong electric

fields. With E�1 we get

As(E�1, λ=−1) ≈ 9π2

128

ˆ ∞
0

νsdνs
1 + e2πνs(2πνs − 1)

(e2πνs − 1)2 = 9ζ(3)
256π . (3.89)

On the other hand, for the strong field regime E�1 we obtain

As(E�1, λ=−1) ≈ ζ(3)
16πE2 . (3.90)

4. Finally, if the permittivity of the solvent and the boundary material are

relatively similar, the dielectric contrast will be small λ � 1, and the FIF

amplitude in the presence of a strong electric field can be obtained from

expanding Eq. (3.86) in powers of λ as

As(E�1, λ�1) ≈ λ(6λ− 1)
64πE2 . (3.91)

Similarly, for λ� 1 and with weak electric fields, we directly expand Eq. (3.85)

to obtain

As(E�1, λ�1) ≈ 3λπ2

256

ˆ ∞
0

νsdνs e−2πνs
[
− 3 + 2π2ν2

s (1 + coth(πνs))

+ 4λπνs (3 + πνs coth(πνs)
]

= 9(4ζ(5)− 1)
1024 λ+ 9(4ζ(5) + 1)

512 λ2.

(3.92)

These limiting cases are summarised in Table 3.1. From the asymptotic forms

in this table, we may generally infer two different behaviours of the steady-state

FIF for weak and strong applied fields. For weak fields (E � 1), the force scales

as E4, and it is proportional to the inverse temperature (∝ β) and the inverse

71



3.5. Fluctuation-induced forces in driven electrolytes

average density squared (∝ 1/C2
0). On the other hand, for strong fields (E � 1),

the force scales as E2, and it is proportional to the inverse average density (∝ 1/C0)

and becomes independent of temperature.

Fig. 3.5 also shows that the sign of the force amplitude can change with the

applied electric field: for λ � 1 (i.e. small dielectric contrast), the amplitude A

can become negative which, remarkably, indicates a steady-state repulsive FIF

between the boundaries. For intermediate values of the dielectric contrast λ, the

FIF is attractive with a positive amplitude.

These observations show that the FIF in driven electrolytes may be tuned in its

direction (attractive or repulsive) and magnitude by adjusting the external field

strength and/or the dielectric contrast. It is worth noting that by considering

neutral boundaries, we have focused on an FIF that solely arises from fluctuation

effects and has no additional contributions (e.g. for similarly charged boundaries,

there would be a trivial electrostatic repulsion as well). A change in the sign

of this long-ranged FIF is thus a unique feature that distinguishes the FIF in

driven electrolytes from, e.g. modifications of critical Casimir forces on introducing

additional surface or bulk features that contribute to the force [162–165].

Finally, we may get a more complete picture of the overall variations of the full

FIF amplitude A over time by combining the outcomes of the previous subsection

with the analysis of this subsection. The following is a summary of different temporal

patterns the FIF amplitude exhibits based on the values of the dielectric contrast

and the strength of the external field:

• For λ . −0.31 and λ & 0.17, both the initial slope ∂τA
∣∣∣
τ=0

as well as the

stready-state amplitudeAs are positive. This suggests that the total amplitude

remains positive, and the FIF remains attractive, at all times.

• For −0.31 . λ < 0, the initial slope of Aτ is positive, while the amplitude

As is negative for weak electric fields and it becomes positive for strong

fields. Therefore, in this regime, weak electric fields cause an initial attraction
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E � 1 E � 1

λ�1 9 (4ζ(5) + 1)
512π λ2+ 9 (4ζ(5)− 1)

1024π λ
λ(6λ− 1)

64π E−2

λ=1 9 ζ(3)
64π

ζ(3)
8π E

−2

λ=−1 9ζ(3)
256π

ζ(3)
16π E

−2

Table 3.1: Leading order terms of the steady-state stress amplitude As(E , λ) in d = 3
spatial dimensions (corrections are O(E2) for E � 1, and O(E−4) for E � 1). The relevant
values of the Riemann zeta function are ζ(5) ≈ 1.04 and ζ(3) ≈ 1.20.

followed by a long-time repulsion between the plates, whereas strong electric

fields lead to attractive forces at all times.

• For 0 < λ . 0.1, the initial slope is negative, and the amplitude As is positive

for weak fields and negative for strong fields. Consequently, in this regime

strong electric fields give rise to repulsion between the plates at all times,

whereas with weak fields the initial repulsion changes over to an attractive

force at long times.

• Finally, for 0.1 . λ . 0.17, the initial slope is positive, and As is positive for

weak electric fields while it is negative for strong fields. In this case, weak

fields lead to an attractive force between the plates at all times, whereas with

strong electric fields the plates are initially attracted toward each other and

they are repelled away at longer time scales.

These temporal patterns are indeed observed in the numerical evaluations depicted

in Figs. 3.3 and 3.4.
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Figure 3.3: The full FIF amplitudeA = As+Aτ plotted as a function of the dimensionless
time τ = Dt

H2 for positive values of the dielectric contrast λ and different strengths of the
external electric field E . The insets display the transient part of the force amplitude, Aτ
(or its magnitude if Aτ is negative), as a function of τ in logarithmic scales. For the special
case of λ = 1, the transient contribution Aτ decays to zero as τ−1. For other values of the
dielectric contrast, the decay is governed by the power-law τ−3/2. The long-time limit of
the full amplitude A corresponds to the FIF at the steady state, which can change sign
for −0.17 . λ . 0.31 [32]. Note that for λ = 0.12, the sign change requires very strong
electric fields, and it is not observed here for E = 3.
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3. Long-range fluctuation-induced forces in driven electrolytes
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Figure 3.4: The full FIF amplitudeA = As+Aτ plotted as a function of the dimensionless
time τ = Dt

H2 for negative values of the dielectric contrast λ and different strengths of the
external electric field E . The insets display the transient part of the force amplitude, Aτ ,
as a function of τ in logarithmic scales. It could be seen that for negative λ, the transient
amplitude Aτ is negative, and its magnitude decays to zero algebraically as τ−3/2.
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Figure 3.5: Variations of the steady-state FIF amplitude As with the electric field
strength E (panel a) and the dielectric contrast λ (panels b and c), in d=3 dimensions.
Solid lines are obtained from numerical evaluation of Eq. (3.85), while the dashed lines in
(b) and (c) represent the analytical approximations for E � 1 (independent of E) and
E � 1 (computed for E = 3).
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Figure 3.6: Variations of the combination E4As, which determines the steady-state force
per unit area in Eq. (3.72), as a function of the field strength E , for different values of the
dielectric contrast λ. Positive (negative) values correspond to an attractive (repulsive)
FIF between the boundaries.
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3. Long-range fluctuation-induced forces in driven electrolytes

3.6 Summary and discussion

3.6.1 Summary

In this chapter, we studied the stochastic dynamics of a strong electrolyte when it is

subjected to an external electric field and showed that the effective anisotropy due to

the external field renders the electrolyte’s density and charge fluctuations long-range

correlated. These nonequilibrium correlations give rise to long-ranged unscreened

FIFs on external objects and boundaries immersed in the driven electrolyte. For

neutral boundaries parallel with the external field (Fig. 3.2), we fully analysed

the FIFs both in the post-quench transient regime, as well as in the long-time

steady-state limit. We showed that the normal FIF acting on the boundaries

decays algebraically with boundary separation as ∼ H−d in d dimensions. We

also thoroughly examined the FIF as a function of time; at early times, the FIF

exhibits non-monotonic temporal variations with possible sign changes, while at

long times it decays slowly as t−d/2 (or t−(d−1)/2 for λ→ 1) toward its steady-state

value. At the steady state, our analysis and numerical results revealed that the

normal force varies non-monotonically with the strength of the electric field and

with the dielectric contrast (Figs. 3.5).

3.6.2 Discussion

We discussed the emergence of long-range correlations in driven electrolytes within

the linear stochastic description and in the context of generic scale invariance. These

long-ranged correlations are in sharp contrast to the short-ranged correlations in

equilibrium electrolytes, where screening effects restrict the propagation of fluctua-

tions. It is worth mentioning that long-range correlations have also been investigated

recently in driven binary mixtures [152]. Importantly, however, correlation functions

of the driven electrolytes studied here are long-ranged (∼ r−d/2) in all directions,

and they have a dipolar character; this is at variance with driven binary systems

with short-range interactions whose universal correlations have been shown to decay
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3.6. Summary and discussion

algebraically as ∼ r−(d+1)/2 only along the direction of the driving force, while in

the transverse directions they decay exponentially [152].

Confining the scale-free fluctuations in driven electrolytes can be seen as a

novel dynamical mechanism for generating and manipulating long-ranged forces

in driven charged fluids. A remarkable aspect of the resulting nonequilibrium

FIFs is that both their strength and direction (i.e. attraction or repulsion) can

be controlled by tuning the external electric field. In addition, the early-time

temporal variations of the force amplitude can be non-monotonic and, in some

cases, it entails alternations in the sign of the force (see Figs. 3.3 and 3.4). These

features might be useful, e.g. in manipulating neutral colloidal particles immersed

in an electrolyte solution, and more generally, they may be relevant to interpret

experimental measurements correctly.

Generally speaking, in any experimental setup it is important to have a knowledge

of different mechanisms of force generation effective at the observation scale, such

that one can properly interpret the measurement data. As demonstrated by, e.g.

the DLVO theory, these mechanisms crucially include the dispersion and fluctuation

forces. We discussed that in equilibrium, the presence of an electrolyte solution

between dielectric materials gives rise to a screened zero-frequency (thermal) VdW

force between surfaces; based on this, one may assume that beyond the Debye

length, the zero-frequency contribution (∼ 1/Hd for plates) is negligible. The

situation out of equilibrium is, however, more complicated. The results of this

chapter show that within the linearised description, the charge correlations in the

driven electrolyte are given by the superposition of an equilibrium part and a

nonequilibrium term (see Eq. (3.56)). For boundary materials that are in thermal

equilibrium, the equilibrium part of the electrolyte correlations would be responsible

for the aforementioned screening effects, while the nonequilibrium term leads to

an additional long-ranged force with a similar power-law decay (∼ 1/Hd). If the

dynamical origin of this force is not known, its observation may instead lead to

an incorrect estimate of the screening length of the electrolyte.
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3. Long-range fluctuation-induced forces in driven electrolytes

Deciphering the exact role of the nonequilibrium FIF in driven electrolytes in

the context of long-range forces observed in experiments [72, 73] requires further

extensions. In particular, our analysis was performed for confining plates that

are parallel to the external electric field, while those measurements are performed

in curved geometries where the applied field has a weak parallel and a stronger

perpendicular component. To address the features observed in such experiments

within a theoretical framework, a reasonable future extension of the present work

is to compute the FIF in the flat Casimir geometry with an oscillatory electric

field applied perpendicular to the plates. In the experiments, the frequency of

the applied fields are often lower than the relaxation frequency of the electrolyte,

and therefore the quasi-stationary approximation and the anisotropic diffusion

equation can still be used (cf. Section 3.2.2). However, determining the appropriate

boundary conditions in the presence of perpendicular fields is more complicated and

needs further analysis. One possibility is to assume that ions close to the charged

electrodes are effectively pinned by the field and hence the charge fluctuation

vanishes on the boundaries. This assumption was used, e.g. in Ref. [157] to compute

FIF in dense electrolytes in thermal equilibrium. However, such assumption can

be problematic for dynamical cases with no-flux boundaries, since in general it

implies a nonvanishing gradient of the charge density at the boundaries, and hence

a nonzero diffusive current passing through the boundaries.

Another future direction is to investigate FIFs in concentrated electrolytes and

ionic liquids out of equilibrium. This could potentially be relevant to the under-

screening paradox discussed in Subsection 2.1.3. It would be plausible to examine

the role of the possible nonequilibrium fluctuations in terms of force propagation

across the liquids, since such fluctuations and their correlations might contribute

to the long-distance physics in similarity with driven electrolytes considered in

this chapter. To theoretically examine nonequilibrium fluctuations in the case

of concentrated electrolytes and ionic liquids, the simple model presented in this

chapter needs further modifications, e.g. by taking into account the ion pairing

processes which control the density of the free ions in the system. Moreover, since
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3.6. Summary and discussion

at higher densities the average distance between the ions becomes comparable with

their hydrodynamic radius, the corresponding hydrodynamic interactions (which

are neglected for dilute electrolytes) need to be addressed in the description.
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Chapter 4

Polarity-induced chemotaxis

That which is not forbidden is mandatory.
— Murray Gell-Mann

This chapter studies the scaling behaviour of self-chemotactic systems with an

unconventional gradient-sensing mechanism, which generalises the KS model by

incorporating the effect of particle polarity into the dynamics. The main results

of this chapter have been published in Ref. [34].

4.1 Motivation

In Section 2.2, we briefly reviewed some aspects of the celebrated KS model,

and in particular the phenomenon of chemotactic collapse which is predicted for

self-chemotactic systems with attractive interactions. It was mentioned that a

uniform configuration of chemotactic particles is unstable with respect to density

perturbations with wavenumbers smaller than a threshold kth =
√
C0ν1/D and that

the density correlations diverge for wavenumbers k → kth.

The KS model and its variants are commonly used to describe the collective

phenomena in chemotactic systems. However, by analysing the scaling behaviour of

the KS critical dynamics with fast-diffusing signals in this chapter, we show that

higher-order gradient-sensing mechanisms can also be important at macroscopic

scales by generating relevant nonlinearities in a stochastic description. In particular,
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4.2. Stochastic Keller–Segel model

we focus on one such unconventional sensing mechanism that arises from particle

polarity, and we demonstrate that it gives rise to an emergent Galilean symmetry,

super-diffusive dynamics, and anomalous (non-Poissonian) number fluctuations in

the system, which are, in general, distinct from the KS phenomenology. These

analyses show that in order to gain a complete picture of the dynamics of chemotactic

systems, it is vital to address their fluctuation effects, as they can lead to radically

different physics at macroscopic scales.

4.2 Stochastic Keller–Segel model

Starting from the biased Brownian motion of individual particles in a self-chemotactic

system, the stochastic KS model introduced in Ref. [123] uses the DK approach

to describe the evolution of the particle density, as dictated by the chemotactic

interactions whilst keeping track of the fluctuation effects.

To extend the 1-dimensional KS description (see Section 2.2), let us introduce

a model cell in d dimensions as a sphere with radius a whose identical receptors

are distributed uniformly across its surface. Signalling molecules (ligands) in the

environment reversibly bind to these receptors, and in the presence of a chemical

gradient the distribution of the bound receptors across the cell surface becomes

asymmetric. In the spirit of the KS description, we assume each bound receptor

generates an ‘attempted motion’ in the outward radial direction êr, e.g. by forming

protrusions; the ‘strength’ f of each such attempt (similar to ‘step frequency’ in

KS model) is determined by the local signal concentration Φ, namely f = f(Φ(r)).

The net (average) motion of the cell is then given by the superposition of all

such local effects1.

For a cell located at position rm in a nonuniform chemical field, with membrane

receptors at rm + aêr around its surface, a first-order Taylor expansion yields

Φ(rm + aêr) ≈ Φm + aêr · ∇Φ(rm),

f
(
Φ(rm + aêr)

)
≈ f(Φm) + af ′(Φm) êr · ∇Φ(rm),

(4.1)

1Remark that a similar phenomenology can be applied to clusters of cells which chemotax as a
whole; in that case, the cells on the periphery of the cluster are responsible for generating local
driving forces [84].
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4. Polarity-induced chemotaxis

where Φm = Φ(rm) and f ′ is the derivative of f with respect to changes in Φ. The

net velocity of the cell is then determined by integrating the attempted motions

created by all the receptors

vKS =
˛

dS êr f
(
Φ(rm + aêr)

)
≈ Sda

d

d
f ′(Φm)∇Φ(rm) ≡ ν1∇Φ(rm), (4.2)

with Sd = 2πd/2

Γ(d/2) and where we have defined the chemotactic mobility ν1 in similarity

with the KS mobility in Section 2.2. For chemoattractants, ν1 > 0, and the cell

moves up the gradient, while for a chemorepellents, ν1 < 0, and the cell moves

down the gradient. Note that, in principle, ν1 can vary with Φm [187, 188]; however,

since we only focus on shallow gradients, such variations enter the expansion at

higher orders, and therefore they will be neglected in what follows.

In addition to the above KS velocity component, a cell is subject to random

forces, e.g. from the fluid in the surrounding or the substrate in a 2-d setup, which

can be modelled in the simplest form by a Gaussian white noise. Combining the

KS and the noise term results in the following single-particle Langevin equation

dr
dt = vKS + ξ(t), (4.3)

where the noise ξ has zero mean and component-wise correlations 〈ξi(t)ξj(t′)〉 =

2Dδijδ(t − t′).

Following Ref. [123], we can use the DK approach to write down the stochastic

evolution of the exact cell density Ĉ(r, t) =
N∑
m=1

δd(r − rm(t)), where rm(t) now

represents the trajectory of the (centre of the) mth cell over time. We will once more

focus on the dynamics of the spatio-temporally coarse-grained density denoted by

C(r, t) as the more practical approach (cf. Subsection 2.3.1). The local continuity

equation governing the evolution of C is then expressed as ∂tC +∇· (JD +JKS) = 0

where the diffusive and the KS contributions to the particle current are given by

JD = −D∇C −
√

2DC ξ(r, t), and JKS = ν1C∇Φ, (4.4)

respectively. In addition, ξ is now promoted to a zero-mean Gaussian white noise

characterised by the component-wise correlations

〈ξi(r, t)ξj(r′, t′)〉 = δijδ
d(r − r′)δ(t− t′). (4.5)
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Note that averaging (JD + JKS) with respect to the noise field ξ, and neglecting

(possible) correlations between C and Φ, gives back the mean-field KS equation

for the density dynamics of the chemotactic system [119, 123].

4.2.1 Fast-diffusing chemical signals

We discussed in Subsection 2.2.1 that in the KS-type models, the gradients of

the chemical field Φ are usually assumed to be generated by the cells (either

by secretion or by consumption), and it therefore mediates nonlocal chemotactic

interactions between the cells. The dynamics of the chemical field is thus given

by the diffusion equation

∂tΦ = DΦ∇2Φ− κ2Φ + αC, (4.6)

which is repeated here for convenience. In this case, the KS particle current (4.4)

can be expressed as the functional derivative of a free energy, namely as JKS =

−ν1C∇ δFKS
δC

, where the KS free energy functional is given by [123]

FKS[C,Φ] = 1
2α

ˆ
ddr

{
DΦ(∇Φ)2 + κ2Φ2 − 2αCΦ

}
, (4.7)

with the dynamics of the chemical field taking the form ∂tΦ = −α(δFKS/δΦ).

For fast diffusing chemical signals (DΦ/D ∼ 102− 103), there is a natural

separation of time scales between the dynamics of the signals and that of the cells

(see Subsection 2.2.1). We consider the limit of large DΦ by assuming the system

has Neumann boundaries at infinities. On defining α = α′DΦ (with α′∼ 1), and

the volume-averaged particle density C0 = V −1 ´ CdV and chemical concentration

Φ0 = V −1 ´ ΦdV , we get from Eqs. (4.4) and (4.6) [113, 189]

D−1
Φ

(
∂tΦ0 + κ2Φ0

)
= α′C0,

which gives a relationship between C0 and Φ0. Using this relationship and Eq. (4.6),

we then obtain an equation for variations in the chemical concentration as

D−1
Φ

(
∂tφ+ κ2φ

)
= ∇2φ+ α′ρ,
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with

ρ(r, t) = C(r, t)− C0, and φ(r, t) = Φ(r, t)− Φ0, (4.8)

which represent the fluctuations in the particle density and the chemical concen-

tration field, respectively. Finally, by taking the limit of DΦ →∞, and absorbing

α′ into a redefinition of φ, we arrive at the Poisson equation2

−∇2φ(r, t) = ρ(r, t). (4.9)

This equation governs the variations in the quasi-stationary profile of the chemical

signals, to which particles can respond by chemotaxis.

Since the main focus of the whole analysis is on the dynamics of density pertur-

bations, we may also expand the particle current (4.4) using the definitions (4.8)

and obtain, on substitution into the DK equation, the dynamics of ρ as

(
∂t −D∇2 + σ

)
ρ = −µ1∇ · (ρ∇φ) +∇ ·

[√
2D(C0 + ρ) ξ(r, t)

]
, (4.10)

where the noise term ξ has correlation (4.5), and we have defined σ ≡ −C0ν1

and also have rebranded ν1 as µ1
3. It is worth mentioning that in this limit, the

KS free energy (4.7) is expressed as

FKS[ρ] = −1
2

ˆ
ddr ρ φ = −1

2

ˆ
ddr ddr′ ρ(r)Kc(r − r′) ρ(r′), (4.11)

where Kc(r) is the Coulomb kernel that satisfies −∇2Kc(r−r′) = δd(r−r′). With

this form of the free energy, the expanded KS current reads jKS = −µ1ρ∇ δFKS
δρ

.

4.2.2 Activation-inactivation processes

The stochastic equations derived above describe the density dynamics of a system

with a fixed total number of cells. One may also consider situations where the

number of particles can change as a result of, e.g. cell birth and death. Such
2Note that we have assumed α′ = α/DΦ∼1; if one additionally assumes that κ2/DΦ ∼ 1 as

well, the limit will give a screened Coulomb equation, see Ref. [113].
3Since we anticipate that the numerical value of this coefficient deviates from the microscopic

value of ν1 on further coarse grainings. In general, µ1 and σ are not necessarily related to each
other in a coarse-grained theory.
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processes often lead to a different category of nonlinear terms that we will not

consider in this chapter (see, e.g. Ref. [22]). We instead minimally extend the

stochastic KS framework to take into account linear terms that tend to smooth

out any variations in the particle density. Such processes can model possible

changes in the chemotactic response of the individual cells due to switching between

chemotactically active and inactive states, e.g. fibroblasts becoming chemotactically

active in wound healing [104, 190].

The activation and inactivation of the chemotactic response is represented here

by the generic stochastic process

active λ−−⇀↽−−
λ′

inactive, (4.12)

where λ and λ′ denote the reaction rate in the corresponding direction. In a ‘well-

mixed’ system where no spatial diffusion occurs, the master equation that governs

the probability distribution of the number na of active cells is

∂tP (na) = λ [−naP (na) + (na + 1)P (na + 1)] + λ′ni [P (na − 1)− P (na)] ,

≈ ∂na {(λna − λ′ni)P (na)}+ 1
2∂

2
na {(λna + λ′ni)P (na)} .

(4.13)

Here ni is the number of the cells in the inactive state, and in going to the second

line we have performed a typical volume expansion [191, 192]. In addition, we

have also assumed the inactive cells are abundant in the system, i.e. ni � na, and

thus their number effectively remains constant over time. This assumption might

be justified for cells such as fibroblasts, which are activated only in response to,

e.g. local inflammation or cancerous activity [193].

The Langevin equation that corresponds to the well-mixed Eq. (4.13) is given

by ∂tna = −(λna − λ′ni) +
√
λna + λ′ni η(t) where η(t) is a unit-variate Gaussian

white noise. By combining the continuum limit of this Langevin equation [22]

with the full (not expanded) stochastic KS equation, we arrive at the following

phenomenological extension of the stochastic KS model:

∂tC(r, t) +∇ · (JD + JKS) = −λ [C(r, t)− C0] +
√
λ (C(r, t) + C0) η(r, t) ,

(4.14)
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where JD and JKS are defined in Eq. (4.4), and we have assumed Ciλ′/λ = C0 with

Ci representing the (constant) concentration of the inactive cells. Furthermore, η is

now promoted to a zero-mean Gaussian noise field with correlations

〈η(r, t)η(r′, t′)〉 = δd (r − r′) δ (t− t′) , (4.15)

and it is uncorrelated with the particle-current noise ξ(r, t). We will refer to η as

the ‘nonconserved’ noise, since its specific realisations may change the total number

of the particles in the system (while this number remains fixed in a noise-averaged

sense). Note that since λ > 0, the first term on the r.h.s. of Eq. (4.14) tends to

keep the system in a homogeneous configuration with uniform density C0, which

can be regarded as the ‘homeostatic state’ of the system.

To focus on the dynamics of the fluctuations, Eq.(4.14) may be expanded in

terms of ρ and φ in the same fashion as before. The final set of equations which

now also incorporate the activation-inactivation processes is given by

(
∂t −D∇2 + σ

)
ρ = −µ1∇ · (ρ∇φ) + ζ(r, t), (4.16)

−∇2φ(r, t) = ρ(r, t), (4.17)

where we have redefined σ as σ = λ − C0ν1. In addition, the combined noise

field ζ is given by

ζ(r, t) = ∇ ·
[√

2D(C0 + ρ(r, t)) ξ(r, t)
]

+
√
λ (2C0 + ρ(r, t)) η(r, t), (4.18)

and the correlations of ξ and η can be read from Eqs. (4.5) and (4.15), respectively.

Eqs. (4.16) and (4.17) are the main equations that will form the basis of our

analysis in the following sections.

4.2.3 Dispersion, collapse, and the critical state

Let us investigate the possibility and threshold of the chemotactic collapse for

the self-chemotactic system described by Eq. (4.16). Following Ref. [15], it is

straightforward to perform a linear stability analysis by considering a density
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perturbation ρ = eik·r−Ωt; at the mean-field level when the noise is ignored, we

get the dispersion relation

Ω = Dk2 + σ, (4.19)

which implies that long-wavelength perturbations with k <
√
−σ/D are linearly un-

stable and grow over time. Note that this relation generalises the threshold wavevec-

tor kth of Subsection 2.2.2 to systems with activation-inactivation processes as

kth =
√
−σ
D

=
√
C0ν1 − λ

D
, (4.20)

which is a physical wavenumber only for ν1 > C−1
0 λ. Noting that λ is positive,

the instability condition also requires ν1 > 0 corresponding to chemoattractive

interactions. The presence of λ, however, shifts the instability threshold, such that all

wavenumbers remain stable in so far as the chemotactic coupling satisfies ν1 < C−1
0 λ.

Beyond the mean-field level, we may also easily examine the correlation functions

of the density fluctuations within the linearised stochastic description, with the noise

approximated by its linear (additive) part, namely ζ ≈
√

2DC0∇ · ξ+
√

2λC0η. On

transforming to Fourier space and after a straightforward calculation, we arrive at the

following expression for time-dependent density correlations of the linear theory [15]

〈ρ(k, t0)ρ(k, t0 + t)〉lin = (2π)dδd(k + k′) k
2 + λ/D

k2 − k2
th

C0 e
−D(k2−k2

th)t. (4.21)

We shall mention a few remarks about this correlation function. First, recall

that for k2
th < 0 (equivalently σ > 0 or ν1 < C−1

0 λ), the system is stable. Con-

sequently, the particles remain in a ‘dispersed’ phase (see Fig. 4.1) where the

density correlations remain finite with a well-defined correlation length given by

ξc =
√

D
σ
. In addition, the relaxation time for fluctuations with wavenumber k

is given by ϑ−1(k) = D(k2 + |k2
th|).

Secondly, as the mean-field analysis above indicates, we see that for k2
th > 0

(equivalently σ<0 or ν1>C
−1
0 λ), chemotactic collapse occurs (Fig. 4.1) and the

system is unstable with respect to long-wavelength perturbations with k < kth.

On the other hand, the density correlations diverge for the stable modes with
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Figure 4.1: Different phases of the self-chemotactic system described by Eq. (4.16). The
control parameter σ delimits two regimes: for σ > 0, the system is linearly stable, and
it remains in a dispersed phase where density fluctuations around C0 are exponentially
suppressed; on the other hand, for σ < 0, fluctuations with wavenumbers k < kth are
linearly unstable, and the system goes into an inhomogeneous collapsed phase where
particles are aggregated in clusters with high particle density. For σ = 0, the system is
critical and its large-scale behaviour is determined by nonlinear terms.

wavenumbers k → kth. This implies that mean-field approximations break down

close to the instability threshold due to the strong fluctuation effects in the system.

Lastly, in between the stable and unstable configurations, we identify the

‘critical point’ which is reached by tuning σ → 0 (equivalently, ν1 → C−1
0 ) which

in turn implies kth = 0. In the critical regime, the density fluctuations become

long lived with diffusive relaxation times given by (Dk2)−1, and their (Gaussian)

correlation length ξc diverges4.

4.3 Scaling analysis and generalised chemotactic cou-
plings

The divergence of the correlation length in the critical regime renders the system

scale-free. In order to determine the associated scaling behaviour, it is thus necessary

to examine the nonlinear interaction terms using scaling analysis and RG techniques.

Let us first compute the Gaussian exponents associated with Eq. (4.16) by

examining the linear part of the dynamics, namely

(∂t −D∇2 + σ)ρ =
√

2DC0∇ · ξ(r, t) +
√

2λC0 η(r, t). (4.22)
4It is worth mentioning that for kth = 0 and λ 6= 0, Eq. (4.21) indicates that the equal-time

density correlations take a Coulomb form (∼ 1/k2) and thus become long ranged. This is similar
to the generic scale invariance seen in conserved dynamics, cf. Subsection 3.3.1 and Ref. [5].
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4.3. Scaling analysis and generalised chemotactic couplings

We consider a rescaling of space, time, and density fluctuations according to r → br,

t→ bzt, ρ→ bχρ, and φ→ bψφ, with z the dynamic exponent and χ and ψ the field

exponents. Note that the Poisson equation (4.17) implies the identity ψ = χ+ 2.

Under these rescalings, equation (4.22) changes to
(
∂t − bz−2D∇2 + bzσ

)
ρ = b−χ+ z

2−1− d2
√

2DC0∇ · ξ + b−χ+ z
2−

d
2

√
2λC0 η. (4.23)

Requiring the invariance of the linear dynamics with σ=0 determines the Gaussian

(mean-field) values of the exponents. The dynamic exponent then takes the diffusive

value z0 = 2 with both conserved and nonconserved noises. On the other hand,

the Gaussian value of the exponent χ depends on the specific choice of the noise:

in the presence of the nonconserved noise η, we get

χnon
0 = 1− d

2 , (4.24)

which renders the conserved noise ξ irrelevant. On the other hand, if the non-

conserved noise is absent (λ = 0), we have

χcon
0 = −d2 . (4.25)

We can now examine the scaling of the nonlinear terms. It is straightforward to

see that the KS term µ1∇ · (ρ∇φ) added back to the Langevin dynamics scales as

bz+χ. With the nonconserved noise, substituting the Gaussian exponents z0 and

χ0 reveals that this term scales as b3−d/2 in the vicinity of the Gaussian (linear)

theory, and therefore it grows under rescaling for d < dnon
c = 6 dimensions. On the

other hand, the Gaussian scaling of the KS term with the conserved noise alone

is given by b2−d/2; therefore, with a conserved noise, the KS terms is relevant for

d < dcon
c = 4 spatial dimensions. In both cases, we see that the nonlinearities are

relevant for the experimental setups in d = 2 and d = 3 dimensions.

In addition, we also need to examine the relevance of other possible nonlinearities

which may enter the macroscopic description in a coarse-graining procedure. Let

us consider a general nonlinear term

almn∇l(∇φ)mρn, (4.26)
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4. Polarity-induced chemotaxis

in construction of which we have assumed only the gradients of the chemical field

φ enter the chemotactic dynamics. For this nonlinear term to be allowed in the

Langevin dynamics, it should satisfy the following conditions:

• First, since such a term arises from a conservation law (i.e. a continuity

equation), it should have at least one gradient operator, thus l ≥ 1.

• Secondly, for this term to represent a nonlinearity, it should contain at least

two fields, and hence m+ n ≥ 2 with both m and n non-negative.

• Lastly, the interaction term should be a scalar and hence (l +m) must be an

even number.

The Gaussian scaling dimension of the coupling almn added to Eq. (4.16)

can readily be computed using the Gaussian exponents z0 and χ0. With a

nonconserved noise, we get

[almn]non
0 = −l +m+ z0 + (m+ n− 1)χnon

0

= −l + 2m+ n+ 1− d

2(m+ n− 1).
(4.27)

On the other hand, with a conserved noise (in the absence of nonconserved

noise), we arrive at

[almn]con
0 = −l +m+ z0 + (m+ n− 1)χcon

0

= −l +m+ 2− d

2(m+ n− 1).
(4.28)

It is straightforward to determine the sign of these scaling dimensions given the

conditions on l,m, n, p specified above. By examining the possible combinations,

it becomes clear that for both conserved and nonconserved noises, there are only

three nonlinear terms with a non-negative scaling dimension at d = dc, namely5

µ1∇ · (ρ∇φ), µ2∇2(∇φ)2, µ3∇ ·
(
∇φ (∇φ)2

)
. (4.29)

These terms comprise a set of relevant interactions that need to be considered

in the Langevin equation in order to correctly determine the scaling behaviour
5Note that in both cases, φ becomes dimensionless at the upper critical dimension
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4.3. Scaling analysis and generalised chemotactic couplings

of the system near criticality. The particle currents associated with these terms

are j1 = µ1ρ∇φ, j2 = µ2∇(∇φ)2, and j3 = µ3∇φ(∇φ)2. Note that in this form,

the currents have been expanded by writing C = C0 + ρ according to Eq. (4.8).

Before performing the expansion, the full currents are given by J1 = µ1C∇Φ,

J2 = µ2
C0
C∇(∇Φ)2, and J3 = µ3

C0
C∇Φ(∇Φ)2.

The µ1 term in Eq. (4.29) is the familiar KS chemotaxis whose relevance was

already established; the µ2 and µ3 terms, on the other hand, are two relevant

nonlinearities whose physical meaning and microscopic origin will become more clear

in due course. Note that these three nonlinear terms have distinct vectorial structures

in a general dimension d. Only in d = 1, the µ1 and µ2 terms become proportional

to each other, and thus the interactions they describe coincide in this special case.

4.3.1 Scaling of multiplicative noise terms

The noise field ζ in Eq. (4.16) is multiplicative as it depends on the field variable

ρ. We can determine the scaling behaviour of the nonlinear noise terms using

the Taylor expansion

ζ(r, t) =
√

2DC0∇ ·
[√

1 + ρ

C0
ξ(r, t)

]
+
√

2λC0

√
1 + ρ

C0
η(r, t)

=
√

2DC0∇ ·
(
ξ + ρξ

2C0
− ρ2ξ

8C2
0

+ . . .

)
+
√

2λC0

(
η + ρη

2C0
− ρ2η

8C2
0

+ . . .

)
.

(4.30)

Note that the multiplicative parts appear as ρn. A straightforward analysis shows

that with a nonconserved noise, these terms scale as bn(1−d/2), while with a conserved

noise their scaling is given by b−nd/2. Therefore all such terms are irrelevant at the

respective upper critical dimensions (dnon
c = 6 and dcon

c = 4).

Henceforth, we will replace the full noise with its additive part, while keeping

the same notation; i.e.

ζ(r, t) =
√

2DC0∇ · ξ(r, t) +
√

2λC0 η(r, t), (4.31)

with correlations given by 〈ζ(r, t)ζ(r′, t′)〉 = 2 (D0 −D2∇2) δd(r − r′)δ(t − t′),

where D0 = DC0 and D2 = λC0.
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4. Polarity-induced chemotaxis

4.4 Interlude: Microscopic models

From the scaling analysis in the previous section, we have identified the couplings

in Eq. (4.29) as the relevant nonlinearities for the scaling behaviour of the system

at macroscopic scales. Before proceeding with further analysis at the level of

field theory, it is useful to get a conceptual understanding of the possible physical

processes and mechanisms these couplings represent.

To this end, we discuss in the following several simple assumptions and conceptual

models that illustrate, on an intuitive level, how these unconventional interactions

may emerge in a coarse-grained description. It should be clear that such toy models

do not aim at addressing detailed realistic biological or chemical mechanisms at

this stage. However, instead, they provide a simple representative framework to

demonstrate that, at least from a theoretical perspective, these couplings can

naturally arise from relatively basic extensions of what leads to the KS term.

4.4.1 Higher-order Taylor expansion of single-particle velocity

First, we go back to Eq. (4.2) where we obtained the KS term via a linear-order

Taylor expansion. In principle, there is no reason to terminate the Taylor expansion

at the linear order. For f , which determines the ‘strength’ of each attempted motion

by the receptors, by going to the 3rd order term we get:

f
(
Φ(rm + aêr)

)
= f

(
Φm + aêr · ∇Φm + a2

2! (êr · ∇)2Φm + a3

3! (êr · ∇)3Φm +O(a4∇4)
)

= f(Φm) + f ′(Φm)
[
aêr · ∇Φm + a2

2! (êr · ∇)2Φm + a3

3! (êr · ∇)3Φm

]

+ f ′′(Φm)
2!

[
a2(êr · ∇Φm)2 + a3(êr · ∇Φm)(êr · ∇)2Φm

]
+ f ′′′(Φm)

3!
[
a3(êr · ∇Φm)3

]
+O(a4∇4),

(4.32)
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where we have assumed the chemical field varies slowly across the cell body. On

integrating this expression across the cell surface (sphere of radius a), we arrive at

v =
˛

dS êr f
(
Φ(rm + aêr)

)
≈ Sda

d

d
f ′(Φm)∇Φ(rm)

+ Sda
d+2

2d(d+ 2)

{
f ′(Φm)∇∇2Φm + f ′′(Φm)

[
∇Φm(∇2Φm) +∇(∇Φm)2

]
+ f ′′′(Φm)(∇Φm)2∇Φm

}
,

(4.33)

where we have used the d-dimensional integration result
˛

dS (êr)i(êr)j(êr)k(êr)l = Sda
d−1

d(d+ 2)
(
δijδkl + δikδjl + δilδjk

)
.

Note that the first term on the r.h.s. of Eq. (4.33) is the KS term, but now we

have also obtained terms that have a higher number of gradients.

Let us investigate the new terms to see if they can give rise to the relevant

nonlinearities at macro scales. The deterministic particle current associated with

the single-particle velocity field Eq. (4.33) is given by J = Cv. Writing out this

expression explicitly, and by comparison with the currents associated with the

couplings (4.29), we may identify

Sda
d

d
f ′(Φm)→ µ1, (4.34)

Sda
d+2

2d(d+ 2)C0f
′′(Φm)→ µ2, (4.35)

Sda
d+2

2d(d+ 2)C0f
′′′(Φm)→ µ3, (4.36)

within the present microscopic approach. In addition, we also get two other

terms ∝ ∇∇2Φm and ∝ ∇Φm(∇2Φm). At this level of description where we are

focusing on a single cell, the chemical field can be either externally imposed or

it could be generated by other particles. In the latter case, −∇2Φm ∝ ρ, and

thus these additional terms contribute to the diffusive particle current and the

current associated with µ1, respectively.

We therefore see that apart from the well-known KS term, the other nonlinear

couplings in Eq. (4.29) arise naturally when higher-order terms in the single-particle
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4. Polarity-induced chemotaxis

gradient expansion are included. Although it is customary for these higher order

gradient terms to be discarded from the single-particle description, the scaling

analysis of the previous section establishes that they give rise to relevant couplings

at large-scales, and thus they must be included in a theory that is aimed at describing

the critical and collective properties of self-chemotactic systems.

4.4.2 Moment expansion approach

In addition to the generic considerations based on Taylor expansion that we discussed

above, one may also form microscopic models of the relevant nonlinear couplings by

incorporating the essential features associated with polarity effects in chemotactic

cells (cf. Section 2.2).

Consider a chemotactic cell that is exposed to a chemical gradient. As it

was noted in Section 2.2 for eukaryotics, the effect of the resulting asymmetric

distribution of the bound receptors could be an accumulation of intercellular

molecules at the cell front – where signal concentration is high – which, in turn,

triggers a biased response of the cell [88, 194]. The resulting anisotropy in the

cell’s sensitivity to signals, and possibly in its morphology, may be characterised

by assigning a generic polarity vector n to the cell.

To extend the KS response to polarised cells, let us first give a hand-waving

description using an analogy with the multipole expansion in electrostatics. In this

analogy, the KS term is seen as the ‘monopole’ response of the cell to the chemical

gradient6. In similarity with the electrostatic dipole response, the contribution of

the cell polarity to its velocity is expected to have the form

vp ∝ n · ∇∇Φ, (4.37)

which vanishes in a linear chemical field with constant gradient. Furthermore, there

may also be a ‘quadrupole’ contribution to the cell velocity in the form

vQ ∝ nn · ∇Φ. (4.38)
6In the overdamped regime, velocity and force, and angular velocity and torque, are proportional

by a mobility factor. These notions will therefore be used here interchangeably.
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In a similar fashion, one can also infer the form of the higher-order effects by

analogy with higher multipoles.

To relate these terms to the desired nonlinear couplings (4.29), an expression

for the polarity vector n is required. We will briefly outline two possible toy models

here, with more details given in Appendix B.

A first primitive model for extensible particles assumes that cells are initially

apolar but quickly become elongated in response to a chemical gradient (panel a in

Fig. 4.2). Within a linear approximation, the average polarity of each cell over time

is thus directly proportional to the chemical gradient, namely 〈n〉 ∝ ∇Φ.

Separately, we can also consider cells that are either intrinsically polar or have

an induced polarity that persists over time (panel b in Fig. 4.2). To determine

the dynamics of the polarity vector in these cases, we extend the analogy with

electrostatics in order to model the angular velocity of the cell. From the expression

for the torque exerted by a field on an electric dipole, we can anticipate the leading

contribution to the overdamped angular velocity of the cell to be given by

ω ∝ n×∇Φ. (4.39)

This form implies that the cell polarity tends to get aligned with the local chemical

gradient which, in turn, results in an averaged polarity 〈n〉 ∝ ∇Φ.

In both cases of extensible and polar particles, time-scale separation and a mean-

field approximation enables us to substitute the averaged polarity into the dipole

and quadrupole velocity contributions, upon which we arrive at vp ∝ ∇(∇Φ)2 and

vQ ∝ ∇Φ(∇Φ)2. It can now be seen that the multipole velocity contributions have

the same mathematical structure as their counterparts in the Taylor expansion (4.33),

and in the same manner their associated currents (Jp = Cvp and JQ = CvQ) give

rise to µ1,2,3 nonlinearities in the particle current.

Let us now briefly outline how the intuitive picture for polar particles described

above can be derived from a moment expansion approach. We start from Langevin

equations that govern the translational and angular velocities of the chemotactic

particles, and make use of the moment expansion of the associated Fokker–Planck
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4. Polarity-induced chemotaxis

(a) Extensible chemotactic particle. (b) Polar chemotactic particle.

Figure 4.2: Schematic representation of an extensible chemotactic particle becoming
polarised in a chemical gradient (panel a) and a polar chemotactic particle with intrinsic
or persistent polarity (panel b). The extensible particle becomes elongated in the direction
of the chemical gradient and acquires a polarity; the polar particle, on the other hand, has
an asymmetric response to chemicals due to, e.g. its morphology or anisotropic sensitivity
to signals. More detailed description of these toy models are provided in Appendix B.

equation to obtain mean-field equations that describe the dynamics of the particle

density field, polarisation field, nematic order field, and suchlike. In particular,

consider a system of N polar particles with positions ra(t) and polarity vectors

na(t) in d = 3. The probability distribution P of the position and polarity

vectors is given by

P(r,n; t) =
〈

N∑
a=1

δ (r − ra(t)) δ (n− na(t))
〉
, (4.40)

where the average is taken over different realisations of the dynamics. The

overdamped Langevin equations describing the translational and rotational dynamics

of individual particles can in general be written as

d
dtra(t) = v (ra,na) + ξa(t), (4.41)
d
dtna(t) = ω (ra,na) + γa(t)× na, (4.42)

where v and ω represent the deterministic parts of the translational and rotational

velocities, respectively, and ξa and γa are the noise terms to be prescribed below.

Expressions for v and ω are constructed based on a general gradient expan-

sion [17, 115]; assuming that individual particles have a linear gradient-sensing
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machinery at this level, we can write

v = v0n+ ν1∇Φ + ν2n · ∇∇Φ + ν3nn · ∇Φ, (4.43)

ω = χn×∇Φ. (4.44)

In these expressions, v0 represents a self propulsion speed (which, for simplicity,

is assumed to be along the polarity vector n), ν1 is the KS gradient term, ν2 is

the contribution of the particle’s polarity to its velocity, and the ν3 term indicates

the contribution from a nonvanishing local nematic order, e.g. due to geometric

asymmetries of the particles [115]. The coefficients ν1, ν2, and ν3 remain undefined

at this level but they may be determined within a microscopic model such as

the Taylor expansion or the extensible and polar models discussed above (also

see Appendix B). In addition, note that the angular dynamics simply models the

tendency of the particles to align their polarity vector with the chemical gradient,

with an alignment strength denoted by χ. This can be a model of, e.g. eukaryotic

cells such as Dictyostelium amoebae and leukocytes, which respond to new chemical

gradients by turning their front edge toward it [89, 195].

The noise terms ξa and γa are Gaussian white noises acting on the ath particle,

characterised by

〈ξal(t)ξbm(t′)〉 = 2Dδabδlmδ(t− t′), (4.45)

〈γal(t)γbm(t′)〉 = 2(Dr − gv0na · ∇Φ) δabδlmδ(t− t′). (4.46)

In particular, note that the rotational noise here is anisotropic and its strength

is adjusted based on the angle between the velocity of the particle and the local

chemical gradient; this form thus extends the usual isotropic noise to the case

of, e.g. run-and-tumble particles for which the tumble rate is modulated based

on the chemical gradient [196].

The Fokker–Planck equation associated with Eqs. (4.41) and (4.42) is given by

∂tP = −∇ · [vP −D∇P ]−R ·
[
ωP −R

(
(Dr − gv0n · ∇Φ)P

)]
, (4.47)
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where R = n × ∇n is the rotational gradient operator and the rotational noise

is implemented in the Ito sense.

We now consider the dynamics of the moments of the distribution P with

respect to n, namely C(r, t) =
´
n
P(r,n; t) = 〈∑a δ(r − ra(t))〉, which represents

the particle density, p(r, t) =
´
n
nP(r,n; t) = 〈∑anaδ(r − ra(t))〉, which gives

the polarisation field, and Q(r, t) =
´
n

[
nn− 1

3 I
]
P(r,n; t), which is the nematic

order field. To obtain equations that govern the dynamics of these moments, we

integrate both sides of Eq. (4.47) with respect to n after multiplying them by the

required number of the polarity vectors. For instance, directly integrating (4.47)

with respect to n leads to the familiar continuity equation ∂tC +∇ · J = 0 where

the particle current is given by

J(r, t) = −D∇C + v0p+
(
ν1+ ν3

3

)
C∇Φ + ν2p·∇∇Φ + ν3Q·∇Φ (4.48)

and it shows that the particle current depends on both p and Q.

To determine the dynamics of the polarisation field, we multiply Eq. (4.47) by

n and then perform an integration with respect to n; this gives the dynamics of

p in terms of Q as well as higher-order moments of the distribution. Continuing

this procedure yields a series of interrelated equations that govern the dynamics

of various moments of the distribution P while they also contain other moments.

This is similar to the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy

in liquid theory [197, 198].

We close the hierarchy of the equations by assuming all moments beyond the

nematic order vanish; in addition, to study the large-scale behaviour of the system,

we make use of a hydrodynamic approximation and focus on time scales that are

longer than the reorientation time D−1
r , and length scales larger than the diffusive

distance
√
D/Dr. The calculations are rather involved and will be presented in

Appendix C. The final expression for the ith component of the particle current

J , expressed in terms of scalar fields C and Φ only, is given there in Eq. (C.5),

which displays clearly how each of the microscopic coefficients v0, ν1, ν2, and ν3

contribute to different parts of the particle current.
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In the RG analysis that will be presented in Section 4.6, we will be focused on

particles that are not self propelled and also do not have nematic-like interactions

(i.e. v0 = 0 and ν3 = 0); in this case, the general particle current (C.5) simplifies to

J = −D∇C + ν1C∇Φ + ν2χ

6Dr

∇(∇Φ)2. (4.49)

Comparing with the relevant macroscopic nonlinear terms (4.29), we can identify

for this 3-dimensional case ν1 → µ1 and ν2χ/(6Dr) → µ2. It is noteworthy

that in this case the term ∝ ∇Φ(∇Φ)2, corresponding to the µ3 macroscopic

nonlinearity, vanishes in the full current (C.5); in other words, the moment expansion

approach shows that only v0 and ν3 microscopic coefficients contribute to the

macroscopic nonlinearity µ3.

4.5 Symmetries of generalised chemotactic couplings

4.5.1 Gradient structure

Consider the full particle currents J1 = µ1C∇Φ, J2 = µ2
C0
C∇(∇Φ)2, and J3 =

µ3
C0
C∇Φ(∇Φ)2 associated with the relevant nonlinearities µ1, µ2, and µ3 of Eq. (4.29).

These currents all have the standard structure given by (density × force). Neverthe-

less, there is a difference in their corresponding force fields; while ∇Φ and ∇(∇Φ)2

have a gradient structure, the field∇Φ(∇Φ)2 is not the gradient of another function7.

This difference is manifest in d=3 in the following symmetry transformation

of the Langevin equation, under which µ1 and µ2 terms remain invariant but

the µ3 term changes:

∇φ→ ∇φ+ ε∇f(ρ)×∇φ, (4.50)

where ε parameterises the transformation, f(ρ) is an arbitrary function of ρ with

∇f(ρ) = f ′(ρ)∇ρ 6= 0, and × represents the vectorial cross product. Note that the

Poisson equation (4.17) is invariant under this transformation, since

∇ · [∇f(ρ)×∇φ] = ∇ · [∇× (f(ρ)∇φ)] = 0.
7To show this, assume ∇φ(∇φ)2 is the gradient of a hypothetical function; then it is

straightforward to show that the second derivatives of that function do not commute (note
that all three interactions remain unchanged w.r.t. a constant shift in the chemical field, and Φ
can thus always be replaced by φ = Φ− Φ0).
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Let us consider the effect of transformation (4.50) on the nonlinear terms more

explicitly. For the µ1 term, we have

µ1∇ · (ρ∇φ)→ µ1∇ · (ρ∇φ) + εµ1f
′(ρ)∇ · (ρ∇ρ×∇φ) = µ1∇ · (ρ∇φ), (4.51)

where the second term vanishes because 2ρ∇ρ×∇φ = ∇× (ρ2∇φ). We therefore

see that this is an exact symmetry for the KS interaction term.

For the µ2 term, a similar calculation shows

µ2∇2(∇φ)2 → µ2∇2(∇φ)2 + ε2µ2(f ′(ρ))2∇2(∇ρ×∇φ)2 = µ2∇2(∇φ)2 +O(ε2),
(4.52)

which indicates that in the limit ε → 0, Eq. (4.50) is an infinitesimal symmetry

of the µ2 interaction term.

Finally, with the µ3 term we have

µ3∇ · (∇φ)3 → µ3∇ · (∇φ)3 + εµ3∇ ·
(
(∇φ)2(∇f ×∇φ)

)
+O(ε2), (4.53)

implying that the µ3 interaction breaks the symmetry (4.50) at linear order in ε.

Therefore we see that both µ1 and µ2 nonlinear terms have a gradient structure

while µ3 lacks such a structure. As mentioned above, this difference essentially arises

from the structure of the underlying interactions, since µ1 and µ2 correspond to

irrotational (gradient) force fields, in contrast to the force field that gives rise to µ3.

4.5.2 Free energy structure

Broadly speaking, Langevin dynamics with interaction terms that are derivable from

a free-energy functional tend to evolve the system toward a long-time stationary state

that minimises the free energy and whose distribution is governed by Boltzmann

statistics [128, 140]. On the other hand, if some of the interaction terms do note

derive from an underlying functional, the system will be far from equilibrium, and

its steady-state distribution will in general be different from equilibrium systems.

This distinction is particularly relevant for studying active systems which are locally

driven out of equilibrium, and it forms the basis of constructing active field theories,

e.g. for describing active phase separation phenomena [133, 135, 136, 199].
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We have already seen that the KS particle current JKS derives from the free

energy functional FKS in Eq. (4.11), and therefore the KS gradient sensing is an

equilibrium interaction; indeed, a system of KS chemotactic particles approaches

an equilibrium distribution ∝ e−βFKS at long times (barring metastable states

and dynamical transitions) [123].

We demonstrate, via indirect proof, that the µ2 interaction cannot be derived

from a free-energy functional, and it thus amounts to a genuine nonequilibrium

interaction between the chemotactic particles. Let us consider a hypothetical free

energy F2 such that ∇ δF2
δρ(r) = ∇ (∇φ(r))2 as required for the µ2 coupling. The

second functional derivative of F2 is then given by

δ2F2

δρ(r′) δρ(r) = 2 (∇φ(r)) · δ∇φ(r)
δρ(r′) = 2∇φ(r) · ∇Kc(r−r′), (4.54)

with Kc the Coulomb kernel. Upon exchanging r and r′ and noting that ∇Kc(r −

r′) = −∇′Kc(r − r′), we then obtain

δ2F2

δρ(r′) δρ(r) −
δ2F2

δρ(r) δρ(r′) = 2∇Kc(r−r′) [∇φ(r) +∇′φ(r′)]

= 2∇Kc(r−r′)·
ˆ

ddz∇ρ(z) [Kc(r−z) +Kc(r′−z)] .

(4.55)

Since the r.h.s. does not necessarily vanish for an arbitrary density profile, this shows

that the second derivatives of F2 do not commute, amounting to the breakdown

of Onsager relations for equilibrium interactions. Consequently, the hypothetical

free energy F2 is not well-defined.

Finally, note that since the µ3 nematic term lacks the gradient structure, its

particle current in the conserved dynamics cannot be associated with a free

energy term either.

4.5.3 Galilean symmetry

In Subsection 2.3.2, we briefly discussed the invariance of the KPZ equation under

the so-called Galilean transformation. We will show here that this symmetry is
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4. Polarity-induced chemotaxis

also useful in the present context of chemotaxis. Consider the full nonlinear

Langevin dynamics

(
∂t −D∇2 + σ

)
ρ = −µ1∇ · (ρ∇φ)− µ2∇2(∇φ)2 − µ3∇ · (∇φ)3 + ζ(r, t), (4.56)

which incorporates all the relevant nonlinear terms (4.29) into the KS field equa-

tion (4.16). The chemical field φ is governed by the Poisson equation −∇2φ = ρ

as before. Let us examine how different terms in this Langevin equation change

under the Galilean transformation

φ′(r, t) = φ
(
r + tuGw, t

)
−w · r, (4.57a)

ρ′(r, t) = ρ
(
r + tuGw, t

)
, (4.57b)

where w is an arbitrary vector, and uG is the parameter of the symmetry which we

try to determine such that the Langevin equation remains invariant. This Galilean

transformation defines a coordinate change to a frame that is moving with ‘velocity’

w, while it also adds a linear term w ·r to the chemical field. Since the Laplacian of

this linear term vanishes, the transformed φ field still satisfies the Poisson equation.

In order to determine uG, we note that the Galilean transformation corresponds

to making the following changes in the Langevin dynamics

∂t → ∂t + uGw · ∇, ∇ → ∇, φ→ φ−w · r, ρ→ ρ, (4.58)

under which different terms in Eq. (4.56) transform as

(
∂t −D∇2 + σ

)
ρ→

(
∂t −D∇2 + σ

)
ρ+ uGw · ∇ρ, (4.59a)

µ1∇·(ρ∇φ)→ µ1∇·(ρ∇φ)− µ1w · ∇ρ, (4.59b)

µ2∇2(∇φ)2 → µ2∇2(∇φ)2 + 2µ2w · ∇ρ, (4.59c)

µ3∇·(∇φ)3 → µ3∇·(∇φ)3 + µ3∇·
(
∇φ (w2−2w · ∇φ)−w(∇φ−w)2

)
. (4.59d)

Clearly, with the µ1 and µ2 couplings only, we can choose uG in such a way that

the extra term arising from the transformation of the diffusive part of the Langevin

equation (first line) cancels the added term due to the transformation of the nonlinear

couplings, since both of these terms are ∝ w · ∇ρ; in other words, both µ1 and
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nonlinear
coupling

Gradient
structure

Free
energy

Galilean
invariant Comments

µ1∇·(ρ∇φ) Yes Yes Yes Keller–Segel chemotaxis
µ2∇2(∇φ)2 Yes No Yes Polarity-induced chemotaxis
µ3∇·(∇φ)3 No No No Self-propulsion/nematic order

Table 4.1: Relevant nonlinear couplings at the upper critical dimension (dcon
c = 4 and

dnon
c = 6) and their symmetry properties.

µ2 nonlinearities are Galilean invariant, and if both are present in the dynamics,

the symmetry transformation is given by Eq. (4.57) with

uG = µ1 − 2µ2.

On the other hand, the µ3 coupling transforms with additional terms that

have a different mathematical structure and thus cannot be removed by the other

contributions; the µ3 coupling is not Galilean invariant.

It is also worth mentioning that the noise term remains invariant under the

Galilean transformation only if it is δ-correlated in time [142], as is the case

for ζ(r, t) given by Eq. (4.31).

A summary of the important results of this section, along with the microscopic

considerations of Section. 4.5, is provided in Table 4.1. In the following sections,

we will narrow down our focus to the scaling behaviour of self-chemotactic systems

with KS and polarity-induced chemotaxis only. The nematic term µ3 is left for

future investigations.

4.6 Renormalisation group analysis

In Subsection 4.2.3, it became evident that in the critical regime, the density

fluctuations are long-lived and they become correlated over long distances; such

strong fluctuations and their diverging correlation length render mean-field ap-

proximations inadequate for this regime. Similar to what we saw in the case

of KPZ in Subsection 2.3.2, the scale-invariant behaviour of the critical system

leads to singularities in perturbative series of the solutions, and these need to be
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4. Polarity-induced chemotaxis

addressed by RG techniques. We apply the same RG procedure to the Langevin

dynamics of self-chemotactic systems with both the KS term (µ1 coupling) and

the polarity-induced term (µ2 coupling), i.e.(
∂t −D∇2 + σ

)
ρ = −µ1∇ · (ρ∇φ)− µ2∇2(∇φ)2 + ζ(r, t). (4.60)

Recall that we only keep the additive parts of the ζ noise such that its correlations

read

〈ζ(r, t)ζ(r′, t′)〉 = 2
(
D0 −D2∇2

)
δd(r − r′)δ(t− t′), (4.61)

with D0 = DC0 and D2 = λC0 (see Eq. (4.31)).

Note that Eq. (4.60) is invariant under the Galilean transformation (4.57) with

the choice uG = µ1 − 2µ2 and, moreover, the associated particle current has a

gradient structure (cf. Table 4.1). We anticipate that these symmetries impose

implicit restrictions on the structure of the theory in such a way that the µ3

coupling, which does not respect either of these symmetries, is not generated in

the perturbative expansion and along the RG flows.

4.6.1 Dynamic perturbation calculation

The perturbative analysis of Eq. (4.60) will be carried out in the Fourier space,

recalling the convention ρ(r, t) =
´
k̂
e−iωt+ik·rρ(k̂) with the abbreviations k̂ = (k, ω)

and
´
k̂
≡
´

dω ddk/(2π)d+1. We will use the standard diagrammatic representation

to organise the expansion series.

We first write the chemical field φ in terms of the density fluctuations ρ using

the Poisson equation (4.17). Subsequently, Eq. (4.60) can be expressed in the

Fourier space as

ρ(k̂) = G0(k̂)
[
ζ(k̂) +

ˆ
q̂

Γ0(k, q)ρ(k̂ − q̂)ρ(q̂)
]
. (4.62)

In similarity with Subsection 2.3.2, here we have defined the Gaussian (free)

propagator G0, along with its diagrammatic representation, as

G0(k̂) =
(
σ − iω +Dk2

)−1
= k̂

, (4.63)
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and the bare interaction vertex Γ0 as8

Γ0(k, q) = µ1

2

(
k · q
q2 + k · (k − q)

(k − q)2

)
− µ2

k2q · (k − q)
q2(k − q)2 =

k

q

k − q

. (4.64)

This diagrammatic notation is standard [142, 143] and helps us to succinctly

organise different terms in the perturbation series. For later purposes, it is also

useful to introduce the free correlator N0 via 〈ρ0(k̂)ρ0(k̂′)〉 ≡ N0(k̂)δ(k̂ + k̂′) (with

the abbreviation δ(k̂ + k̂′) = (2π)d+1δd(k + k′)δ(ω + ω′)), which is given by

N0(k̂) = 2(D0 +D2k
2) |G0(k̂)|2 = k̂ −k̂

. (4.65)

A series expansion for the solution to Eq. (4.62) in powers of the couplings µ1

and µ2 starts from the linear solution ρ0(k̂) = G0(k̂)ζ(k̂) and then proceeds by

repeatedly inserting back the solution at each order into the nonlinear vertex to

obtain the next order correction. The first two corrections obtained in this way are

ρ1(k̂) = G0(k̂)
ˆ
q̂

Γ0(k, q)ρ0(q̂) ρ0(k̂ − q̂) =

ρ2(k̂) = 2G0(k̂)
ˆ
q̂

Γ0(k, q)ρ0(q̂)ρ1(k̂ − q̂) = 2
(4.66)

where a cross at the end of a propagator line denotes the noise term ζ. Using this

expansion, corrections to the propagator, noise correlation, and vertex function,

which arise from nonlinear fluctuation effects, can be computed.

Correction to propagator

We define the full (effective) propagator G via

ρ(k̂) ≡ G(k̂)ζ(k̂)

8This vertex is made symmetric with respect to the outgoing momenta, i.e. Γ0(k, q) =
Γ0(k,k − q).
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and denote it by a double-lined arrow in the diagrams, upon which Eq. (4.62)

is expressed diagrammatically as

G(k̂)
= +

k

q

k − q

. (4.67)

Using the fact that δ(k̂ + k̂′)G(k̂) =
〈

δρ(k̂)
δζ(−k̂′)

〉
ζ

= 〈ζ(k̂′) ρ(k̂)〉ζ
2(D0+D2k2) , the corresponding

diagrams that represent corrections to the Gaussian propagator are formed by

iteratively replacing the double lines in Eq. (4.67) with the r.h.s. of the same

equation, and then by contracting and averaging the resulting diagrams with a

noise term. In this process, only diagrams with an odd number of noise terms

give nonvanishing contributions. The leading correction to G0 is then given by

the so-called Dyson equation

G(k̂)

=

= G0(k̂)

+

+ G0(k̂) G0(k̂)Σ1(k̂)
, (4.68)

where Σ1 is the leading (one-loop) term in the so-called one-particle irreducible

diagrams. Note that momentum conservation at each vertex in the diagrams, as

well as at each noise correlator, is respected. Using Eqs. (4.63) and (4.64), we

write down the expression for Σ1 as

Σ1(k̂) = 4
ˆ
q̂

Γ0(k,k/2 + q)N0(k̂/2 + q̂)G0(k̂/2− q̂) Γ0(k/2− q,k) , (4.69)

where q̂ = (q,Ω), k̂ = (k, ω), Λ is the momentum cutoff, and the numerical prefactor

accounts for the four different ways of constructing the same diagram.

We are interested in understanding the long-time and large-scale properties of the

chemotactic system (i.e. the hydrodynamic limit); therefore, we will need to compute

correction terms such as Eq. (4.69) in the limit of vanishing external momenta and

frequencies, ω → 0 and k → 0. To this end, first the external frequency is set to
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zero; then, the integration over the internal frequency Ω is carried out, giving

lim
ω→0

ˆ
dΩ
2π G0(k̂/2 + q̂)G0(−k̂/2− q̂)G0(k̂/2− q̂)

= 1
2
[
D(k2 + q)2 + σ

] [
D(k2 + q)2 +D(k2 − q)2 + 2σ

]
≈ 1

4(Dq2 + σ)2

(
1− Dk · q

Dq2 + σ
− 1

2
Dk2

Dq2 + σ
+ D2 (k · q)2

(Dq2 + σ)2

)
,

(4.70)

where in the last line we have performed an expansion to O(k2/q2). We then also

expand the vertex function (4.64) to second order in (k/q) as

Γ0(k,k/2± q) = −µ1(k · q)2/q4 + (µ1/2 + µ2) k2/q2. (4.71)

The remaining integral in Eq. (4.69) is over the internal momentum vector q.

In spherical coordinates, the angular part of the integral can be simplified using
ˆ
|q|≤Λ

qiqj = δij
d

ˆ
|q|≤Λ

q2,

ˆ
|q|≤Λ

qiqjqkql = δijδkl + δikδjl + δilδjk
d(d+ 2)

ˆ
|q|≤Λ

q4,

(4.72)

with particularly useful cases
´
|q|≤Λ(k · q)2 = 1

d

´
|q|≤Λ k2q2 and

´
|q|≤Λ(k · q)4 =

3
d(d+2)

´
|q|≤Λ k

4q4. Odd powers of (k · q), on the other hand, have vanishing integrals

due to spherical symmetry. Thus after performing the angular integrations and

further straightforward manipulations, we finally arrive at the following expression

Σ1(k, 0) = 2Kd

D2

ˆ Λ

0
dq qd−1 D0 +D2q

2

(q2 + ξ−2
c )2

×
{
k2

q2

[
µ2

1

(3
8 −

3
4d
)

+ µ2
2

(1
2 −

2
d

)
+ µ1µ2

(
1− 3

2(d+ 2) + 3
d(d+ 2)

)]
+ D0 −D2ξ

−2
c

D0 +D2q2
k2

q2 + ξ−2
c

[ µ2
1

d+ 2
(1

4 −
1
d

)
− µ2

2
d

+ 3µ1µ2

d(d+ 2)
] }
,

(4.73)

where we recall Kd = Sd/(2π)d = 2/[(4π)d/2Γ(d/2)], and the correlation length is

ξc =
√
D/σ. In this form, Eq. (4.73) only contains an integral over the wavenumbers

q, and the corrections it produces are in a suitable form for RG analysis in the

next subsection.

From inverting the Dyson equation (4.68), to leading order we have

G−1(k̂) = G−1
0 (k̂)− Σ1(k̂). (4.74)
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When the external frequency is set to zero, this equation provides the corrected

coefficients σR and DR via G−1(k̂ = 0) and ∂k2G−1(k̂ = 0), respectively. Since

Eq. (4.73) indicates that Σ1(k, 0)∝ k2, we therefore have σR = σ at this level of

approximation (with either conserved or nonconserved noise).

With a nonconserved noise (D0 6= 0) and below the associated upper critical

dimension dnon
c = 6, the relative correction to diffusion coefficient is given by

terms such as ∂k2Σ1 ∼ ξ6−d
c D0µ

2
1,2/D

2, with a prefactor that is determined by

dimensionless integrals. Such corrections diverge as the correlation length diverges

in the critical regime (σ → 0) and therefore the expansion breaks down; this signals

non-analytic contributions stemming from the strong fluctuations, as anticipated

before. In this case, the original (dimensionful) integrals in Eq. (4.73) are infrared

(IR) divergent and ultraviolet (UV) convergent below dc.

The same line of analysis can be carried out for the conserved noise (D0 = 0 and

D2 6= 0) below the respective upper critical dimension dcon
c = 4; the corrections in

this case are given by ∂k2Σ1 ∼ ξ4−d
c D2µ

2
1,2/D

2, and they also become singular

in the critical state.

Correction to noise

The full noise correlator N (k̂) is defined from the full solution ρ via 〈ρ(k̂) ρ(k̂′)〉 =

N (k̂)δ(k̂+ k̂′). To the leading-order in fluctuation corrections, we have N = N0 +N1,

which is represented diagrammatically as

k̂ −k̂ = + (4.75)

and in which the correction term is given by

N1(k̂) = 2
ˆ
q̂

N0(k̂/2 + q̂)N0(k̂/2− q̂)Γ0(k,k/2 + q)Γ0(−k,−k/2− q) . (4.76)

Similar to the propagator corrections, here we aim to reduce the integral to one

that is only over the wavenumber q, such that it would be suitable for RG analysis;

to achieve this, the integral over the internal (loop) frequency is first carried

out (in the hydrodynamic limit), and then the angular parts of the remaining
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momentum integrals are simplified using Eq. (4.72). Eventually, the leading order

noise correction is obtained as

N1(k̂) = 2Kd

D3

ˆ Λ

0
dq qd−1 (D0 +D2q

2)2

(q2 + ξ−2
c )3

k4

q4

×
{
µ2

1

(1
4 + 1

2d −
3

d(d+ 2)
)

+ µ1µ2
(
1− 2

d

)
+ µ2

2

}
.

(4.77)

This one-loop noise correction is ∝ k4, and therefore it does not contribute to

the conserved or the nonconserved noises, since their correlations in Fourier space

are ∝ k2 and ∝ k0, respectively.

The vanishing of the noise corrections is in fact a general feature of the

corresponding diagrams at all orders of the expansion, since these are formed

by connecting the internal lines of the diagrams to (at least) two external vertices

that are needed to form a loop diagram, and each vertex carries a factor of k2 in

the hydrodynamic limit (cf. Eq. (4.71)). Consequently, noise diagrams at least

have a factor of k4 and do not contain k0 or k2 terms9.

Correction to vertex

The vertex correction is defined through the following diagrams [142]:

k

k/2+p

k/2−p

= + + (4.78)

The first term on the r.h.s. is the bare vertex (4.64). We denote the second

and the third one-loop diagrams on the r.h.s. by Γa1 = Γa1(k,k/2 + p) and Γb1 =

Γb1(k,k/2 + p) which carry a combinatorial prefactor of 4 and 8, respectively;

these are explicitly given by

Γa1 =4
ˆ
q̂

N0(p̂−q̂)Γ0(k, k2 +q)Γ0(k2 +q, k2 + p)Γ0(k2−q,
k

2−p)G0( k̂2 + q̂)G0( k̂2 − q̂),

(4.79)

Γb1 =8
ˆ
q̂

N0( k̂2 +q̂)Γ0(k, k2 +q)Γ0(p−q, k2 +p)Γ0(k2−q,p−q)G0(p̂−q̂)G0( k̂2−q̂).

(4.80)
9This is similar to the non-renormalisation of the noise term in model B dynamics, see, e.g.

Eq. (4.92) of Ref. [140].
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Similar to the previous cases, we perform the integration over the internal

frequency in the hydrodynamic limit (noting that Γ0 does not depend on frequencies),

and then we carry the angular part of the momentum integration using Eq. (4.72).

By straightforward manipulations, the final results can be written in a form that

resembles Γ0 as

Γa1 = −Γb1 =
(ˆ Λ

0
dq qd−1 D0 +D2q

2

(q2 + ξ−2
c )3

)
(µ1/2− µ2)2

16 d(d+ 2)D3

×

µ1

(
k · (k2 + p)
(k2 + p)2 +

k · (k2 − p)
(k2 − p)2

)
− 1

2

(
µ1

2 (d−2)+µ2(d+2)
)

k2(k2

4 − p
2)

(k2 + p)2(k2 − p)2

.
(4.81)

We see that the sum of the one-loop vertex corrections, i.e. (Γa1 + Γb1), is iden-

tically zero (even though the individual contributions Γa,b1 may become singular

in approaching the critical regime). The nonlinear couplings µ1,2 thus do not

receive a correction at this level.

From the fact that the Galilean transformation (4.57) is determined by uG =

µ1 − 2µ2, we may speculate that the vanishing of the vertex corrections is not a

one-loop artefact, and it can hold to all orders in the perturbation; this is because

in order to preserve the symmetry, we must have10

uG = µ1 − 2µ2 = µ1R − 2µ2R , (4.82)

where µ1R and µ2R denote the values of the couplings after perturbative corrections

are included. It is therefore tempting to posit that the separate corrections to

each of the µ1 and µ2 couplings should vanish at all orders so that the Galilean

symmetry holds with the same symmetry parameter11. We, however, have not been

able to justify such speculation. Consequently, in the RG and scaling analysis,

we only exploit the fact that uG must remain unchanged in the coarse-graining

and rescaling steps.
10In the field theory language, this is a Ward identity, cf. Appendix E of Ref. [34].
11In addition, note that the µ1 interaction has a free-energy structure as opposed to the µ2

coupling (see Table 4.1), and the perturbation series for an equilibrium theory with only µ1
coupling should not generate the nonequilibrium coupling µ2.
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4.6.2 One-loop RG flow equations

The perturbative calculations in the previous subsection showed that neither the

noise strengths D0 and D2 nor the nonlinear couplings µ1 and µ2 receive one-loop

corrections. On the other hand, in Eq. (4.73), the dimensionless combination

ξdc−dc D0,2µ
2
1,2/D

3, which determines the magnitude of the correction term to the

diffusion coefficient D, diverges in the critical regime below dc. In this case, the

(formally infinite) correlation length will be replaced in dimensional analysis by

the microscopic length scale ∼ Λ−1, and this leads to the deviation of the scaling

behaviour from mean-field predictions [2]. The associated ‘anomalous exponents’

need to be computed by RG analysis (Subsection 2.3.2).

To apply the RG steps to the calculation of the diffusion coefficient, we use

Eqs. (4.74) and (4.73) and perform the first step of RG by carrying out the integrals

over the momentum shell; this results in D< which is the (intermediate) value for

diffusion coefficient corresponding to low momenta k ∈ (0, e−`Λ). For the conserved

noise, the leading ` dependence of D< can be written as

D< = D
[
1− `

(
a11U

2
1 + a12U1U2 + a22U

2
2

)]
, (4.83)

with coefficients a11 = 3/4− 3/(2d), a12 = 2 + 3/d− 6/(d+ 2), a22 = 1− 4/d. Here,

we have also defined the effective chemotactic couplings U2
1,2 = Kdµ

2
1,2D2 Λd−4/D3

with Kd = Sd/(2π)d. Performing the second step of RG (rescaling) then results

in D< → bz−2D< ≈ (1 + `(z − 2))D< = DR which, upon substituting (4.83),

can be rearranged as

DR −D = `D
(
z − 2− (a11U

2
1 + a12U1U2 + a22U

2
2 )
)
.

Since there is no one-loop correction to σ, µ1, µ2, and D2, their flows only have the

scaling part. We therefore arrive at the following RG flows for the dynamics
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with the conserved noise:

∂`σ = zσ, (4.84a)

∂`µ1,2 = [z + χ]µ1,2, (4.84b)

∂`D =
[
z − 2−

(
a11U

2
1 + a12U1U2 + a22U

2
2

)]
D, (4.84c)

∂`D2 = [−2− d+ z − 2χ]D2. (4.84d)

These equations can be written more compactly in terms of the effective couplings

U1,2 as

∂`U1,2

U1,2
= 2− d

2 + 3
2
(
a11U

2
1 + a12U1U2 + a22U

2
2

)
. (4.85)

These define parameter flows which in the U1-U2 plane are along the rays with a

fixed ratio U2/U1 that pass through the origin, see Fig. 4.3.

Following a similar procedure for the case of nonconserved noise, we arrive

at the corresponding RG flow equations

∂`σ = zσ, (4.86a)

∂`µ1,2 = [z + χ]µ1,2, (4.86b)

∂`D =
[
z − 2−

(
b11U

2
1 + b12U1U2 + b22U

2
2

)]
D, (4.86c)

∂`D0 = [−d+ z − 2χ]D0, (4.86d)

where we now have U2
1,2 = Kdµ

2
1,2D0 Λd−6/D3 and the coefficients are given by

b11 = 3/4− 1/d− 3/[d(d+ 2)], b12 = 2 + 6/d− 9/(d+ 2), and b22 = 1− 6/d. Written

in terms of U1,2, the RG flows for the dynamics with nonconserved noise read

∂`U1,2

U1,2
= 3− d

2 + 3
2
(
b11U

2
1 + b12U1U2 + b22U

2
2

)
, (4.87)

with a similar structure as Eq. (4.85).
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Figure 4.3: RG flow of the effective couplings U1,2 in the U1-U2 plane in d = 2 dimension,
for Langevin dynamics with the conserved noise (left) and with the nonconserved noise
(right). The arrows display the flow of the parameters upon successive coarse-graining
and rescaling steps, in the form of rays passing through the origin (the origin corresponds
to the linear Gaussian model). The red solid hyperbolas are the fixed points of the RG
flow where the system becomes scale invariant.

4.6.3 One-loop RG fixed points

The fixed points of the effective one-loop RG flows (4.85) and (4.87) represent

scale invariant points at which the parameters that define the dynamics remain

unchanged under coarse-graining and rescaling. By definition, these are obtained

from ∂`U1,2 = 0 which, besides the trivial Gaussian fixed point with U1 = U2 = 0,

have solutions that satisfy a quadratic equation of the form

AU2
1 +BU1U2 + CU2

2 + E = 0, (4.88)

in both cases of conserved and nonconserved noise, with A,B,C, and E given by

the coefficient of the respective terms on the r.h.s. of Eqs. (4.85) and (4.87).

This quadratic equation defines conic sections in the U1-U2 plane whose shape

is determined by the sign of the discriminant of the equation, namely (B2 −

4AC). Treating the spatial dimension as a continuous variable, it is straightforward

to see that Eq. (4.88) defines an ellipse in d < 1, two parallel lines in d = 1,

hyperbolas in 1 < d < dc and d > dc, and crossing lines in d = dc (see Fig. 4.4).

It is worth noting that d = 1 is a special case as the KS and polarity-induced

chemotactic interactions (µ1 and µ2 terms) become proportional to each other

and the FDT is accidentally restored.
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dimension d<1 d=1 1<d<dc d=dc d>dc

shape

ellipse straight lines hyperbola straight lines hyperbola

FP line
stability

attractive attractive attractive neutral repulsive

Gaussian FP
stabilty

repulsive repulsive repulsive semi-attractive attractive

phase
transition

– – yes yes yes

Figure 4.4: The structure of the RG fixed points (denoted by FP) in different dimensions
d. Treating d as a continuous variable, we see that for d ≤ 1 all of the U1-U2 plane
becomes the basin of attraction for the fixed points, while for 1 < d < dc there are
runaway regions (shaded in blue). Beyond the upper critical dimension (d > dc), the lines
of nontrivial RG fixed points become repulsive and delineate a possible phase transition
to a strong-coupling regime.

It is also important to analyse the stability of the one-loop RG fixed points;

to do this, we consider small displacements in the parameter space from a generic

fixed point (U∗1 , U∗2 ) to the point (U∗1 + δU1, U
∗
2 + δU2). Since the RG flows trace

rays that pass through the origin, it is sufficient to consider displacements that

are along the same ray that passes through the original fixed point, i.e. δU1/U
∗
1 =

δU2/U
∗
2 , such that for an attractive fixed point, the flow brings it back to the

initial state. We then expand the flow Eqs. (4.85) and (4.87) to the leading order

in δU1 and δU2 and arrive at

∂` (δU1,2)
∣∣∣
(U∗1 ,U∗2 )

= −2E (δU1,2) , (4.89)

where E = (dc − d)/2 in both cases of conserved and nonconserved noise (with

dc = dcon
c = 4 and dc = dnon

c = 6, respectively). It thus becomes clear that

for d < dc, the nontrivial one-loop fixed points are stable, whereas for d > dc

they become unstable. In the former case, the asymptotes to the fixed-point

hyperbolas separate the basin of attraction of the fixed points from runaway regions;
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in the latter case, the Gaussian point controls the weak coupling regime, while

the runaway flows lead to strong coupling regime which are not described by the

perturbative approach (see Fig. 4.3). Exactly at the upper critical dimension dc
the nontrivial fixed points form straight lines and they become neutral (in the

sense of stability that is considered here).

It is also worth mentioning that the fixed-point equation ∂`U1,2 = 0 has stable

solutions along the U2-axis (i.e. with U1 =0) for all d, whereas fixed-point solutions

on the U1-axis (i.e. with U2 = 0) only exist in d = 1 in the case of conserved

noise, and in d . 2.27 in the case of a nonconserved noise. These latter stable

points on the U1-axis with finite values of µ1, refer to scale invariant macroscopic

states of the KS model which are not conventionally considered in the mean-field

analysis (cf. Subsection 4.2.3).

Fig. 4.3 shows the one-loop RG flows and fixed points for d = 2 dimensional

dynamics. We also summarise the generic form of the RG flows in various spatial

dimensions in Fig. 4.4. As indicated by the analysis in the previous paragraphs, for

1 < d < dc, the one-loop RG fixed points for both conserved and nonconserved noise

take the shape of hyperbolas (depicted by solid red curves). The corresponding

asymptotes (dashed blue lines) delineate a phase transitions between different

macroscopic behaviours. The red arrows indicate the RG flow of the effective

couplings toward the stable fixed-point curves, and therefore they represent the

basin of attraction associated with the fixed points and their scaling behaviour.

The blue arrows, on the other hand, display the runaway flow of the parameters to

strong coupling regimes far away from the Gaussian point. A runaway behaviour

may signal the existence of strong-coupling fixed points that are not accessible

by perturbative treatments, or it could indicate an inadequate mean-field power

counting (i.e. the Gaussian power counting might no longer apply), or, alternatively,

it might indicate a first-order phase transition [140].

We reiterate that the RG flows examined in this subsection are at one-loop

order in the perturbative expansion around the upper critical dimension, and in

principle higher-order terms in the perturbation series are required to complete the
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picture of the flow diagrams. However, as we will see, the scaling exponents directly

follow from the symmetries of the theory in an exact manner, and they thus do

not rely on the loop-wise expansion – as far as IR fixed points exist.

4.6.4 Exact scaling exponents

The scaling behaviour of chemotactic systems that fall in the basin of attraction of

the RG fixed points is governed by the critical exponents z and χ associated with

these fixed points. For example, the long-time and large-scale density correlation

function has the conventional scaling form [140, 142, 144]

〈ρ(x, t)ρ(x′, t′)〉 ∼ |x− x′|2χ F
(
|t− t′|
|x− x′|z

)
, (4.90)

with F representing a scaling function.

As noted before, the Galilean invariance imposes a constraint on perturbative

corrections to the chemotactic couplings µ1,2, such that the symmetry parameter

uG = µ1 − 2µ2 remains fixed. This then implies that the second step in the RG

analysis, namely the rescaling part, should also respect this symmetry, and therefore

for the corresponding scaling factor we have bz+χ = 1; in other words, the Galilean

symmetry results in the exponent identity

z + χ = 0 . (4.91)

This is an exact identity that should be satisfied to all orders in the perturba-

tive expansion. Indeed, at one-loop order, Eqs. (4.84b) and (4.86b) both meet

this requirement.

In addition to the Galilean identity, we also detect a second exponent identity,

applicable at RG fixed points, which follows from the non-renormalisation of the

noise terms. We demonstrated in Subsection 4.6.1 that the noise corrections are

subleading (∝ k4) to both conserved and nonconserved noise fields. At an RG

fixed point, therefore, the requirement of vanishing flow of the noise strength
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Figure 4.5: The exact scaling exponents α (left) and γ (right) as a function of the
dimension d, for the dynamics with conserved noise only (green disks) and with the
nonconserved noise (magenta squares). In the left panel, the blue line denotes the
Gaussian exponent α0 = 1 which corresponds to normal diffusion; in the right panel, the
blue line represents Poissonian fluctuations with γcon

0 = 1/2.

implies the associated scaling dimension should be zero. For the conserved and

nonconserved noises, this identity is given by

zcon − 2χcon = 2 + d, and znon − 2χnon = d, (4.92)

respectively. These can also be checked at one-loop order by setting ∂`D2 =

0 in Eq. (4.84d) of the conserved noise, and ∂`D0 = 0 in Eq. (4.86d) of the

nonconserved noise.

The two identities (4.91) and (4.92) are sufficient to completely determine the

critical exponents z and χ exactly. We obtain

zcon = −χcon = d+ 2
3 , and znon = −χnon = d

3 . (4.93)

for the dynamics with conserved noise only and with the nonconserved noise only,

respectively. These scaling exponents hold in dimensions below the respective upper

critical dimensions (dcon
c = 4 and dnon

c = 6). Note that in both conserved and

nonconserved noise cases, these exact exponents are considerably different from

their mean-field values (z0 = 2, χcon
0 = −d

2 , χ
non
0 = 1 − d

2).

To gain a better intuition into the dynamic exponent calculated above, we make

a comparison with the normal diffusion that corresponds to the mean-field exponent
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z0 = 2. To this end, consider the mean-squared displacement (MSD) associated

with the propagation of the density fluctuations and characterised by exponent α as

∆L2 ≡
〈
x(t)2

〉
∼ tα, (4.94)

where ∆L2 is the spatial extent of the fluctuations at time t, and α ≡ 2/z. For the

Gaussian dynamics, α0 = 1 denotes the normal diffusion process, whereas for the

chemotactic particles interacting through secreted chemical signals, Eq. (4.93) gives

αcon = 6
d+ 2 , and αnon = 6

d
. (4.95)

This reveals that for both cases of conserved and nonconserved noise, the density

fluctuations exhibit anomalous (super-)diffusion with α > 1 below the upper

critical dimension (see Fig. 4.5).

Also note that for the dynamics with nonconserved noise in d < 3 spatial

dimensions, from Eq. (4.95) we get αnon>2 which implies an accelerated (super-

ballistic) propagation of the density fluctuations. On an intuitive level, this

accelerated motion can be seen as a result of the random particle additions and

removals by the nonconserved noise. Since each particle is a source of the long-

ranged chemical field φ, each one of such stochastic events can strongly affect

the dynamics of all the particles across the system, and this may underlie the

super-ballistic behaviour. In the case of the dynamics with a conserved noise only,

the local particle conservation prevents such abrupt changes to the chemical field

and therefore the interactions are smoother and the density propagation remains

slower than a ballistic motion. It is noteworthy that in both cases, the chemical

field of each particle decreases faster with distance in higher dimensions, resulting

in a reduction in the exponent α with dimension.

We can also examine the exact field exponents χ given by Eq. (4.93), which are

associated with the statistics of particle number fluctuations within subregions of

the system. The average number of particles in a subvolume V ∼ Rd is given by

N ∼ C0V ∼ Rd, while number fluctuations scale as ∆N∼ρV ∼Rχ+d. This implies,

upon substituting the exponent values from Eq. (4.93), that ∆N con ∼ R2(d−1)/3 and
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∆Nnon ∼ R2d/3. For instance, in d = 3 the number fluctuations within a sphere of

radius R scale as ∼ R4/3 if the noise is conserved, and as ∼ R2 (i.e. proportional

to the surface area) if the noise is nonconserved.

We can also write the scaling of the number fluctuations in a more transparent

way as ∆N ∼ Nγ where we have defined γ ≡ 1 + χ/d. Substituting χ from

Eq. (4.93) yields

γcon = 2
3

(
1− 1

d

)
, and γnon = 2

3 . (4.96)

Note that γ = 1/2 represents uncorrelated Poissonian fluctuations (∆N ∼
√
N), a

state that coincides with the Gaussian dynamics with conserved noise. Switching on

the µ1,2 interactions, we see that γcon < γcon
0 = 1/2, which denotes a hyperuniform

density distribution; the effect of the chemotactic interactions is thus to reduce

the number fluctuations.

On the other hand, the dynamics with the nonconserved noise already has

strong fluctuations at the Gaussian level as reflected by γnon
0 = 1/2 + 1/d 12. The

long-ranged chemotactic interactions still suppress the number fluctuations, and this

is manifest in the modified exponent: γnon = 2/3 < γnon
0 = 1/2 + 1/d. Nevertheless,

the number fluctuations remain stronger than the Poisson form, and the system

therefore exhibits giant number fluctuations. Note that the number fluctuations in

the nonconserved case appear to be superuniversal since the corresponding exponent

γnon is independent of the spatial dimension d.

Finally, we note that the prediction of the exact scaling exponents (4.93),

associated with the macroscopic scaling form (4.90), can be tested in experimental

or simulation setups. The dynamic exponent z can be measured in practice from

the spatial spreading of the density correlations over time. It might, however,

be more practical to measure the exponent γ, e.g. by counting the number of

particles in subregions of the system and evaluating their fluctuations; once γ is

known, the Galilean exponent identity (4.91) can be exploited in order to obtain

α via the equivalent identity α(1 − γ) = 2/d.
12Note that we also saw in Subsection 4.2.3 that the linear model with nonconserved noise has

long-range correlations.
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4.7 Emergence of the Galilean symmetry

As a final remark, we discuss the emergence of the Galilean symmetry in the coarse-

grained dynamics. Indeed, although the RG analysis and scaling exponents in the

previous section relied on the Galilean invariance of the Langevin dynamics (4.60),

this symmetry is not present at the microscopic level and it only emerges at the

level of the macroscopic field equations.

To be more concrete, recall that from the microscopic models of Section 4.4,

the µ2 polarity-induced term can be regarded as the consequence of a coupling

between the polarity of the chemotactic particles with the chemical gradient as

vp∝n·∇∇Φ, which, at a mean-field level, is approximated by vp∝∇(∇Φ)2. When

the particle current Jp = Cvp associated with this coupling is expanded according

to Eq. (4.8), the C0vp part gives rise to the µ2 term in the Langevin dynamics (4.60).

However, this expansion also contains a subleading contribution ρvp, which we

have neglected so far; crucially, following the analysis of Subsection 4.5.3, it can

be shown that this contribution is not Galilean symmetric, indicating that the

exact microscopic evolution is not invariant under the Galilean transformation.

Typically, however, by assuming that the density fluctuations ρ are sufficiently

small compared to the average density C0, such a term would be discarded from

the dynamics (as it goes as ∼ ρ3).

On the other hand, from an RG perspective, the mere presence of this irrele-

vant but symmetry-breaking coupling in the microscopic description may lead to

important modifications in the structure of the RG flows by generating relevant

symmetry-breaking terms. From Table 4.1, it could be seen that the only relevant

coupling which is not Galilean invariant is the µ3 nematic one, which we did

not consider in the field theory analysis. This naturally prompts the question:

would the µ3 nematic coupling be generated in the large-scale description even

if one starts from a microscopic model that only incorporates the KS and the

polarity-induced mechanisms?

121



4.8. Summary and discussion

The answer is no, if we recall the gradient structure of µ1 and µ2, which

is not respected by µ3. In particular, we note that it is easy to show, using

transformation (4.50), that the irrelevant term ∝∇·(ρ∇(∇φ)2) also has a gradient

structure. Therefore, although the full microscopic description of the particles that

only have KS and polarity-induced interactions is not Galilean symmetric, it indeed

has a gradient structure which remains preserved in the coarse-graining procedure;

this structure prevents the µ3 coupling from being generated, while the irrelevant

term(s) that break the Galilean symmetry shrink during the coarse-graining and can

be discarded from the macroscopic equations. As a result, the Galilean symmetry

emerges in the macroscopic description.

4.8 Summary and discussion

4.8.1 Summary

In this chapter, we used field-theoretical methods to study the collective behaviour

of self-chemotactic systems and unveiled the role of unconventional polarity-induced

sensing in the critical scaling behaviour. Starting from the stochastic KS model,

we derived a stochastic field theory for the dynamics of density fluctuations, and

the field theory was then generalised by adding a linear activation-inactivation

term that tends to keep the system in a uniform configuration. Through stability

analysis, we then examined the corresponding phase diagram in which the critical

point separates the collapsed phase – where particles aggregate in dense clusters

– from the dispersed phase with stable uniform configuration (Fig. 4.1).

We next performed a scaling analysis that revealed two new generalised chemo-

tactic couplings, which, in addition to the KS coupling, would contribute to the

scaling behaviour of the self-chemotactic system at macro scales (cf. Eq. (4.29)).

The possible microscopic roots of these generalised chemotaxis mechanisms were

examined by conceptual models and a moment expansion approach. We showed, via

Taylor expansion, that these effects are present in natural extensions of the KS model;

in particular, we proposed that the µ2 coupling arises from the cell polarity, and

the µ3 coupling from their self-propulsion and nematic interactions (see Table 4.1).
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We then investigated the symmetry composition of these nonlinear couplings in

terms of gradient structure, the existence of free-energy functional, and Galilean

invariance. We saw from the symmetries that the nematic coupling is substantially

different from the KS and polarity-induced terms in that it does not possess

any of these symmetries.

Focusing on the Langevin description that only incorporates the KS and the

polarity-induced couplings, we subsequently studied the critical dynamics of the

system using dynamic perturbation and RG analysis. We discussed the simplifying

role played by the symmetries, particularly the non-renormalisation of the nonlinear

couplings due to the Galilean invariance. We also studied the structure and stability

of the RG fixed points in various dimensions (Figs. 4.3 and 4.4). The critical

scaling exponents were then calculated exactly (Fig. 4.5), thanks to two identities

that arise from the Galilean symmetry and the non-renormalisation of the noise.

These exponents reveal that the density fluctuations exhibit anomalous super-

diffusion; moreover, the number fluctuations in the system are either hyperuniform

or display giant fluctuations, depending on the noise. Lastly, we discussed the

role of the gradient structure of the field theory in the emergence of the Galilean

symmetry at macroscopic scales.

4.8.2 Discussion

The systematic coarse-graining – along with the microscopic and macroscopic

investigations we employed in this chapter – enabled us to expose how nontrivial

large-scale physics can emerge from those small-scale details, such as particle polarity,

which are often neglected in conventional models of self-chemotactic systems. In

particular, studying the scaling behaviour of the stochastic KS model directed

us to other interaction terms that are relevant in macroscopic scales, and it also

guided us to consider the microscopic origins of the new interactions using simple

models. In general, it is essential to use both top-down and bottom-up approaches

in modelling biological and active systems. The former can help us avoid the

unintended consequences of the approximations made in microscopic models, while
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at the same time, the latter is crucial for identifying the specific mechanisms behind

the nonlinear terms of an abstract model [200].

There are some important features that need to be incorporated in future studies

in order to bring this theoretical framework closer to real biological or synthetic

systems. An immediate extension is to include the effect of the µ3 nonlinear coupling,

which corresponds to self-propulsion and nematic-like interactions of the particles

and at macroscopic scales dramatically changes the symmetry structure of the theory.

Given that self-propulsion and nematic effects are essential features in bacterial

and eukaryotic colonies [7], such analysis will be pivotal in understanding the role

of chemotaxis in collective properties of living systems, e.g. biofilm formation

and cancer metastasis [105].

Furthermore, in the present work, we considered the effect of the linear non-

conserving processes by including the activation-inactivation of the chemotactic

particles in the dynamics. Another future direction is to study self-chemotactic

systems whose particles also undergo nonlinear birth and death processes [22,

201]. On a microscopic scale, cell growth processes can be asymmetrical and

may be accompanied by the polarisation of the dividing cell [202–204]. From a

macroscopic perspective, the associated nonlinear growth terms (e.g. in the logistic

growth) break the gradient symmetry and the free-energy structure of the field

theory studied here. One can thus anticipate the nonequilibrium polarity-induced

mechanism to be a relevant factor in determining the collective properties of dividing

chemotactic systems. Progress in this direction would also help shed some light

on the complex mechanisms that regulate the living colonies’ spatial extent and

dynamic structure. Such mechanisms are important in the development of different

organs in the body while their failure leads to uncontrolled cell proliferation, e.g.

in tumours [101, 106, 205].

Lastly, we mentioned in Section 4.2 that the intercellular chemical signals spread

in the environment through diffusion processes. Throughout this chapter, we

focused on cases where signal diffusion occurs on a much faster time scale than the

typical times associated with particle dynamics; in this regime, the chemotactic
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interaction is effectively mediated by a Coulomb field. The opposite limit of slow

diffusion of chemicals is also of interest, e.g. for bacteria that interact with their

own trails [117, 118]. In the most general case, chemical signals spread with a

finite diffusion time and therefore their concentration can have variations on time

scales comparable with the motion of the chemotactic particles. The associated

time delay in the propagation of the signals is, for instance, a determining factor

in chemotactic predator-prey dynamics [206]. In a self-chemotactic system, an

explicit time-dependence of the mediating chemical fields adds memory effects to

the dynamics; such effects can give rise to nonequilibrium couplings upon coarse

graining, even when one starts with equilibrium-like interactions, such as the

KS term, at the microscopic level. It remains for future studies to investigate the

collective properties and scaling behaviour of a self-chemotactic system with diffusing,

time-dependent chemical concentrations, which can lead to novel nonequilibrium

features at the population level.
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Chapter 5

Concluding remarks

Life can only be understood backwards;
but it must be lived forwards.

— Søren Kierkegaard

In this thesis, we investigated some of the novel phenomena associated with

correlated nonequilibrium fluctuations in two systems with long-ranged Coulombic

interactions: driven electrolytes, and self-chemotactic particles.

In Chapter 3, we used the Dean–Kawasaki approach and scaling analysis to derive

equations that govern the large-scale behaviour of density and charge fluctuations in

driven electrolytes, and we showed that they are rendered long-range correlated due

to generic scale invariance of the anisotropic dynamics. We then explored the effect

of these correlations on uncharged confining boundaries in flat Casimir geometry, and

we showed that the resulting nonequilibrium fluctuation-induced forces are also long-

ranged with transient parts that have slow algebraic decays over time. Our analytical

and numerical investigations also showed that the direction and the magnitude of

the steady-state fluctuation-induced force could be tuned by adjusting the strength

of the applied field, and in specific regimes, the force can become repulsive.

In Chapter 4, we studied the scaling properties of self-chemotactic systems in

their critical state, which separates the collapsed phase of chemotactic particles

from their stable uniform configuration. Scaling analysis unveiled new chemotactic
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couplings in the macroscopic Langevin dynamics, which, based on microscopic

considerations, we proposed to stem from the polarity, self-propulsion, and nematic

effects of the particles. We then used renormalisation group techniques to analyse

the field theory that incorporates the Keller–Segel and polarity-induced couplings,

and we exploited its symmetry structure to calculate the critical exponents exactly.

The exponents reveal that density fluctuations at the critical state are super-diffusive,

and the system exhibits non-Poissonian number fluctuations.

Several open directions for future work were discussed in Sections 3.6 and 4.8.

In the case of driven electrolytes, a direct extension of the analysis presented in

Chapter 3 would examine the effect of a perpendicular component of an alternating

electric field on the nonequilibrium fluctuation-induced forces. In general, these

novel fluctuation-induced forces show how nonequilibrium effects can have nontrivial

contributions to force propagation across electrolytes, and they might help shed

some light on the origins of the strong long-range forces observed experimentally

in driven electrolyte films.

In the case of self-chemotactic systems, a straightforward continuation of

Chapter 4’s analysis would account for the nematic effects and self-propulsion

of the particles which are relevant, e.g. for the dynamics of bacterial colonies.

From the field-theoretical perspective, it is clear that the chemotactic coupling

associated with self-propulsion and nematic effects breaks all three symmetries

that we examined in Chapter 4 (gradient and free-energy structure, and Galilean

invariance). Therefore, its renormalisation group analysis would be more demanding,

and the corresponding critical exponents will need to be determined perturbatively.

Furthermore, one can also examine the effect of the finite diffusion time of the

chemical signals on the collective dynamics of self-chemotactic systems. In general,

such memory effects will break the Galilean symmetry considered in Chapter 4;

consequently, it is expected the critical exponents to differ from those we have

obtained here for fast-diffusing, Coulombic chemical fields. Lastly, analysis of

Chapter 4 may be expanded to self-chemotactic systems with both generalised

chemotaxis and nonlinear birth and death processes. This direction would be
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relevant to modelling, e.g. the chemotactic dynamics of proliferating cancer cells,

and its outcomes will contribute to understanding the interplay between different

growth and chemotaxis processes in emergent properties of dividing cell colonies.
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Appendix A

Correlation functions of driven
electrolyte in linear theory

In this appendix, we provide details on calculating the correlation functions of the

driven electrolyte directly from the linearised Langevin description and without

making use of quasi-stationary approximation.

Using matrix notation and spatial Fourier transformation, the linearised equa-

tions (3.10) and (3.11) can be expressed as ∂tS = −MS+N , where we have defined

S(k, t) =
(
c(k, t)
ρ(k, t)

)
, M(k, t) =

(
Dk2 iµQEkx

iµQEkx D(k2 + κ2)

)
,

N (k, t) =
√

4DC0

(
ηc(k, t)
ηρ(k, t)

)
.

(A.1)

The formal solution to this matrix equation is given by

S(k, t) = e−Mt S(k, 0) +
ˆ t

0
du e−M(t−u)N (k, u), (A.2)

from which the correlations for t′ ≥ t are obtained as
〈S(k, t)St(k′, t′)〉 = e−Mt〈S(k, 0)St(k′, 0)〉eq e

−M′t′

+ (2π)dδd(k + k′) 4DC0k
2
ˆ t

0
du e−M(t−u) e−M

′(t′−u),
(A.3)

where 〈. . .〉eq represents an averaging w.r.t. equilibrium initial configurations, and

M′ = M(k′, t′). The matrix e−Mt may be evaluated from the eigenvalues and

eigenvectors of M, namely

λ± = D
(
k2 + κ2/2

)
±Dκ2∆/2, and w± =

 iκ

2Ekx
(1∓∆)

1

 , (A.4)
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where we have defined

∆ = ∆(E , kx, κ) =
√

1− 4E2k2
x

κ2 . (A.5)

It can be seen from Eq. (A.3) that the eigenvalues λ± determine how the correlation

functions decay to their steady-state form. Two different dynamical behaviours

can be inferred accordingly:

• For κ > 2Ekx, both λ± and ∆ lie on the real axis, and the full solution is the

superposition of a (fast) decaying term with relaxation time 1/(Dκ2), and a

soft diffusive mode.

• For 2Ekx > κ, on the other hand, λ± and ∆ are complex, and the full

correlation functions are damped oscillatory with relaxation time 1/(Dκ2).

These results imply that the anisotropic diffusion equation (3.20) captures the

diffusive dynamics of the electrolyte at length scales beyond 2E/κ, while for smaller

length scales the linear dynamics describes a fast relaxation to the steady state.

This therefore introduces an additional scale for the dynamics which should be

taken into account together with the fact that the approximate charge profile given

by Eq. (3.19) was derived already for scales larger than κ−1. Remark that this

difference can only be seen in the dynamics of the correlation functions (e.g. in the

equal-time correlations evaluated within the transient regime, and in the two-point

functions evaluated at different times within the steady regime); the distinction is

not manifest in the equal-time correlations evaluated in the steady-state limit.

Solving the matrix equation above can in principle provide information on both

transient and steady-state correlations of the electrolyte. However, the resulting

expressions become quite lengthy and they are not particularly instructive. Instead,

we now calculate the steady-state correlations using the Fourier transformation

of the linear equations (3.10) and (3.11), namely

c(k, ω) = −iµQEkxρ(k, ω) +
√

4DC0ηc(k, ω)
−iω +Dk2 ,

ρ(k, ω) = −iµQEkxc(k, ω) +
√

4DC0ηρ(k, ω)
−iω +D(k2 + κ2) .

(A.6)
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These coupled equations can directly be solved for c(k, ω) and ρ(k, ω) in terms of

the noise fields ηc and ηρ; subsequently, the field correlations can easily be evaluated

in terms of the noise correlations. For the density correlations, for instance, we get

lim
t0→∞

〈c(k, t0 + t)c(k′, t0)〉 = (2π)dδ(k + k′)
[
4DC0k

2
ˆ dω

2π
e−iωt(ω2 + α)

(ω2 + λ2
+)(ω2 + λ2

−)

]
,

(A.7)

where α ≡ D2(k2 + κ2)2 + E2D2κ2k2
x. We then perform the frequency integrals in

order to get the time-dependent correlations. For κ > 2Ekx, we get

lim
t0→∞

〈c(k, t0 + t)c(k′, t0)〉 = (2π)dδd(k + k′) 2C0k
2 e−tD(k2+κ2

2 )

k2(k2 + κ2) + E2κ2k2
x

×
[(
k2 + κ2 + 2κ2E2k2

x

2k2 + κ2

)
cosh

(
tDκ2∆/2

)
+ k2 + κ2

∆ sinh
(
tDκ2∆/2

)]

≈ (2π)dδd(k + k′) 2C0

[
k2e−tD(k2+E2k2

x)

k2 + E2k2
x

+O
(
k2

κ2

)]
,

(A.8)

where in the last line we have also performed an expansion for k/κ � 1 and, in

addition, we have set terms ∝ e−tDκ
2 to zero in order to obtain the large-scale and

long-time behaviour. On the other hand, if 2Ekx > κ, we arrive at

lim
t0→∞

〈c(k, t0 + t)c(k′, t0)〉 = (2π)dδd(k + k′) 2C0k
2 e−tD(k2+κ2

2 )

k2(k2 + κ2) + E2κ2k2
x

×
[(
k2 + κ2 + 2κ2E2k2

x

2k2 + κ2

)
cos

(
tDκ2∆̃/2

)
+ k2 + κ2

∆̃
sin

(
tDκ2∆̃/2

)]
,

(A.9)

where we have defined ∆̃ =
√

4E2k2
x/κ

2 − 1 (i.e. ∆̃ = i∆). It could be seen that

for large momenta, the density correlations decay exponentially in time due to

the presence of the exponential factor e−tDκ2/2.

Note that for t → 0, both Eqs. (A.8) and (A.9) give the same equal-time

correlation function which may be written as

〈c(k)c(k′)〉 = (2π)dδd(k + k′) 2C0

[
1− E2κ4k2

x

(2k2 + κ2) (k2(k2 + κ2) + E2κ2k2
x)

]
,

(A.10)
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and which, in the limit of k/κ � 1, is approximated by

〈c(k)c(k′)〉 ≈ (2π)dδd(k + k′) 2C0

[
1− E2k2

x

k2 + E2k2
x

]
. (A.11)

A similar line of calculation, starting from the expression for ρ in Eq. (A.6), can

be carried out to calculate the charge correlations. When κ > 2Ekx, one obtains

lim
t0→∞

〈ρ(k, t0 + t)ρ(k′, t0)〉 = (2π)dδd(k + k′) C0k
2e−tD(k2+κ2/2)

k2(k2 + κ2) + E2κ2k2
x

×

 exp
{
tDκ2∆/2

}(
k2 + 2κ2E2k2

x

2k2 + κ2 −
k2

∆

)

+ exp
{
−tDκ2∆/2

}(
k2 + 2κ2E2k2

x

2k2 + κ2 + k2

∆

).
(A.12)

For 2Ekx > κ, on the other hand, the charge correlations are given by the following

damped oscillatory form

lim
t0→∞

〈ρ(k, t0 + t)ρ(k′, t0)〉 = (2π)dδd(k + k′) 2C0k
2 e−tD(k2+κ2

2 )

k2(k2 + κ2) + E2κ2k2
x

(A.13)

×
[(
k2 + 2κ2E2k2

x

2k2 + κ2

)
cos

(
tDκ2∆̃/2

)
+ k2

∆̃
sin

(
tDκ2∆̃/2

)]
.

Once more, for t → 0, we observe that Eqs. (A.12) and (A.13) are given by

the same expression, namely

〈ρ(k)ρ(k′)〉 = (2π)dδd(k + k′) 2C0k
2

k2(k2 + κ2) + E2κ2k2
x

(
k2 + 2κ2E2k2

x

2k2 + κ2

)
, (A.14)

which, in the long wavelength limit k/κ � 1, reduces to

〈ρ(k)ρ(k′)〉 ≈ (2π)dδd(k + k′) 2C0
k2

κ2

(
1 + E2k2

x

k2 + E2k2
x

)
. (A.15)
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Appendix B

Models for polarity-induced
chemotaxis

In this appendix, we give more details on two conceptual toy models for particles that

perform both of the KS and polarity-induced chemotaxis modes. As was noted in

Section 4.4, a first model describes extensible particles that become elongated when

put in a chemical gradient, while the second model focuses on polar particles that

have some intrinsic or persistant anisotropy in the distribution of their sensory units.

It should be noted that both of these models are based on the assumption that

the sensory units of the particles are capable of measuring the local chemical gradient

∇Φ in their vicinity. In principle, this may be achieved by spatial coarse graining

of the concentration measurements performed by smaller subunits that are close

to each other, or it may be the result of a temporal averaging over subunits that

locally estimate and respond to Φ(ri(t+ δt))− Φ(ri(t)) during some measurement

time scale δt. The assumption of gradient-sensing units might even be plausible

for, e.g. cell clusters that perform collective chemotaxis; in that case, each unit in

our model represents a cell that individually responds to chemical gradients, and

the motion of the cell cluster as a whole is determined by the net effect of such

responses (for instance, through the so-called ‘tug-of-war’ mechanism) [84].

136



B. Models for polarity-induced chemotaxis

B.1 Toy model for extensible particles

In the extensible toy model, we consider a cell that is initially in a relaxed state

and is, on average, symmetric in its shape; the cell becomes elongated when it is

exposed to a chemical gradient (see Fig. 4.2). We model this cell by two force-

generating units which are overlapping in a uniform chemical field but become

separated in the presence of a gradient.

A further assumption is that this separation is given by a linear relation δl =

k∇Φ which is similar to Hooke’s law. This assumption indicates that, e.g. the

distribution of the membrane receptors or, alternatively, the shape of the membrane,

is modified by the chemical gradient and we only retain the linear approximation

of such effects in our description.

The units are assumed to generate forces which are proportional to the chemical

gradient at their location. In an overdamped setting, the net velocity is proportional

to the force; the velocity contribution of the two units which are assumed to be

located at rm and rm + δl can thus be expanded as

v = ν∇Φm +
(
ν∇Φm + νδl · ∇∇Φm +O(δl2)

)
, (B.1)

≈ 2ν∇Φm + kν

2 ∇(∇Φm)2, (B.2)

where ∇Φm = ∇Φ(rm). By comparison with Eq. (4.43), we can identify for this

model 2ν → ν1 and kν/2→ ν2. Evidently, in this model the ∇ (∇Φ)2 term stems

from the elongation of the particles caused by the chemical gradient.

B.2 Toy model for polar particles

For a polar particle, we consider a cell with an arbitrary geometric shape that has

N force generating units distributed across its membrane at positions ri (Fig. 4.2).

Individual units are assumed to exert forces proportional to the chemical gradient

at their location, and therefore their contribution to the cell’s velocity in the

overdamped regime can be written as vi = Υi∇Φ(ri) where the microscopic

coefficients Υi may vary between different units.
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B.2. Toy model for polar particles

Let us define rm = 1
N

N∑
i=1
ri as the centroid of the cell (for a sphere, this coincides

with the centre) and δri = ri − rm. The resultant velocity created by all the

units combined is proportional to the net generated force (with an effective friction

coefficient denoted by Ξ) and can be expanded around rm according to

v = Ξ−1
N∑
i=1
fi =

∑
i

Υi∇Φ(rm + δri)

=
N∑
i=1

Υi

[
∇Φm + δri · ∇∇Φm +O(δr2

i )
]

≈ ν1∇Φm + ν2n · ∇∇Φm,

(B.3)

where we have defined

ν1 =
N∑
i=1

Υi, ν2 =
∣∣∣∣∣
N∑
i=1

Υiδri

∣∣∣∣∣, n =

N∑
i=1

Υiδri∣∣∣∣∣ N∑i=1
Υiδri

∣∣∣∣∣
. (B.4)

In addition, the forces generated by the units also exert a net torque τ with respect

to the centroid; the resulting overdamped angular velocity is then given by

ω = Ξ−1
r τ =

N∑
i=1

δri × fi = Ξ−1
r Ξ

N∑
i=1

Υiδri ×∇Φ(rm + δri)

= Ξ−1
r Ξ

N∑
i=1

Υiδri ×
[
∇Φm +O(δri)

]
≈ χn×∇Φm,

(B.5)

where Ξr is the effective rotational friction coefficient, and we have defined the

alignment strength

χ = Ξ−1
r Ξ

∣∣∣∣∣
N∑
i=1

Υiδri

∣∣∣∣∣. (B.6)
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Appendix C

Moment expansion details

Here we give some details on the moment expansion in Section 4.4 and provide an

expression for the particle current that includes the effects of all of the microscopic

coefficients v0, ν1, ν2, and ν3 in Eq. (4.43).

The procedure of computing the dynamics of various moments of the distribution

P can be continued by multiplying the Fokker–Planck equation (4.47) by the polarity

vector n and then performing an integration with respect to n, which gives

∂tpi + ∂l

[
−D∂lpi + v0

(
Qil + 1

3Cδil
)

+ ν1pi∂lΦ + ν2

(
Qik + 1

3Cδik
)
∂k∂lΦ

+ ν3

(
Q

(3)
ilk∂kΦ + 1

5 (pi∂lΦ + pl∂iΦ + δilpk∂kΦ)
) ]

+ 2Drpi −
2
3 (χ+ gv0)C∂iΦ + (χ− 2gv0)Qil∂lΦ = 0, (C.1)

where we have used the definition Q
(3)
ilk =

´
n
P(r,n; t)

[
ninlnk− 1

5(niδlk + nlδik +

nkδil)
]
. By continuing this procedure, the equation for the nematic order parameter

field is obtained as

∂tQij + 1
3∂tCδij + 6DrQij −

1
5 (χ+ 2gv0)

(
3 (pi∂jΦ + pj∂iΦ)− 2δijpl∂lΦ

)
+ 2 (χ− 3gv0)Q(3)

ijl ∂lΦ + ∂l

[
v0

(
Q

(3)
ijl + 1

5 (piδjl + pjδil + plδij)
)

+ ν1∂lΦ
(
Qij + 1

3Cδij
)

+ ν2 ∂k∂lΦ
(
Q

(3)
ijl + 1

5 (piδjk + pjδik + pkδij)
)

+ ν3 ∂kΦ
(
Q

(4)
ijkl + 1

7 (Qijδkl +Qikδlj +Qilδjk +Qjkδil +Qjlδik +Qklδij)

+ C

15 (δijδkl + δikδjl + δilδjk)
)
−D∂l

(
Qij + 1

3Cδij
) ]

= 0,

(C.2)
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with the fourth-order moment Q(4)
ijkl =

´
n
P(r,n; t)

[
ninjnknl− 1

7(ninjδkl + ninkδlj +

ninlδjk + njnkδil + njnlδik + nknlδij) + 1
35(δijδkl + δikδjl + δilδjk)

]
.

To close the hierarchy, we assume that Q(3), Q(4), and all higher order moments

vanish and, in addition, we also perform a hydrodynamics expansion for time scales

longer than D−1
r and length scales larger than

√
D/Dr [24]. For the polarity, we get

pi =−
(
v0

6Dr

)
∂iC +

(
χ+ gv0

3Dr

)
C ∂iΦ +

(
v0 (ν1 + ν3/5)

12D2
r

)
∂iC ∂

2
l Φ

−
(

(χ+ gv0) (ν1 + ν3/5)
6D2

r

)
C ∂iΦ ∂2

l Φ−
(
ν2

6Dr

) [
∂lC ∂i∂lΦ + C ∂i∂

2
l Φ
]

+
(
D

2Dr

)
∂2
l pi −

(
ν1

2Dr

)
∂lpi ∂lΦ−

(
v0

2Dr

)
∂lQil −

(
χ− 2gv0

2Dr

)
Qil ∂lΦ

−
(

ν3

10Dr

) [
∂lpi ∂lΦ + ∂lpl ∂iΦ + 2pl ∂i∂lΦ + ∂ipl ∂lΦ

]
+O(∇5), (C.3)

while the expression for the nematic parameter field simplifies to

Qij =−
(

ν3

90Dr

)
[∂iΦ ∂jC + 2C ∂i∂jΦ + ∂iC ∂jΦ] + δij

(
ν3

135Dr

) [
∂lC ∂lΦ + C∂2

l Φ
]

−
(

v0

30Dr

)
[∂ipj + ∂jpi] + δij

(
v0

45Dr

)
∂lpl +

(
χ+ 2gv0

10Dr

)
[pi ∂jΦ + pj ∂iΦ]

− δij
(
χ+ 2gv0

15Dr

)
pl∂lΦ +O(∇4). (C.4)

We can now use the above expressions to solve for pi and Qij in terms of the

scalar fields only. Carrying out this computation and substituting the resulting
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C. Moment expansion details

expressions into Eq. (4.48) of the main text yields the final expression [34]

Ji =−
(
D + v2

0
6Dr

)
∂iC +

(
ν1 + ν3

3 + v0(χ+ gv0)
3Dr

)
C ∂iΦ

+
(
v0D(χ+ gv0)

6D2
r

+ v3
0(χ+ gv0)

135D3
r

− v0ν2

6Dr

+ v2
0ν3

135D2
r

)
C ∂i∂

2
l Φ

−
(
− ν3

2

135Dr

+ v0ν1(χ+ gv0)
6D2

r

+ v0ν3(17χ+ 14gv0)
270D2

r

+ v2
0(χ+ gv0)(5χ+ 8gv0)

135D3
r

)
C ∂iΦ ∂2

l Φ

−
(
− ν2(χ+ gv0)

3Dr

+ (ν3)2

45Dr

+ v0ν1(χ+ gv0)
6D2

r

+ v0ν3(13χ+ 16gv0)
90D2

r

+ 2gv3
0(χ+ gv0)
45D3

r

)
C ∂lΦ ∂l∂iΦ

+
(

2ν3(χ+ gv0)(χ+ 2gv0)
45D2

r

− v0(χ− 2gv0)(χ+ gv0)(χ+ 2gv0)
45D3

r

)
C ∂iΦ(∂lΦ)2

+
(
v2

0ν1

12D2
r

+ v2
0ν3

54D2
r

+ v3
0(11χ+ 20gv0)

1080D3
r

)
∂iC ∂

2
l Φ

+
(
v0D(χ+ gv0)

3D2
r

+ v3
0(17χ+ 20gv0)

1080D3
r

− v0ν2

3Dr

+ 5v2
0ν3

108D2
r

)
∂lC ∂i∂lΦ

+
(
v2

0(9χ2 + 10χgv0 − 8g2v2
0)

360D3
r

− v0ν3(5χ+ 8gv0)
90D2

r

− (ν3)2

90Dr

)
∂iC(∂lΦ)2

+
(
v0D(χ+ gv0)

6D2
r

+ v3
0(17χ+ 20gv0)

1080D3
r

+ v2
0ν3

54D2
r

)
∂2
l C ∂iΦ

+
(
−v

3
0(χ− 20gv0)

1080D3
r

+ v2
0ν1

12D2
r

+ 5v0ν3

108D2
r

)
∂l∂iC ∂lΦ

−
(
v2

0(31χ2 + 110χgv0 + 88g2v2
0)

1080D3
r

+ v0ν1(χ+ gv0)
6D2

r

+ v0ν3(20χ+ 23gv0)
270D2

r

+ (ν3)2

270

)
∂lC ∂lΦ ∂iΦ

−
(
v2

0D

12D2
r

+ v4
0

270D3
r

)
∂i∂

2
l C +O(∇5).

(C.5)
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