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Abstract: We study a class of nonlinear hyperbolic partial differential equations with
boundary control. This class describes chemical reactions of the type “A — product”
carried out in a plug flow reactor (PFR) in the presence of an inert component. An
isoperimetric optimal control problem with periodic boundary conditions and input
constraints is formulated for the considered mathematical model in order to maximize
the mean amount of product over the period. For the single-input system, the opti-
mality of a bang-bang control strategy is proved in the class of bounded measurable
inputs. The case of controlled flow rate input is also analyzed by exploiting the method
of characteristics. A case study is performed to illustrate the performance of the reac-
tion model under different control strategies.
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Novelty statement: The key contributions of our work are the following:

e an analytic representation of the cost functional is derived for the PFR model
in the cases of one- and two-dimensional inputs by using the method of charac-
teristics;

e local conditions are obtained in the general class of measurable control functions;

e the optimal controls are not unique, and a parameterization with one switching
only can be used to achieve the optimality condition.
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1 Introduction

It has been known for several decades that periodic control strategies can improve the performance
of nonlinear chemical reactions in comparison to their steady-state operations [4,10,15]. On the
one hand, lumped parameter reaction models with harmonic inputs have been extensively studied
in the literature with the use of frequency-domain methods (see, e.g., [5,8] and references therein),
On the other hand, it follows from the Pontryagin maximum principle that the optimal controls
are bang-bang for the maximization of the average reaction product within the considered class of
models [11,15,16]. An analytical design of periodic bang-bang controllers has been proposed in [2]
for the isoperimetric optimization problem. The above optimal control techniques, developed for
model systems or ordinary differential equations, are not directly applicable to infinite-dimensional
reaction models.

An important class of distributed parameter control systems is represented by mathematical
models of plug flow reactors (PFR) governed by hyperbolic systems of partial differential equa-
tions [1]. Even though there is a comprehensive engineering literature on PFR models (cf. [10]
and references therein), the periodic optimal control problems require a rigorous analysis from
the mathematical viewpoint. Just a few results, dealing with non-optimality of steady state so-
lutions and comparison of different control strategies [6,12] as well as the II-test and properness
condition [9], are available in this area.

In this paper, we will study the nonlinear hyperbolic control systems that describe chemical
reactions of the type “A — product” carried out in a PFR in the presence of an additional inert
component (dilutant or solvent). The key contributions of our work are summarized below:

e an analytic representation of the cost functional is derived for the PFR model in the cases of
one- and two-dimensional inputs by using the method of characteristics;

e local optimality conditions are obtained in the general class of measurable control functions;

e the optimal controls are not unique, and a parameterization with one switching only can be
used to achieve the local optimality condition.

The rest of this paper is organized as follows. A single-input nonlinear control system will
be considered in Section 2 as a PFR model with boundary injection. The isoperimetric optimal
control problem will be solved for this model in order to maximize the conversion of the input
reactant (A) into the product. An extension of these results to the PFR with time-varying flow-
rate will be presented in Section 3. A comparative analysis of different control strategies will be
performed in Section 4 under a specific choice of reaction parameters. Finally, Section 5 contains
some concluding remarks.

2 Plug flow reactor model

Consider an isothermal reaction of the type “A — product” in a plug flow reactor (PFR) model [10,
p. 394]:

acf‘a(f’t) + vacg(;,t) = —kCT(x,t),  (2,) € Q=0,L] xR, (2.1)

Ca(0,t) = CAO(t), (2.2)

where Cx(z,t) is the reactant A concentration inside the reactor at the distance x from the inlet
and time ¢, L is the length of the reactor tube, C4, () is the concentration of A in the inlet stream
that contains also another inert component, n > 0 is the reaction order, v > 0 is the flow-rate
of the reaction stream, and k > 0 is the kinetic constant. The function Ca,(t) € [Ciin, Crmaz] 18
treated as the control input and assumed to be bounded by some constants Ch,q0 > Chuin > 0.
The boundary value problem (2.1), (2.2) can be solved by the method of characteristics [6]:

Calz,t) = (CAO (t - %)_(n_l) + k(n_l)x)nll . n#l (2.3)

[
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For the case n = 1, the solution has the following form:
CA(m,t) =Ca, (t— %) 67%m. (2.4)

If the function C4,(t) is continuously differentiable on R, then expressions (2.3)—(2.4) define the
classical solution of the problem (2.1)—(2.2). It is easy to see that, in order to define C(z, s) for all
z € [0,L] at a given s, the information about Ca,(t) on the closed interval ¢t € [s — £, 5] is needed.
We are interested in studying an optimal control problem for system (2.1)—(2.2) with 7-periodic
controls Cy,(t). In this case, it suffices to define the control Cy,(t) on an interval ¢ € [0,7) and
extend it to ¢ € R by 7-periodicity. For the subsequent formal analysis, we allow the functions

Ca,(t) to be discontinuous and introduce the class of admissible controls U, as follows.

Definition 2.1. Let 7 > 0, Criaz > Coin > 0, and C € [Cpin, Comaz| be given. The class of
admissible controls U, consists of all locally measurable functions Cyy : R — [Ciin, Cmasz] such
that Ca,(t) is T-periodic and
1 /7 —
—/ Ca,(t)dt =C. (2.5)
T Jo
Formulas (2.3)—(2.4) correctly define the function C' : Q@ — R for any Ca4, € U,. We will refer
to these functions C(z,t) as weak solutions of the problem (2.1)—(2.2) (see, e.g., [3]). Indeed, the
above defined C(x,t) satisfies the integral identity

Ip 9p
Ca— +vCa—+kChy | dxdt =0 2.6
‘/Q(Aat—’—v Aam—i_ A@)x ) ( )
for each smooth test function ¢ € C§°(2) with compact support.

Our goal is to optimize the conversion of A to the product by using time-varying inputs C4, (¥)
under the isoperimetric constraint (2.5) over a given period 7 as follows.

Problem 2.1. Given 7 > 0 and C € [Crnin, Crmaz), find a control C’AO(-) € U, that minimizes the
cost

J[Ca,] = ;l_/OT Ca(L,t)vdt (2.7)

among all admissible controls Ca,(-) € U.. This cost function evaluates the mean molar fluz of
component A that leaves the reactor divided by the cross section area of the tube (in [mol s~ m=2]).
Here, the right-hand side of (2.7) contains the (weak) solution Cx(x,t) of the problem (2.1),
(2.2) corresponding to the control Ca,(t), so J[Ca,] is well-defined in terms of Ca, by formu-
las (2.3), (2.4).

In order to describe the optimal controls for Problem 2.1, we use the following notations. For a
function w : [0,7) — R, its T-periodic extension is denoted by u” : R — R, so that u” (¢) = u(t) for
t € [0,7), and the function u”(¢t) is 7-periodic. The Lebesgue measure of a set A C R is denoted
by u(A). Now we formulate the main result of this section.

Theorem 2.1. Let 7 > 0, Cruax > Crnin > 0, and C € [Crin, Crmaz) be given.
1) If n =1, then all control functions Ca, € U, give the same value for the cost functional J.

I
T—

2) If n < 1 and Cpyin, > (m) " | then the steady-state control Ca,(t) = C is optimal

for Problem 2.1.

3) If n > 1, then the piecewise constant control Ca,(t) = u”(t) is optimal for Problem 2.1,
where

U(t) — {Cmina Zf te Aia (28)

Coaz, f t€AT=1[0,7)\ A",
and A= C [0,7) is any Lebesgue-measurable set such that

_ Cmaz - 6
M(A ) B Cmaa: - Cmin T.
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Note that, as each admissible control Ca, € U; is periodic, the corresponding function C4(z,t)
in (2.3) and (2.4) is also T-periodic. For the case n # 1, we modify the cost functional due to
periodicity as follows:

g -1y kL(n—1)\ 7T
7=Jica) =" [ (C%(t—Lvl)( 1)+kﬁl)) o
0

_ 3/07 (cAO(t)—m—l) n ’fL(V”;—l)> dt —: z/OTQ(CAO(t))dt. (2.9)

It is easy to see that the function ® is increasing and concave if n > 1. Indeed,

n—1

kL(n_l)g"—l} >0 ifn>1, (2.10)

v

P'(¢) = {1 +

n—1

() = _kL(n—1)n [1+ kL(n—1)

v v

To prove Theorem 2.1, we need to define a special class of control functions for Problem 2.1.

Definition 2.2. A function ¢ : R — [Cinin, Cimaz] belongs to the class Az for a given constant

C ¢ [Conin, Crmazls if ¢(-) € Uy and there exist Lebesgue-measurable sets AT C [0,7), A~ C [0,7)
such that:

1) essinfcps c(t) = C;

2) esssup,ca- c(t) < C;

9) WA VA=) =0, p(A* UA") =7

4) WAT) = glmeg o

In the paper [7], it was reported that the sinusoidal inputs ensure a better performance of the
PFR reactor (with respect to the cost J) in comparison to the steady-state input Ca,(t) = C
if n > 1. We will show in the lemma below that the bang-bang strategies have even better
performance than the sinusoidal ones. It is easy to see that As contains the sinusoidal functions.
For instance, assuming that C' — Cipin = Ciaee — C, one can show that the function

C(t) = T + (C = Cyin) sin (2:t>

belongs to the class Ag. Indeed, setting AT = [0,7/2) and A~ = [7/2,7), we meet all the
requirements of Definition 2.2.

Lemma 2.2. Let n > 1 and let C4(-) € Ay for some C e (Crmin, Crmaz). Then there exists a
control Cy(-) € Uy such that
J[C] < J[C 4],

where the cost J is defined in Problem 2.1.

Proof. Consider an arbitrary function C4(t) from the class A5 with a fixed C e (Crins Crmaz)
and define now the corresponding bang-bang control ¢ : [0,7) = [Crin, Crnaz):

Cmm, ift € Ai,
t) = 2.12
() {Cmm, ifte At (2.12)

where the sets AT, A~ correspond to the class Ag. Using condition 4) from Definition 2.2, we
conclude that the isoperimetric condition (2.5) holds for the function C, = ¢] (the 7-periodic
extension of ¢), so Cy, € U ;.
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Now using the isoperimetric condition (2.5) and the property of concave functions:
(I)(.CL') - q)(y> g (bl(y>($ - y) V$7y E [Cmin7 Cma:vL

we investigate the difference of costs J[Cy] — J[Cal:

e - Jical =2 [ @(Cue) - atcawn s
<?[5ﬂu@ﬂ@@—0Amﬁ
= ;/m &' (C4(t)) (Craz — Ca(t)) dt + ;/7 &' (C4(1)) (Crnin — Cal(t)) dt
<2 [ W0 Coua— Cal0)dt + 2 [ (C) (Coin — Calt)
_ V(@) / (Cy(t) — Ca(t)) dt = 0.
T 0
The obtained estimate proves Lemma 2.2. O

Lemma 2.3. For any function u(-) € U, there exists a constant
C € (Crin, Crmaz) such that u(-) € Ag.

Proof. Denote the values

6 - Cmin Cmaz - 6
= =T, = —T.
He Cma.r - Omw: K Cmarc - szn

It is clear that uy +pu_ =17.
Assume that there exists a function u € U, which does not belong to any class A 5. Due to

Definition 2.2, this means that, for any Ce (Crins Cmaz ), either
u({t € 10,7 u(t) > O > py. (2.13)

p({t €0,7) s u(t) < C}) > p_. (2.14)

Consider the case (2.13) and rewrite this statement in the following way. For any arbitrary small
& > 0, the following inequality always holds:

W(AF) > py, where A :=={t €[0,7) : u(t) = Crax — 6} (2.15)

It is easy to prove that the only function which can satisfy the above statement is constant, namely,
u(t) = Cpaq for p-a.a. t € A;. Now we calculate the mean value of the function wu:

1 /(" 1 1
7/ u(t)dt = f/ u(t)dt—l—f/ u(t) dt
7 Jo T Jat T Jo,m\AY

|47 T1A7]

A A
2 Cma:nT + szn | 8 ‘

(Cmax - szn)T + szn
> (Cmaz - C'nun)ﬂ7+ + szn = 6

Thus we get that the isoperimetric constraint (2.5) is violated, so v ¢ U, which contradicts our
assumption. -
Using the same arguments, one can prove that - [ u(t)dt < C in the case (2.14). O

Proof of Theorem 2.1. For the case n = 1, evaluating directly the value of the cost functional for

solution (2.4), we get:
T T L
J = E/ Cu(L,t)dt = 2/ Ca, (t - ) e~ vlat
T Jo T Jo v

=e_%LB/ Ca,(t)dt = L BT
T 0 T
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for any admissible T-periodic control function Ca, ().
In the case n < 1, it follows from (2.11) that ® is a convex function, provided that Cy;n >

_a
(m) o Using Jensen’s inequality for convex functions, we get

.
#(C) < 2 [ a(Ca ()it

for each non-negative Lebesgue-integrable function C4,, which proves the second statement of the

theorem.

For the case n > 1, we have the opposite Jensen’s inequality which means that any non-negative
Lebesgue-integrable periodic function Cy,, which satisfied the constraints of Problem 2.1, ensures
a better performance in the sense of the functional J in comparison with the steady-state control
C (see also [6]). Due to Lemmas 2.2, 2.3, the bang-bang strategy is the optimal control in terms
of Problem 2.1. O

Remark 2.1. We note that the number of switchings of control function (2.8) is not important
in the case n > 1, as the function ® does not depend on time t explicitly. So, there is a class
of bang-bang controls which are equivalent in the sense of minimizing the cost functional J[Ca,].
A simple representative of this class is Ca, = ¢ € U, — the T-periodic extension of the control
¢:10,7) = [Crin, Crmaz] with one switching of the following form:

C(t) _ Cminv th € [077- )a
Cmam7 th G [T*7T)3

where T =

Cmaz=C
e T.

mazxz — “min

3 Plug flow reactor model considering a controlled flow-rate

In this section, we investigate the mathematical model of PFR with a time-varying flow-rate v(t):

aC A aCa -

CA(O,t) =Cy, (t) (3.2)
For this model, we are interested in the following optimal control problem:

Problem 3.1. Given positive constants 7, Cpin <A Crazs Vmin < Vmaa, Ce [Cmina Cmaz]; andv €
[Vmin, Vmag), find T-periodic measurable controls Ca, : R = [Crnin, Crnaz) and 0 : R = [Umin, Vmaz]
that minimize the cost

J= % / " ALt o(t) dt (3.3)

among all solutions Ca(x,t) of the problem (3.1), (3.2) corresponding to the class of admissible
controls, i.e. T-periodic measurable functions Ca, : R = [Crin, Cimaz) and v : R = [Umin, Umas]
that satisfy the isoperimetric constraint

17 _
- /O Ca, (H)v(t)dt = T (3.4)

T

We will also consider the additional assumption:

/O ot = I, (3.5)

which means that the residence time of the reaction is equal to 7. To ensure the isoperimetric
condition (3.4), we will assume that

Cor

L

< Chnas. (3.6)
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We solve the problem (3.1), (3.2) using the method of characteristics. Namely, we write the
Lagrange equations to find the characteristics curves:

dt

e 1, #0,r)=r, (3.7)
dx

o= v(t), «(0,r)=0, (3.8)
% =—kz", 2(0,r) = Cyu,(r). (3.9)

Here ¢t = t(s,r), x = x(s,r) define the characteristic curve. Solving equations (3.7) and (3.8), we
get:
t(s,r) =s+r,
z(s,r)=V(s+r)—V(r),
where V(t) := fg v(€)d€ is a strictly increasing function due to the positivity of v. Thus, we can
express s and r in terms of x and ¢:
S(.I‘, t) =1- V_l(v(t) - .T),
r(z,t) =V H V() — @),

where the function V=1 denotes the inverse to V. Solving equation (3.9) in the case n # 1, we get
the solution of the problem (3.1), (3.2):

1

z(s,7) = [C’AO (r)~ Y 4 k(n — 1)5} T ,
L (3.10)
Calw,t) = [Cay (VI V(W) =) " k= 1) (L= VIV —2)]
For the case n = 1, the solution has the following form:
2(s,1) = Cag(r)e™™,
’ (3.11)

Calw,t) = Ca, (VHV () — ) e -V HVO=0),

Similarly to the previous study in Section 2, we consider the obtained solutions as weak solutions of
the problem (3.1), (3.2) from the class of measurable functions in the sense of the integral identity:

dp dp
—_— - + kC% dx dt =
/g(CA 5t +UCA8$ + C’A<p) T 0,

for each smooth test function ¢ € C§°(2) with compact support.
Now we give definitions of classes of admissible controls.

Definition 3.1. Let 7 > 0, Criaz > Cmin > 0, Ymaz > Ymin > 0, L € [UninT, VmazT| and
C € [Crin,Cmaz), U € [Vmin, Vmaz] be given. The class of admissible controls V., consists of all
locally measurable vector-functions (¢,v) : R = [Cinin, Crmaz] X [Vmin, Umagz) such that (c(t),v(t)) is
T-periodic and the isoperimetric conditions (3.4), (3.5) hold.

In solving the optimal control problem 3.1, we need the following definition of the class of
bang-bang controls.

Definition 3.2. The class B, with given T > 0 is a class of control vector-functions (c,v) € V.
which define the bang-bang strategy with respect to the constraints of Problem 3.1. Namely, the
function v has the following form:

, : B-
oty =  mem SEED (3.12)
Umae  if t € BT, forte|0,7),
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where B~,Bt C [0,7), u(BtNB~) =0, u(B*UB™) =7, and u(B") = pf = %,

w(B™) =py = J’Z‘“f’v_’: are defined by assumption (3.5). Moreover, function ¢ is defined by the
relation:

oft) = {Cm“’ AR (3.13)

Cmin7 th € A_a

where AT, A~ C [0,7), p(ATNAT) =0, u(ATUA™) =7, and ATNB~ has the mazimum measure
among all cases which are consisent with the isoperimetric constraint (3.4). The measure of sets
A* depends on the relation between the parameters of the problem. Namely, there are two possible
cases:

(1) If
R = TVUmaz (65 - Cmawvmin) + T'Umin(Cminvmaw - éﬁ) + L(Cmamvmin - Cminvmaw) g 0

then u(A™) < u(B~) and At N Bt =0 (see Fig.1(a)). In this case, the measures of sets AT
are as follows:
TCv — LCin

WAT) = g = — Coo—Coryy MAT) =1 =T (3.14)

(ii) If k > 0 then u(A~) < u(B*) and A~ N B~ =0 (see Fig.1(b)). In this case, the measures
of sets A* are as follows:
LCyuw — 7CT
Umazx (Cmaz - len)

pAT) = pg = WAY) = pd =1 g (3.15)

:Q

C, concentration, mol/m?
Ql §
C, concentration, mol/m?

:Q

Ql

0 t, time, s T 0 t, time, s T

A~ At A~ At
of — T of — T
Bt B~ B* B~

v, flow-rate, m/s
v, flow-rate, m/s

0 t, time, s T 0 t, time, s T
(a) Case (1) (b) Case (i)

Figure 1: Illustration of possible cases described in Definition 3.2.
Note that all admissible controls from the class B, are equivalent in the sense of Problem 3.1,
namely, the cost functional J takes the same value for all controls (c,v) € B;.

The result of solving the isoperimetric optimal control problem (Problem 3.1) is presented in
the following theorem.

Theorem 3.1. Let assumptions (3.5) and (3.6) be satisfied.

1) If n = 1, then controls Ca, and v have no impact on the value of the cost functional J,

namely,
J[Caysv] = Coe ™ V(Capy0) € Vi
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2) If n > 1, then the class of controls B, is the optimal strategy for Problem 3.1.
To prove this theorem we need auxiliary lemmas.

Lemma 3.2. If the functions (Cya,,v) € V,, then the corresponding solution C(z,t) of the prob-
lem (3.1), (3.2) is also T-periodic with respect to t.

Proof. Since v is a T-periodic function, we get for any s € [0, 7]:
Vi) = [ o= [ u@ds = —vies) + Vi -,

Under assumption (3.5) and the monotonicity of V, for each = € [0, L] one can find an s € [0, 7]
such that x = —V(—s). Using this fact and the 7—periodicity of the functions Cy4, and v, we get:

T n—1

Cale,) = [Cay (VIV() = 2) "7 k(n = 1) (r = VI (V(7) — )

O

Lemma 3.3. Let the control functions (Ca,,v) € V. then the cost functional (3.3) of Problem 5.1
can be rewritten as follows:

J[Cay,v] = 71—/07 Ca, (e o(t)dt, ifn=1, (3.16)
J[Cay,v] = i/OT U(Cy,(t))v(t)dt, ifn#1, (3.17)

S
where W (&) == (¢~ 4 k(n — 1)7) "' is an increasing concave function in the case n > 1.

Proof. Using assumption (3.5), the 7—periodicity of the function v and the definition of function
V(t), we get
VIV L) =V V) - VE) =V V(- ) =t -7,

which allows us to rewrite the cost functional (3.3) in the case n # 1 as follows:

J[Caprt] = = /0 [CAO (t—7)" "D 4 k(n—1)(t = (t — 7))

T

v(t)dt

1 1

_ - /OT [Cay (7D k(n = 1)r] T vt

T

provided that the function Cy, is 7—periodic. Calculating the derivatives of the function ¥ as it
was done in (2.10), (2.11), we conclude that, if n > 1, U is increasing and concave.
Similarly, under the conditions of Lemma 3.3, we obtain (3.16) in the case n = 1. O

For further analysis, we introduce an auxiliary class of control functions.

Definition 3.3. A vector-function (¢,v) : R = [Chin, Crmaz] X [Vmins Umaz] belongs to the class
Ag , for given constants C' € [Cpin, Cmazl, v € [0,7] if (c,v) € V; and there exist Lebesgue-
measurable sets AT C [0,7), A~ C[0,7) such that:

1) essinfyeps c(t) = C;
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2) esssup,ca- c(t) < C;
3) w(ATNA")=0, u(ATUA") =1
4) wAT) =v.

Lemma 3.4. Let n > 1 and let (Ca,v) € Az it for some C € (Conin, Crnaz)s with pt from
Definition 3.2. Then there exist control functions (Cy,vy) € B, such that

J[C’b7 ’Ub] < J[CA7 ’U]
where the cost J is defined in Problem 3.1.

Proof. Consider an arbitrary vector-function (C4(t),v(t)) from the class A 5 L+ with a fixed Ce
(Conin, Comaz) and pt defined in Definition 3.2. Define now the corresponding bang-bang control
Cp : [O, T) — [Omin]7c'rnaac]5

op(t) = (3.18)

Cmiru ift e A_,
Craz, ifte AT,

where the sets AT, A~ correspond to the class A & ut Set Cy, = ¢}, the T-periodic extension of c.
Due to Definition 3.3, u(A*) = pF and pu(A~) = p-, so a control function v, can be constructed,
so that (Cy, vp) € B-.
Now using the isoperimetric conditions (3.4), (3.5) and the concavity property of the function
v
U(x) = U(y) <U'(y)(z—y) Y,y € [Crin, Crmaz),

we investigate the difference of costs J[Cl, vp] — J[Ca, v]:

JChm] = JICuel = [ (WD)~ WCa®)() d

. /OT U (Cy(t))(vp(t) — v(t))dt + 1 /OT (T(Ch(t)) — W(C 4 (1)) v(t)dt

T T
=1+ 1

Now we estimate the integral I; in cases (i) and (ii) (see Definition 3.2) separately. In case (i),

due to assumption (3.5), we have:

1 /7 1
L=t / V(1)) (0p (1) — v(t))dt = / V(o) (Vi — v(8))d
T Jo T JA+
1
+ 1 / \II(Cmin)(Umin - U(t))dt + = / \II(Cmin)(Umax - U(t))dt
T JA-NB- T JB+
<1/ B(Coin) (v (t) — v(8))dt = 0
T Jo
In case (ii), by similar logic, we have:
1 /7 1
I :7/ U (Cy(t))(vp(t) — v(t))dt = 7/ U (Crmaz) (Vmin — v(t))dt
T Jo T Ja+
1
+ l/ U (Crmaz) (Vmaz — v(t))dt + 7/ U (Crmin) Wmaz — v(t))dt
T Ja+tnB+ T JB+
< [ WG 0n(0) — vt =0
0
The integral I can be estimated similarly as in the proof of Lemma 2.2:
1 /7 1 /7
Iy = ;/ (W(Co(t)) = W(Ca(t))) v(t)dt < ;/ V(Ca(t) (Co(t) — Ca(t)) v(t)dt
0 0
< V() [ (Colt) - Calt) wlt)dt =0,
T 0
The obtained estimates prove Lemma 3.4. O
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Lemma 3.5. For any vector-function (u(-),v(-)) € Vs, there ezists a constant C € (Conin, Cmaz)
such that (u(-),v(-)) € Ag .+, where w is from Definition 3.2.

Proof. Assume that there exists a vector-function (u,v) € U, which does not belong to any class

Az it Due to Definition 3.3, this means that, for any Ce (Crins Crmaz), either

p({t €10,7) : u(t) > C}) > ul, (3.19)

or

p({t €0,7) : ut) < C}) > u;. (3.20)

By the same logic as in Lemma 2.3, we obtain that u(t) = Cpan for pa.a. t € Agr in the case
(3.19). Now we check if the isoperimetric constraint (3.4) holds. We will consider two cases (7)
and (i7) separately. In case (), we have:

1 (7 1 1
f/ u(t)v(t)dt = — / Crnazv(t) dt + f/ u(t)v(t) dt
T Jo T Jaf T Jlo,m\AF
1 1
> - / Crnazv(t) dt + 7/ Crinv(t) dt
T Jaf T Jlo,m\AF
1 1
2 - / (Cmaz - szn)vmzn dt + 7Cm1nL
T Jaf T

1 1 _
> 7”2_(0771(135 - Cmm)vmm + —Chinl = Cv.
T T

In case (ii), we have:

f/imnﬁﬁzl/)Qmw@ﬁ+l/ w(t)o(t) dt
T Jo T JAF T Jio,m\AF

1 1
27/’GMWMﬁ+—/ Coumv(t) dt
T JAf T Jjo,m\AF
1 1
2 7CmazL - - (Cmax - Cmin)vmaw dt
T T Jio,r\AF

1 1 _
> 7Cma:rL - 7/1@_ (Cma:r - Cmin)vmam =C7.
T T

Thus we get that the isoperimetric constraint (3.4) is violated in both cases, so (u,v) ¢ V.,
which contradicts our assumption. -
Using the same arguments, one can prove that [ u(t)v(t) dt < C'v in the case (3.20). O

Proof of Theorem 3.1. To solve Problem 3.1 under assumptions (3.5), (3.6) in the case n = 1, we
minimize the cost functional (3.16) because of Lemma 3.3. Computing the cost value directly, we

obtain L
JCagrv] = / Coao (D= 0(t)dt = Cre"",
0

which proves the first assertion of the theorem.
For the case n > 1, due to Lemmas 3.2, 3.3, 3.4, 3.5, we conclude that the control functions from
B have the best performance in terms of Problem 3.1, so the bang-bang strategy is optimal.
O

Remark 3.1. Considering the proposed bang-bang control strategy, we note that the number of
switchings of v(t) and Ca,(t) is not crucial due to the fact that the integrand in (3.17) does not
depend on t explicitly. So, from the theoretical viewpoint, the switching frequency can be chosen
in an arbitrary way that preserves the established measures of A* and B*. However, it may not
be desirable to switch too often from a practical point of view. Thus, the simplest optimal control
strategy is parameterized by the sets A* and B* in the form of intervals, so that each control C(t)
and v(t) has one switching per period T as depicted in Fig. 1.
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4 Case study

4.1 Comparison of different control strategies

In this section, we consider the system (2.1), (2.2) under the following choice of model parameters

(ct. [7]):

C =1 molm™3 n=2; k= 0.001 s~ 'mol ™!
Conaz = 1.5 molm™3; L=1m; v=0.01ms!; (4.1)
Comin = 0.5 mol m™>; 7 =100 s;

We define the sinusoidal function

Csin(t) = C+ (6 — Cpin) sin (2:t> =1+ 0.5sin 75%

and compare it with the bang-bang control function Cy(t):

1.5, ift € [0,50),
Co(t) = d Cy(t+100) = Cy(t) for all t € R.
b(t) {0.57 if t € [50,100), and. Gy ) »(t) for a

Now we compute directly the cost functional for both functions:

1 T 100 1 t 100 10 5si ;t
J[Osm] — 7/ (I)(Csin(t)) vdt = 1074/ Ll()dt — 1074/ + Sll.l (J?Tt) dt
T Jo o 10+ C4(t) o 11+ 0.5sin (Z

50)
~ 8.9968 - 103 (:j;i) :

T 50 100
v 10C 10 Chs
. P ONdt = 1074 o mar 4] *4/ o mn
J[Cb] T /0 (Cb( )) 0 /0 10 + Cmaw * 0 5

0 min
~ 8.9027 - 10 3<m l)

m2s
So, the difference between these costs is approximately 9.416 - 107° mol m~2s~!, which illustrates
that the bang-bang strategy has more A consumed and thus the performance is about 1.05 % better

than for the sinusoidal one.
Calculating for comparison the cost function for the conventional steady-state operation

S B - 100 190
JIC] = */ ®(C)vdt = 10‘2/ 0 4t ~ 9.0909 - 102 (m205>7
TJo o 10+C m2s

we see that the bang-bang strategy is 2.07 % better than the steady-state control.

Now we also evaluate the performance of the case with controlled flow-rate and compare it with
the above results. Consider the following control function which allows flow-rate modulations also
deviating by 50 % from the steady state values:

. if 1
(t) = {O 005, if £ €0, 50) U {100}, and v(t+100) = v(t) for all t € R.

0.015, if ¢ € [50,100),

and calculate the cost functional (3.17) for the parameters (4.1):

J[Cy,v] = % /0 [cb(t)-<"—1> +E(n— 1)7} T u(t)dt

50 100

10C, 10C, 2 [ mol

=102 T in dt + 1072 / —— " ae dt = 6.8323 - 1073 )
/0 10+ Crygs © + o 10+ Coin 2 s

Thus, the predicted performance of the two-input control strategy for this scenario is 23.26 % better
than the single-input bang-bang strategy, and is 24.84 % better than the steady-state.
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4.2 The impact of “forcing parameters”

In this subsection, we investigate the role of control design parameters that could impact the
performance of the reaction model. Usually, authors investigate the frequency of switching, the
phase shift with two controls, and the amplitude as “forcing parameters” (see, e.g., [5]).

Once the period of operation 7 is fixed, the frequency of the switching for the bang-bang strat-
egy does not impact the performance (see Remarks 2.1, 3.1). So, the number and the frequency of
switchings can be chosen arbitrarily, provided that the measure of appropriate sets in Theorems 2.1
and 3.1 is preserved.

It has been noted in the proof of Theorem 3.1 that the main principle of optimizing the phase
shift (as the difference between switching times of the two controls) is that the minimum concentra-
tion should be at the same time when the maximum flow-rate is applied. So, if C—Chnin = Cmez—C
and T — Umin = Umax — U, then the switching point(-s) should be the same for both controls, and
the values should be opposite.

Now we study the amplitude impact. We call o := % the concentration amplitude under

the assumption C — Cyin = Crae — C. Similarly, we define the flow-rate amplitude as the value
B = % under the assumption ¥ — v, = Umaez — 0. It is obvious that these amplitude values
are considered in the range (0, 1).

For the single-input case from Section 2, we consider the cost function for bang-bang controls
as a function of the concentration amplitude «. If the parameters are given by (4.1) with varying
concentration amplitude «, then the cost functional (2.9) takes the form
v

J[Cy] = Jo[Ch] - /OT O(Cy(t))dt =5-107° (@ (C(1+a)) + @ (C(1 — a)))

3 (10(14+«) 10(1 — ) a?—11
=5.10"3 _
510 ( N+« - 11 -«

(4.2)

T 1002 — 1210°

The amplitude dependence is illustrated in Fig.2(a). One can see that the larger the amplitude,
the better the performance is. Now we investigate the potential for improvement. For this purpose,
we define the following function which shows the percentage of improvement in comparison with
the steady-state:

Jo [Cb]> 100002 (43)

J[C] ) 121 —a?

The graph of the function P, z(a) is shown in Fig.2(b). As one can see, the performance can
be improved up to 8.26 % in comparison with the steady-state. But it should be taken into account
that, in the limiting case @ = 1, the concentration is zero for half of the time period (and thus
there is no chemical reaction at all).

Pcb,ﬁ(a) =100 (1 —

1073

9.1

9

8.9

8.8

8.7

8.6

8.5

J, cost functional, mol s~' m~2
P, improvement percentage, %

8.4

8.3

\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
«, concentration amplitude «, concentration amplitude

(a) J, Cost functional (b) P, Percentage function

Figure 2: The graphs of the cost functional J from (4.2) and the percentage function P from (4.3)
as functions of the concentration amplitude o under the choice of parameters (4.1).
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Considering the case with two control functions from Section 3, we can investigate the same
dependencies. Namely, the cost functional has the following form:

J[Cy,v0) = Ja,5[Ch,vp] = i/OT W (Cy(t)) vp(t) dt = g (T(CL+)1-=8)+T(CL-a)1+4)
(1

_5.10-? 10(1+a)(1—6)+10(1—a) +8)\ o+ 10a8 — 11
B 11+« 11 — « T 1002 — 1210

(4.4)
Thus, the percentage function takes the form:

P, w(a, f) =100 (

B Ja,g[Cb,vb]) _ 1000 « (a + 11ﬂ) (4 5)

J[C, 7] 121 — a2

The graphs of the cost and the percentage function are presented in Fig.3(a) and Fig.3(b),
respectively. In this case, the performance could be improved theoretically up to 100 % (in the
case of maximum concentration and flow-rate amplitudes) in comparison with the steady-state.

1 [ o T T MR 1
- c y ¢
< 08 = 2 7. o \ < 08} cr;‘
E eoa A E N
= 2 s % _a 7
e, ¢ N
5 06 \ s S 06 % 4
] s
g cp@ g ‘
©oo04) \ . Zo04f |
% g 5 3y (
= \ 1()\ = 7 4
0.2} \ o« 0.2 0\
O \ 0 ‘ | | ‘ 10
0 0.2 0.4 0.6 0.8 1 0 02 04 06 08 1
«, concentration amplitude «, concentration amplitude
(a) J, Cost functional, mol s~ m~2 (b) P, Percentage function, %

Figure 3: The cost J from (4.4) and the percentage function P from (4.5) depending on the con-
centration amplitude « and flow-rate amplitude 5. The levels with specified values are
marked with color lines.

Remark 4.1. In the limiting cases « = 1 or B = 1, there are situations when the flow-rate is
stopped (v =0) or the inlet concentration vanishes (Ca, = 0), so the reaction is stopped. In these
cases, the investigated mathematical model cannot be used to describe the ongoing process. Such
limiting cases should be treated separately as our analysis is not directly applicable.

5 Conclusion and future work

The optimal control problem for an isothermal PFR model with a single periodic input has been
completely solved in Section 2, and the bang-bang optimal control strategies for periodic chemical
reactions in an isothermal PFR with a controlled flow-rate have been proposed in Section 3.

An open problem is to study the relevant isoperimetric optimal control problem for a more
realistic non-isothermal PFR model (see, e.g., [13,14]).

The optimization of periodic reactions in a Dispersed Flow Tubular Reactor (DFTR) is also a
challenging task in this direction. Namely, a parabolic DFTR model [10, p. 394] could be considered
in future.

Preprint (Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg). 2023-08-10



Ye. Yevgenieva, A. Zuyev, P. Benner, A. Seidel-Morgenstern: Periodic optimal control... 15

Acknowledgments

The second author was supported by the German Research Foundation (DFG) under Grant ZU
359/2-1.

References

1]

2]

[10]

[11]

[13]

[14]

Bastin, G., Coron, J.-M: Stability and Boundary Stabilization of 1-D Hyperbolic Systems,
Basel: Birkh&user (2016)

Benner, P., Seidel-Morgenstern, A., Zuyev, A.: Periodic switching strategies for an isoperi-
metric control problem with application to nonlinear chemical reactions. Appl. Math.
Model. 69, 287-300 (2019)

Chechkin, G.A., Goritsky, A.Yu.: S.N. Kruzhkov’s lectures on first-order quasilinear PDEs,
E. Emmrich and P. Wittbold. De Gruyter Proceedings in Mathematics, De Gruyter, 1-68,
Analytical and Numerical Aspects of Partial Differential Equations (2009)

Douglas, J. M.: Periodic reactor operation. Ind. Eng. Chem. Process Des. Dev. 6(1), 43-48
(1967)

Felischak, M., Kaps, L., Hamel, C., Nikolic, D., Petkovska, M., Seidel-Morgenstern, A.:
Analysis and experimental demonstration of forced periodic operation of an adiabatic
stirred tank reactor: Simultaneous modulation of inlet concentration and total flow-rate.
Chem. Eng. J. 410, 128197 (2021)

Grabmiiller, H., Hoffmann, U., Schadlich, K.: Prediction of conversion improvements by
periodic operation for isothermal plug-flow reactors. Chem. Eng. Sci. 40, 951-960 (1985)

Markovié, A., Seidel-Morgenstern, A., Petkovska, M.: Evaluation of the potential of pe-
riodically operate reactors based on the second order frequency response function. Chem.
Eng. Res. Des. 86, 682—691 (2008)

Nikoli¢, D., Seidel, C., Felischak, M., Mili¢i¢, T., Kienle, A., Seidel-Morgenstern, A.,
Petkovska, M.: Forced periodic operations of a chemical reactor for methanol synthesis
— The search for the best scenario based on Nonlinear Frequency Response Method. Part
I Single input modulations. Chem. Eng. Sci. 248, 117134 (2022)

Nitka-Styczen, K.: The heredity shift operator in descent approach to the optimal periodic
hereditary control problem. Int. J. Syst. Sci. 28(7), 705-719 (1997)

Petkovska, M., Seidel-Morgenstern, A.: Evaluation of periodic processes, in the book by Sil-
veston, P.L., Hudgins, R.R., Eds.: Periodic Operation of Chemical Reactors, Butterworth-
Heinemann, Oxford (2013), Chapter 14, 387-413.

Schmitendorf W. E.: Pontryagin’s principle for problems with isoperimetric constraints and
for problems with inequality terminal constraints. J. Optim. Theory Appl. 18(4), 561-567
(1976)

Styczen, K.: Optimal periodic non-boundary control for a tubular reactor: A performance
improvement criterion. Syst. Control Lett. 16(1), 71-78 (1991)

Thullie, J., Chiao, L., Rinker, R. G.: Generalized treatment of concentration forcing in
fixed-bed plug-flow reactors. Chem. Eng. Sci. 42(5), 1095-1101 (1987)

Wang, J.-W., Wu, H.-N., Li, H.-X.: Distributed fuzzy control design of nonlinear hyperbolic
PDE systems with application to nonisothermal plug-flow reactor. IEEE Trans. Fuzzy Syst.
19(3), 514-526 (2011)

Preprint (Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg). 2023-08-10



Ye. Yevgenieva, A. Zuyev, P. Benner, A. Seidel-Morgenstern: Periodic optimal control... 16

[15] Watanabe, N., Onogi, K., Matsubara, M.: Periodic control of continuous stirred tank

reactors - I: The pi criterion and its applications to isothermal cases. Chem. Eng. Sci.
36(5), 809-818 (1981)

[16] Zuyev, A., Seidel-Morgenstern, A., Benner, P.: An isoperimetric optimal control problem
for a non-isothermal chemical reactor with periodic inputs. Chem. Eng. Sci. 161, 206-214
(2017)

Preprint (Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg). 2023-08-10



	Introduction
	Plug flow reactor model
	Plug flow reactor model considering a controlled flow-rate
	Case study
	Comparison of different control strategies
	The impact of ``forcing parameters''

	Conclusion and future work
	Acknowledgments
	References

