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The paper develops the Loewner approach for data-based modeling of a linear distributed-parameter
system. This approach is applied to a controlled flexible beam model coupled with a spring-mass system.
The original dynamical system is described by the Euler-Bernoulli partial differential equation with the
interface conditions due to the oscillations of the lumped part. The transfer function of this model is
computed analytically, and its sampled values are then used for the data-driven design of a reduced model.
A family of approximate realizations of the corresponding input-output map is constructed within the
Loewner framework. It is shown that the proposed finite-dimensional approximations are able to capture
the key properties of the original dynamics over a given range of observed frequencies. The robustness of
the method to noisy data is also investigated.

Keywords: Data-driven modeling, flexible structure, Euler–Bernoulli beam, distributed parameter sys-
tems, Loewner framework, linear systems, model reduction, noisy data, input-output map, transfer func-
tion.

1 Introduction

Model reduction techniques can be employed to replace
a large-scale system with a complex structure (character-
ized by multidimensional systems of ordinary differential
equations and/or partial differential equations), with a
much simpler and smaller dynamical system (character-
ized by few equations with well-understood dynamics).
In the last decades, there have been many methodolo-
gies proposed in this direction; we refer the reader to
[2, 3, 9, 24, 32] for more details.
A viable alternative to using classical model reduction

approaches based on single or double-sided projections
(that usually require explicit access to a large-scale model)
is to use instead data-driven methods. These latter do not
require explicit access to the large-scale model’s structure
or matrices. We mention here the Loewner framework
(LF) [27], Vector fitting (VF) [19], or the AAA algo-
rithm [28]. When using these, low-order models can be
constructed directly from data in the frequency domain
(samples of the transfer function). Such methods can be
viewed as rational approximation tools by means of inter-

polation (LF), least-squares fit (VF), or a mixed approach
(AAA). Other data-driven methods that has emerged in
recent years are dynamic mode decomposition (DMD)
and operator inference (OpInf), which use time-domain
snapshots of the state variables and then fit a particular
structured model by computing the appropriate matrices
(in reduced coordinates). Details on DMD can be found
in [24], while details on OpInf can be found in [6, 29].
We consider here the problem of data-driven rational

approximation by means of fitting a linear time-invariant
(LTI) dynamical system to a set of measurements (in the
frequency domain). The fitted LTI system is character-
ized in the state-space by the following equations:

{
Eẋ(t) = Ax(t) +Bu(t),

y(t) = Cx(t) +Du(t),
(1)

where u(t) ∈ R is the input, y(t) ∈ R is the output, x(t) ∈
R

n is the state vector, and the system matrices areA,E ∈
Rn×n, B,CT ∈ Rn×1. The transfer function of (1) is
given by H(s) = C(sE−A)−1B+D. We refer to [2] for
more details on various methodologies especially tailored
to the reduction of linear systems. In recent years, such
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methods for linear systems have been steadily extended
to particular classes of structured linear systems [5, 30],
or even to nonlinear structured systems in [16] (without
preservation of structure) or in [7] (with preservation of
structure). The structures treated include distributed pa-
rameters, delay terms or integro-differential equations. In
a data-driven setup, the structure-preserving approach is
[33] was proposed. Note that the analytical representa-
tions of transfer functions have been obtained only for
particular classes of distributed parameter systems. We
refer to [1,11] for surveys of results in this area. In the for-
mer tutorial article, the authors provide the derivation of
a variety of (irrational) transfer functions for systems de-
scribed by partial-differential equations. It is also shown
that the choice of boundary conditions have an influence
on the dynamics and on the locations of poles and zeros.
In most practical situations, it is desirable to approximate
the irrational transfer function by a rational one, for the
purpose of controller design.
The Loewner framework approach was shown to be ex-

tremely powerful in data-based control problems for wide
classes of finite-dimensional control systems, whose trans-
fer functions are rational [3, 4]. However, the efficiency
of the Loewner framework for distributed-parameter sys-
tems (characterized by irrational transfer functions) still
remains to be verified, and the present paper aims at
filling this gap. Preliminary analysis was provided for
linear time-delay systems in [26, 34], fractional-order sys-
tems in [10], or for control purposes in [17, 31]. A recent
overview was provided in [22], including amongst others,
rational approximation of the Bessel function, of a hy-
perbolic sine, and of a vibrating beam model from [11].
Hence, the LF was studied in the context of approximat-
ing infinite-dimensional models of vibrating beams (with
finite-dimensional ones). However, as far as the authors
are aware, this is the first contribution that also takes into
account the effects of perturbed data, i.e., under additive
Gaussian noise.

2 Vibrating beam with attached mass

Consider the Euler–Bernoulli equation describing the trans-
verse vibrations of a flexible beam of length l:

ẅ(x, t)+
EI

ρ
w′′′′(x, t)+d ẇ′′′′(x, t) =

1

ρ

k∑

j=1

ψ′′

j (x)uj , (2)

where w(x, t) is the beam deflection at point x ∈ [0, l] and
time t, E is the Young’s modulus, I is the area moment of
inertia of the cross-section, ρ is the mass per unit length
of the beam, and d ≥ 0 is the structural damping coeffi-
cient. We denote the derivative with respect to time by
a dot, while the prime denotes the spatial derivative (i.e.,
with respect to x). We assume that a mass-spring system
(shaker) is attached to the beam at point x = l0, so that

equation (2) holds for x ∈ [0, l0) and x ∈ (l0, l], and the
interface condition is imposed at x = l0:

(mẅ+κw)
∣∣∣
x=l0

= (EIw′′)′
∣∣∣
x=l0−0

−(EIw′′)′
∣∣∣
x=l0+0

+u0.

(3)
The beam is hinged at both ends, which is formalized by
the boundary conditions

w
∣∣∣
x=0

= w
∣∣∣
x=l

= 0, w′′

∣∣∣
x=0

= w′′

∣∣∣
x=l

= 0. (4)

System (2)–(4) is controlled by the force u0 applied to
the shaker at x = l0 and k piezo actuators, whose actions
uj are characterized in terms of shape functions ψj(x),
j = 1, ..., k. It is also assumed that p piezo sensors are
located at the points x = li, i = 1, .., p, i.e. the system
outputs are

yi(t) =
∂2w(x, t)

∂x2

∣∣∣∣
x=li

, i = 1, ..., p. (5)

The above mathematical model has been presented in [20,
21] for the case without damping; here we take into ac-
count the structural damping by introducing the param-
eter d in (2).

3 Computation of the transfer
function

Let u0(t), u1(t), ..., uk(t) (t ≥ 0) be inputs of the control
system (2)–(5) with zero initial data, denote the Laplace
transform of the inputs and outputs by

Uj(s) =

∫ +∞

0

uj(t)e
−stdt, j = 0, 1, ..., k,

and

Yi(s) =

∫ +∞

0

yi(t)e
−stdt, i = 1, ..., p,

respectively.
After introducing the Laplace transform of w(x, t) with

respect to t: W s
1 (x) =

∫ +∞

0
w(x, t)e−stdt, we obtain from (2)

the following system of ordinary differential equations for
W s(x) = (W s

1 ,W
s
2 ,W

s
3 ,W

s
4 )

T :

d

dx
W s(x) = AW s(x)+Φs(x), A =




0 1 0 0
0 0 1 0
0 0 0 1

−4γ4 0 0 0


 ,

(6)
with

Φs(x) =




0
0
0

φs(x)


 , γ =

α
√
2s

2
, (7)
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α4 =
ρ

EI + ρds
> 0, φs(x) =

1

EI + ρds

k∑

j=1

ψj(x)Uj(s),

(8)
and the s variable is treated as a parameter in (6). The
general solution of (6) is represented with the matrix ex-
ponential as follows:

W s(x) =

{
exAW̄ 0 +

∫ x

0
e(x−y)AΦs(y)dy, x ∈ [0, l0],

e(x−l)AW̄ l −
∫ l

x
e(x−y)AΦs(y)dy, x ∈ (l0, l],

(9)
where

exA =




z1(x) z2(x) z3(x) z4(x)
−4γ4z4(x) z1(x) z2(x) z3(x)
−4γ4z3(x) −4γ4z4(x) z1(x) z2(x)
−4γ4z2(x) −4γ4z3(x) −4γ4z4(x) z1(x)


 ,

z1(x) = cosh(γx) cos(γx),

z2(x) =
cosh(γx) sin(γx) + sinh(γx) cos(γx)

2γ
,

z3(x) =
sinh(γx) sin(γx)

2γ2
,

z4(x) =
cosh(γx) sin(γx)− sinh(γx) cos(γx)

4γ3
.

(10)

Formula (9) represents the solutions of (6) in terms of
their boundary values W̄ 0 and W̄ l at x = 0 and x = l,
respectively, From the boundary conditions (4), we con-
clude that

W̄ 0 = (0, W̄ 0
2 , 0, W̄

0
4 )

T , W̄ l = (0, W̄ l
2, 0, W̄

l
4)

T . (11)

To eliminate the parameters W̄ 0
2 , W̄

0
4 , W̄

l
2, W̄

l
4, we ex-

ploit the property that W s(x) is of class C2[0, l] together
with the interface condition (3). As a result, we get the
following linear algebraic system with respect to W̄ =
(W̄ 0

2 , W̄
0
4 , W̄

l
2, W̄

l
4)

T :

MW̄ = R, (12)

where
and

β =
s2m+ κ

EI
.

Thus, the vector-valued function W s(x) is defined by (9)
and (11) with W̄ = M−1R, and the components of R =
(Rs

1, R
s
2, R

s
3, R

s
4)

T are linear combinations of U0, ..., Uk:

Rs
i =

k∑

j=0

rsijUj , i = 1, 2, 3, 4, (14)

where the coefficient matrix rs = (rsij) can be obtained
from (8), (13). Then the function W s

3 (x), corresponding
to the second x-derivative of w(x, t), is expressed as:

W s
3 (x) = −4γ4z4(x)W̄

0
2 + z2(x)W̄

0
4

+

k∑

j=1

Uj

EI + ρds

∫ x

0

Kj(x, y)dy for x ∈ [0, l0],

W s
3 (x) = −4γ4z4(x− l)W̄ l

2 + z2(x − l)W̄ l
4

−
k∑

j=1

Uj

EI + ρds

∫ l

x

Kj(x, y)dy for x ∈ (l0, l],
(15)

whereKj(x, y) = z2(x−y)ψ′′

j (x) and (W̄ 0
2 , W̄

0
4 , W̄

l
2, W̄

l
4)

T =

M−1rs(U0, U1, ..., Uk)
T because of (14). Thus, at each

x ∈ [0, l], the above formulas define W s
3 (x) as a linear

combination of U0, U1,..., Uk:

W s
3 (x) =

k∑

j=0

hsj(x)Uj , (16)

with the coefficients hsj(x) collected from (15). Recalling
that the output of the considered system is given by (5),
we summarize the computation of the transfer function in
the following lemma.

Lemma 1 The transfer function of the multi-input multi-
output control system (2)–(5) is presented in the form:

H(s) =




hs0(l1) hs1(l1) ... hsk(l1)
hs0(l2) hs1(l2) ... hsk(l2)

...
...

. . .
...

hs0(lp) hs1(lp) ... hsk(lp)


 ,

where hsj(x) are taken from (16).

3.1 Single-input single-output (SISO) case

Let the system be controlled by the shaker force u0 only
and the scalar output signal y1(t) be available. In this
particular case, the scalar transfer function H(s) is such
that Y1(s) = H(s)U0(s). Lemma 1 implies the following
result in the considered SISO case.

Lemma 2 Assume that k = 0, p = 1, and l1 ≤ l0. Then
the transfer function of the control system (2)–(5) is

H(s) =
1

EI

(
−4γ4z4(lj)M

−1
14 + z2(lj)M

−1
24

)
. (17)

Here M−1
ik are elements of M−1 (the matrix M is given

in (13)) and zi(x) are defined in (10).

For further numerical simulations, we consider the beam
actuated by the shaker force only (k = 0) with single out-
put (p = 1) and take the following realistic mechanical
parameters [21] (see also [13]):

l = 1.905m, l0 = 1.4m, ρ0 = 2700 kg/m3,

S = 2.25 · 10−4m2, ρ = ρ0S, E = 6.9 · 1010Pa,
I = 1.6875 · 10−10 m4, m = 0.1 kg, κ = 7N/mm,

l1 = 732.5mm. (18)
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M =

(
−z2(l0) −z4(l0) z2(l0 − l) z4(l0 − l)
−z1(l0) −z3(l0) z1(l0 − l) z3(l0 − l)
4γ4z4(l0) −z2(l0) −4γ4z4(l0 − l) z2(l0 − l)

βz2(l0) + 4γ4z3(l0) βz4(l0) − z1(l0) −4γ4z3(l0 − l) z1(l0 − l)

)
, R =




∫
l

0
z4(l0 − y)φs(y)dy∫

l

0
z3(l0 − y)φs(y)dy∫

l

0
z2(l0 − y)φs(y)dy

U0

EI
+

∫
l

0
z1(l0 − y)φs(y)dy − β

∫ l0

0
z4(l0 − y)φs(y)dy


 ,

(13)

4 The Loewner framework for fitting
linear time-invariant systems

In what follows, we provide a brief summary of the LF for
fitting linear dynamical systems as in (1), from data. The
starting point for LF is having access to measurements
corresponding to the transfer function of the underlying
dynamical process, which can be inferred in practice by
means of experimental or model-based procedures. The
data set is given by:

D = {(ωℓ;H(ωℓ)) | ℓ = 1, . . . , 2k}, (19)

by means of sampling H : C → C is an analytic function
(not necessarily rational) on a particular (complex) grid
of points ωℓ’s. It is to be noted that data sets with an
odd number of measurements can also be accommodated
in the LF. The first step is to partition the data set in
(19) into two disjoint subsets, as follows:

right data : DR = {(λj ;wj) | j = 1, . . . , k}, and,
left data : DL = {(µi; vi) | i = 1, . . . , k}, (20)

For simplicity, all points are assumed distinct and also
µi 6= λj , for all 1 ≤ i, j ≤ k; extensions to Hermite inter-
polation were proposed in [27].
A typical approach for splitting the data, commonly

used in the LF publications, is the “alternate splitting
scheme”, described as follows. The left and right sample
nodes (and points) are chosen so that they are interlacing
each other. More precisely, for 1 ≤ i ≤ k, we can write:

µi = ω2i−1, λi = ω2i,

vi = H(µi) = H(ω2i−1), wi = H(λi) = H(ω2i).
(21)

We refer the reader to [22] for a more comprehensive
account of data partitioning strategies in the Loewner
framework; there, the “half-hal” splitting is mentioned
together with approaches that split the data based on the
magnitude of the data samples.
The goal is to find a rational function denoted with

H̃(s), such that the following interpolation conditions are
(approximately) fulfilled:

H̃(µi) = vi, H̃(λj) = wj . (22)

In order to accomplish this scope, we first arrange the
elements of the original data set D, partitioned as in (20)
in matrix format. Hence, the Loewner matrix L ∈ Ck×k

and the shifted Loewner matrix Ls ∈ Ck×k are defined as
follows

L(i,j) =
vi − wj

µi − λj
, Ls(i,j) =

µivi − λjwj

µi − λj
, (23)

while the data vectors V,WT ∈ Rk are given by:

V(i) = vi, W(j) = wj , for i, j = 1, . . . , k. (24)

The Loewner model is hence constructed as follows:

E = −L, A = −Ls, B = V, C = W.

The following Sylvester equations are satisfied by the Loewner
and shifted Loewner matrices, as shown in [4] (here, 1q =[
1 · · · 1

]T ∈ Cq):{
ML− LΛ = V1T

k − 1qW,

MLs − LsΛ = MV1T
k − 1qWΛ,

(25)

where M = diag(µ1, · · · , µq) and Λ = diag(λ1, · · · , λk).
The following relations expressing the shifted Loewner
matrix to the Loewner matrix, in two distinct ways, hold:

Ls = LΛ+ V1
T
k = ML+ 1qW. (26)

Hence, the explicit computation of large Loewner ma-
trices can be avoided by means of computing (approxi-
mated, low-rank) solutions of the Sylvester equations in
(25). This can be accomplished, e.g., by means of using
optimized and robust numerical tools such as [8].
Provided that enough data are available, the pencil

(Ls, L) is often singular. For example, if the data D in
19 were generated from a rational function H(s) corre-
sponding to a minimal LTI system of dimension n, i.e.,
H(s) = C(sIn − A)−1B, then this corresponds to the
case k > n. Then, in the perfect setup (no noisy data),
one would encounter k−n zero singular values when per-
forming the singular value decomposition (SVD) of the
pencil ζL−Ls, where ζ ∈ C is chosen to be different than
the eigenvalues of matrix A. In such cases, an SVD of
augmented Loewner matrices is computed, and the dom-
inating part is selected as:

[L, Ls] ≈ YΣ̂rX̃
∗,

[
L

Ls

]
≈ ỸΣrX

∗, (27)

where Σ̂r, Σr ∈ Rr×r, Y ∈ Ck×r ,X ∈ Ck×r, Ỹ ∈
C2k×r, X̃ ∈ Cr×2k and (X)∗ ∈ Cr×k denotes the conjugate-
transpose of matrix X. This is performed in order to find
projection matrices Xr,Yr ∈ Ck×r, as described in [4].
Here, r < n represents the truncation index. Then, the
system matrices corresponding to a projected Loewner
model of dimension r can be computed using the trun-
cated singular vector matrices Xr and Yr:

Ê = −X∗

rLYr, Â = −X∗

rLsYr,

B̂ = X∗

rV, Ĉ = WYr,
(28)
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and therefore, directly finds a state-space realization cor-
responding to the reduced-order system of equations

{
Ê ˙̂x(t) = Âx(t) + B̂u(t),

ŷ(t) = Ĉx̂(t).
. (29)

The transfer function of the reduced Loewner model in
(29) is written as Ĥ(s) = Ĉ(sÊ − Â)−1B̂, and it pro-
vides a good approximant to the original transfer func-
tion H(s). Then, Ĥ(s) may be expanded in a pole/zero
or pole/residue format. These values represent system
invariants and can be related to the inherent dynamics.
It is noted that the state-space realization is not unique,
and that is why an extra step is required. More imple-
mentation details and properties of the LF procedure can
be found in [4, 22].

5 Numerical examples

5.1 Analysis on the unperturbed data

In this section, we present two numerical test cases based
on sampling the transfer function explicitly derived in Sec-
tion 3. We consider the SISO system with the choice of
physical parameters (18). Then the scalar transfer func-
tion H(s) in Lemma 2 is sampled at the purely imaginary
grid points s = ωℓ, ℓ = 1, . . . , k with k = 1000, which are
equally distributed in the range of physical frequencies
from 0Hz to 250Hz. The data partitioning scheme (into
the left and right disjoint subsets) chosen here is the “al-
ternate” one, previously described in Section 4. We also
note that complex conjugated data is added to the pro-
cess to enforce real-valued models; more details on how
this is achieved can be found in [4].
Two values of the structural damping parameter d in (2)

are considered for the numerical simulations: d1 = 0.0249
(“large” damping) and d2 = 0.001 (“small” damping).
The case d = d1 is depicted in Figs. 1–4, for which we
are fitting a Loewner model of order r = 20 (with a ra-
tional transfer function). Additionally, the case d = d2
is presented in Figs. 5–8; for this case, we are fitting a
Loewner model of order r = 27. It should be noted that
the Loewner framework does not automatically impose
stability; post-processing methods can be applied when-
ever unstable poles appear, as described in [15].
We observe that the Loewner model approximates the

original transfer function with good accuracy in the whole
range of test frequencies (the approximation error of or-
der 10−6 in Fig. 3, and of order 10−5 in Fig. 7). It is
also clear that these approximate models preserve the sta-
bility property (the maximal real part of λi in Fig. 4 is
max(Re λi) = −5.2780 ·10−1 < 0, while the maximal real
part of λi in Fig. 8 is max(Re λi) = −2.1187 · 10−2 < 0).
Although the transfer function of the considered dis-

tributed parameter function is not rational, the decay of
singular values associated with the Loewner matrices in

Figs. 1 and 5 seems to indicate the opportunity to enforce
rational approximation. More precisely, in both cases, a
plateau (flat portion of the graph) is observed after a steep
decay. In Figs. 1 and 5, we only depict the first 50 sin-
gular values (out of 1000, which is the dimension of the
Loewner matrices L and Ls). In the first test case, the
decay is faster than in the second one. The dimensions of
the reduced-order models were chosen in accordance with
this phenomenon (i.e. r = 20 for the first and r = 27 for
the second). However, such a clear and steep decay as
seen in Figs. 1 and 5, is seldom noticed in experimental
data. In such scenarios, the data can be perturbed, i.e.,
by means of noise. We treat this case below.

5 10 15 20 25 30 35 40 45 50

10-4

10-2

100

Figure 1: The decay of the singular values for the aug-
mented Loewner matrices in 27.

50 100 150 200 250

5

10

15

20 Original data
Loewner model

Figure 2: The original data (transfer function samples)
vs. the Loewner model fit.
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50 100 150 200 250

0.5

1

1.5

2

2.5

3

3.5
10-6

Figure 3: The approximation error.

-800 -700 -600 -500 -400 -300 -200 -100

-1000

-500

0

500

1000

Figure 4: The poles of the fitted Loewner model, as eigen-

values of pencil (Â, Ê).

5 10 15 20 25 30 35 40 45 50

10-6

10-4

10-2

100

Figure 5: The decay of the singular values for the aug-
mented Loewner matrices in 27.

5.2 Analysis on the perturbed data (by
means of artificial additive Gaussian
noise)

In this subsection, we analyze the robustness of the LF
when applied to perturbed (noisy) data. A preliminary
analysis of such endeavors was reported in [12,23,25] and
in [14, 35]. Similarly to the approaches in these publi-

50 100 150 200 250

20

40

60

80

100

120

140 Original data
Loewner model

Figure 6: The original data (transfer function samples)
vs. the Loewner model fit.

50 100 150 200 250

0.5

1

1.5

2

2.5

10-5

Figure 7: The approximation error.

-100 -90 -80 -70 -60 -50 -40 -30 -20 -10 0
-2000

-1500

-1000

-500

0

500

1000

1500

2000

Figure 8: The poles of the fitted Loewner model, as eigen-

values of pencil (Â, Ê).

cations, we will include additive Gaussian noise into the
measurements of the transfer functionH(s) from Lemma 2.
More precisely, for all k = 1000 previous grid points
s = ωℓ, the new data are, for ℓ = 1, . . . , k and ν = 1, . . . , 4:

H(ωℓ)[1 + ǫ(ν)(αℓ + ıβℓ)]. (30)

Here, the “noise power” ǫ(ν) > 0 is chosen so that ǫ(ν) =
10−ν, while the values αℓ and βℓ are drawn from the stan-
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dard normal distribution. For simplicity, we use the term
“noise level ν” (in the subsequent text and plots). Also,
for the sake of brevity, we will restrict our analysis to the
case of a smaller damping coefficient: d = 0.001.
The first numerical experiment that is shown here is

concerned with the decay of singular values for Loewner
matrices under the influence of noise. As previously pointed
out in [18, 25], the effect of noise is generally reflected in
the “flattening” of the singular value curve. This is espe-
cially valid for the “alternate” splitting, and not as much
for the “half-half” splitting (as shown in [18]). This is
precisely the phenomenon observed in Fig. 9. Addition-
ally, there are a number of dominant singular values that
are less prone to perturbations; depending on the noise
levels, it is clear that this number decreases with the in-
crease of the noise power. For example, when ν = 2 there
are 22 singular values that seem to be stagnant. This is
hence another effect of the noise in data for LF; deciding
the order of the fitted model becomes a more challenging
task, and one needs to be careful to avoid over-fitting.

5 10 15 20 25 30 35 40 45 50

10-6

10-4

10-2

100

No noise
Noise level 4
Noise level 3
Noise level 2
Noise level 1

Figure 9: The decay of singular values for the aug-
mented Loewner matrices for different ”noise
levels/powers”.

Next we fix the noise level at ν = 2 and record the
poles of the fitted Loewner model on the noisy data. We
compare those with the original poles, and the results are
depicted in Fig. 10. As expected, most of the (dominant)
poles seem to be matching well, with the remark that the
noisy data introduces spurious poles.
However, as shown in Fig. 11, the effects of the noise

(for this level) do not seem to be drastic; the response
of the Loewner model fitted to the noisy data faithfully
follows the original (unperturbed) data.
It is to be noted that for levels of noise higher than the

one used in the previous experiment, i.e., for ν = 1, the
results are significantly less accurate. In that case, for
some perturbed data sets, the first two dominant peaks
are partially or completely missed (as shown in Fig. 12).
Additionally, it was noticed that the asymptotic stability
of the reduced-order Loewner model was sometimes lost
(however not in the experiment reported here). This be-

-35 -30 -25 -20 -15 -10 -5 0

-1000

-500

0

500

1000 No noise
Noise level 2

Figure 10: The poles of the fitted Loewner models (with
and without noise).
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150
Original data
Loewner model
Approximation error

Figure 11: The original data vs. the Loewner model fit
(on the noisy data for level ν = 2) & the ap-
proximation error.

havior is mostly due to the high level of the noise signal
added here. As reported in [25], for high signal-to-noise
scenarios, it is very challenging to extract all the mean-
ingful information from the perturbed data. A more thor-
ough numerical analysis based on the so-called stabiliza-
tion diagrams will be left for future research endeavors.

6 Conclusion and outlook

The contribution of this work is twofold. First, an ana-
lytic construction of the transfer function for an infinite-
dimensional flexible structure with the Euler–Bernoulli
beam and a spring-mass system has been proposed. Sec-
ond, we have applied the Loewner framework (LF) for
data-driven modeling of the considered class of flexible
structures on the basis of transfer function measurements.
The presented case study of the singular value decay for
the Loewner pencil clearly indicates a possible choice of
the dimension of an acceptable reduced-order model, de-
pending on the damping parameter d. Note that our re-
sults are not limited to deterministic measurements since
the performed study evaluates the effects of noise in the
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Figure 12: The original data vs. the Loewner model fit
(on the noisy data for level ν = 1) & the ap-
proximation error.

LF for data sets with Gaussian perturbations as well. A
thorough numerical analysis of the perturbed (noisy) data
has been carried out. The preliminary results show the
robustness of the method to low and moderate levels of
noise, but also point out some challenges for the cases
in which the data are perturbed with higher noise lev-
els. For future research endeavors, we intend to tackle
the following open issues:

• Analyze data from real experimental measurements
to supplement the information attained from simu-
lation data.

• Take into account and quantify the effects of mea-
surement noise in the LF for such data sets (using
pseudospectra theory [14]).

• Study the decay of the singular values depending on
the influence of the damping parameter and on data
splitting strategies. Extend this study to flexible
structures with a different asymptotic distribution
of the eigenvalues, e.g., the Timoshenko beam with
attached rigid bodies [36].

• Examine the applicability of the Loewner-based reduced-
order systems for the control design of the original
infinite-dimensional plant.
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Cham, 2021.

[9] P. Benner, M. Ohlberger, A. Cohen, and K. Will-
cox. Model Reduction and Approximation. Society
for Industrial and Applied Mathematics, Philadel-
phia, PA, 2017.

[10] D. Casagrande, W. Krajewski, and U. Viaro.
The integer–order approximation of fractional–
order systems in the Loewner framework. IFAC-
PapersOnLine, 52(3):43–48, 2019.

[11] R. Curtain and K. Morris. Transfer functions of dis-
tributed parameter systems: A tutorial. Automatica,
45(5):1101–1116, 2009.
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