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We study the effect of macroscopic electric fields on the structure of water/acetonitrile mixtures at high acetonitrile content by
molecular dynamics simulations. We find that the linear response regime extends up to roughly 0.1 V nm−1 in these mixtures, then
nonlinear behavior sets in. The most pronounced nonlinear effect of an electric field is a change of relative orientations of
neighboring acetonitrile molecules, from predominantly antiparallel to predominantly parallel. Nevertheless, the hydrogen bond
network topology remains remarkably stable and conserves its overall properties in the whole range of considered applied fields up
to 0.5 V nm−1, which is far beyond the dielectric breakdown limit of pure water. Additionally, we report on a comparison of
simulation results at zero field with experimental results and available ab-initio data using four different recently proposed
acetonitrile force fields, where we find that the force field by Kowsari and Tohidifar [J. Comput. Chemistry 39, 1843, 2018]
performs best. Furthermore, we demonstrate that analyzing the hydrogen bond network can be a useful tool in investigating the
formation and structure of water nanodomains and their confinement by an acetonitrile matrix in water/acetonitrile mixtures.
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Liquid mixtures of water and acetonitrile are commonly used as
solvent media in a variety of applications such as chromatography,
organic synthesis, and electrochemistry. Liquid acetonitrile (CCN)
is an aprotic amphiphilic molecule with a large dipole moment,
which is a good solvent for many solutes, both polar and non-
polar, and also mixes reasonably well with protic solvents such as
water. For these reasons, CCN liquids and aqueous CCN solutions
have been studied intensely for many decades1 by experiments
(e.g. NMR, spectroscopy, X-ray scattering),2–10 theory,11–13 and
simulations,5,8,10,14–27 and a number of force fields have been
proposed that are specifically optimized for CCN.28–35

Among others, these studies have revealed a tendency of CCN to
form clusters or small domains in water (so-called
microheterogeneities)9,17,21 in the concentration regime of 20%–75%
CCN,1,9 and pronounced orientational correlations between neigh-
boring CCN molecules.10–12,21,23 The exact nature of correlation
found in simulations somewhat depends on the force field: Earlier
studies reported the formation of head-to-head dimers,11,12 whereas
more recent studies suggested a preference for antiparallel orientations
and head-tail orientations where two neighbor CCN are perpendicular
to each other.10,21,23 Also, the hydrogen bond distribution in water/
CCN mixtures has been studied by various authors.4,5,15,36 Since CCN
is aprotic, such studies give insight into the connectivity of water in
water/CCN mixtures, which should have an impact on the proton
transport in these fluids.

Studies of proton transfer phenomena in water mixtures are
particularly interesting in hydrogen bonded systems. In particular,
the effect of an external electric field on ethanol/water and methanol/
water mixtures and their neat components has been studied via
detailed ab-initio molecular dynamics simulations.37–41 These results
show changes in the ionic conductivity of mixed systems in
comparison to neat systems, negligible changes in the H-bond
structure,39 changes in probability distributions of α-helix H-bond
characteristic lenghts42 and an activation of chemical
processes39,43–45 with increasing electric field.

In the case of water/CCN mixtures, with few exceptions,24,27 the
vast majority of studies have considered equilibrium liquids. In view
of the wide use of CCN mixtures in electrochemistry, studies of the

impact of electric fields on their structural properties are highly
desirable. As a contribution to filling this gap, the present work
presents a molecular dynamics study of the effect of externally
imposed macroscopic electric fields on water/CCN mixtures. Since
the choice of force field can have a critical influence on simulation
results, we have first spent some effort into assessing and comparing
different force fields. To this end, we have carried out simulations at
zero electric field using different force fields for a range of
concentrations and compared the predicted thermodynamic and
structural quantities to known experimental values and ab-initio
results.21 Based on this study, we have then selected one force field
(Kowsari and Tohidifar33) and focused on experimentally relevant
mixtures with a high CCN content (75%) and studied them over a
wide range of electric field strengths, ranging from the linear
response regime to the strongly nonlinear regime. Our main findings
can be summarized as follows: High electric fields significantly
affect the relative orientation of neighboring CCN molecules.
Interestingly, however, the structure of the hydrogen bond network
is remarkably robust and hardly changes even in the nonlinear
regime.

Our paper is organized as follows. In the next section, we
describe the simulation methods and the main analysis tools;
Additional information can be found in the supplementary informa-
tion (SI). Then, in Comparison of Force Fields section, we discuss
the results of the force field comparison, which motivates the choice
of force field33 used for the main study. The results of the main study
are presented in Impact of Electric Fields on CCN-Water Mixtures
section. We conclude with a summary in Summary and Conclusions
section.

Methods

We performed classical atomistic molecular dynamics (MD)
simulations of pure CCN and CCN-water mixtures in the bulk
(periodic boundary conditions) with different CCN concentrations
(xCCN) using the GROMACS 2018.1 simulation package.46 Unless
stated otherwise, we use the rigid SPC force field47 for water, the
force field by Kowsari and Tohidifar33 for CCN, and the Lorentz-
Berthelot mixing rules to determine the mixed potential terms. The
Comparison of Force Fields section also shows results at E= 0 for
other CCN force fields30–33 and for the TIP4P water model48 for
comparison.zE-mail: asourpis@uni-mainz.de; friederike.schmid@uni-mainz.de
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The macroscopic electric field E points in the x direction. It
contributes an extra force qiE in the equations of motion of atoms i
with charges qi. We note that E is different from the so-called
“applied field” E0, which is also sometimes used in the literature to
characterize electric field effects. In a setting where the electric field
E is assumed to be generated by a parallel plate capacitor, E0

denotes the electric field in a reference capacitor with same geometry
and same surface charges, but which is empty inside instead of being
filled with the (dielectric) CCN-water mixture. (In an empty
reference capacitor with same geometry and same applied voltage,
the electric field is still E). In order to perform molecular dynamics
simulations at constant E0, one must add a force term that couples to
the polarization of the system.49–51 In our system, however, we
found such simulations to suffer from large finite size effects,
therefore we only show results for constant E here.

The numbers of CCN and water molecules depend on the CCN
concentration and were chosen such that, at the pressure of 1 bar,
simulation boxes roughly had the size 5× 5× 5 nm3 (see equilibra-
tion protocol below). For example, simulations at x 0.75CCN =
correspond to 1216 CCN molecules and 406 water molecules, while
675 CCN molecules and 2028 water molecules were used in
simulations at x 0.25CCN = .

The time step used in the simulations was 1 fs. The LINear
Constraint Solver (LINCS) algorithm52 was used to constrain bonds
involving hydrogen in the CCN molecule. This was done to improve
the stability, since simulations with the Koverga potential32 were
found to sometimes crash if such constraints were not applied. The
temperature was kept constant using the V-rescaling coupling
method53 with a relaxation time constant of 0.2 ps. Simulations at
constant pressure (NPT) were done using the Parrinello-Rahman
barostat with a time constant of 2.0 ps. Short range interactions such
as the van-der-Waals interactions were cut off at 1.4 nm. The long-
range electrostatic interactions were evaluated using the particle
mesh Ewald (PME) method54 with parameters 1.4 nm for the short-
range part and grid spacing 0.12 nm for the Fourier part, using a
fourth order interpolation scheme. The long-range forces and the
Verlet lists used for neighbor searching were updated every 10 fs.

All simulations were initialized by first filling a simulation box
with the desired number of CCN molecules from a single CCN
configuration taken from the Protein Data Bank55 using the
PACKMOL software.56 Geometric overlapping was eliminated via
an energy minimization step using the steepest descent algorithm.
The CCN system was then solvated with water molecules using
GROMACS, followed by another energy minimization step. The
energy minimization steps were done at zero electric field. Then the
electric field was turned on, if applicable, and the systems were
equilibrated via a series of alternating simulations at constant
volume (NVT ensemble) and constant pressure (NPT ensemble):
(i) An initial equilibration over 10 ns in the NVT ensemble at
T= 298 K; (ii) An NPT simulation over 25–35 ns at the pressure of
1.0 atm, in order to adjust the size of the simulation box; (iii) A final
equilibration in the NVT ensemble over 25 ns. Production runs had a
total length of 100 ns. In the force field comparison simulations
described in Comparison of Force Fields section, the initial
equilibration (i) included an NVT simulation of 10 ns at temperature
T= 400 K followed by an annealing procedure from T= 400 K to
T= 298 K over 10 ns.

After equilibration, NVT simulations over 100 ns were carried
out for data collection and analysis (5–10 ns in the force field
comparison). To assess the characteristic time scales of our system,
we have computed the dipole time autocorrelation function for
CCN molecules, see Fig. 1. It is found to decay to zero within 100
ps. The total simulation time in the production runs thus corre-
sponds to more than 104 rotational relaxation times of CCN. In
these, we used the last 15 ns for determining radial distribution
functions, the last 25 ns for determining combined distribution
functions (see below), and the full 100 ns for carrying out the
analysis of hydrogen bond networks.

Specifically, the radial distribution function of particles A and B
is defined by
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where ρB(r) is the particle density of type B at a distance r around
particle A. The normalization factor 〈ρB〉 is determined from the
particle density of type B particles, averaged over all spheres around
particles A with radius r L 2max = where L is the simulation box
length.

As another quantity to characterize the local structure of our
fluids, we calculate the combined distribution function (CDF) of
angular and radial correlations of CCN molecules. We analyze the
last 25 ns of the production runs to obtain the CDF using the
Travis trajectory analyzer.57 The CDF is defined as:
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where rij is the distance between the center of masses of the ith and
jth CCN molecules and the mutual orientation is defined by θij, the
angle between CCN “molecular” vectors. These vectors are defined
for each CCN molecule as the vector connecting the carbon atom of
the CH3 group with the nitrogen atom.

Comparison of Force Fields

As mentioned in the introduction, several CCN force fields have
been proposed in the literature,28–33 both united-atom models29 and
all-atom models with explicit hydrogen.28,30–33 In preparation of our
study, we have thus compared the four more recently proposed force
fields30–33 by carrying out simulations of systems with different
CCN concentrations at zero electric field and comparing the
structural and thermodynamic properties to experimental data and
available ab-initio simulations.21 In addition, we have also compared
results obtained with two different established water models, namely
the three-site rigid SPC model47 and the four-site TIP4P model.48

All CCN models considered in this work are all-atom models and
use the AMBER functional form.58 The intramolecular interactions

Figure 1. Autocorrelation function of CCN dipoles at zero electric field and
CCN concentration x 0.75CCN = . This simulation was done using the
Kowsari force field33 and SPC water.
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include harmonic bonding and bending contributions, but no
torsional potential and the non-bonded potentials include Lennard-
Jones and Coulomb potentials. The force fields by Grabuleda et al.30

and Nikitin and Lyubartsev31 are based on the AMBER model
parameters and were tuned to either fit structural properties and
density of pure CCN or reproduce experimental CCN-water mixture
densities, the heat of evaporation and dielectric properties. Koverga
et al.32 developed an entirely new set of parameters to focus on the
structural, dynamic, and thermodynamic properties of pure CCN.
Most recently, Kowsari et al.33 recalibrated the AMBER-based
models to reach an agreement with dynamical properties such as
the self-diffusion coefficient and thermodynamic properties of pure
CCN while providing an appropriate qualitative description of the
liquid CCN structure.

Density.—We begin with comparing the density of the mixtures
at different CCN mole fractions xCCN as obtained with the different
force fields. The results are given in Table I. The best agreement
with experiments is obtained with the Nikitin and the Kowsari force
fields. Specifically, the results for the Kowsari force field combined
with TIP4P water are in excellent agreement with the experimentally
reported density values for all liquid-water mixtures except pure
CCN. When combined with the SPC water model, the agreement
between simulations and experiment is still very good.

Radial distribution functions.—Next, we consider the radial
distribution functions (RDFs) (see Eq. 1), which allow us to
understand how CCN and water molecules are, on average, radially
packed with respect to each other.

Figures 2, 3 and 4 show selected RDFs for atom pairs between
CCN and water molecules, comparing ab-inition simulations of
Chen and Sit21 and our results obtained with the classical force
fields30–33 and SPC water. (Additional data for RDFs can be found in
the SI). These data can be used to evaluate our classical force fields.

In the case of the correlation function involving nitrogen (Figs. 2
and 3), all force fields roughly capture the basic structure of the
RDFs and the positions of the peaks and minima. The height of the
first peak is generally too high in the simulations with the Nikitin
and Koverga force fields31,32 and lowest in the simulations with the
Kowsari force field.33 At high CCN concentrations, the RDFs
obtained with the Kowsari force field are in very good agreement
with the ab-initio reference data. In the case of the correlation
functions H-OW between CCN hydrogen and water oxygen, the
comparison of classical force field simulations with the ab-initio
reference simulation is less favorable: The RDFs obtained from
classical simulations are much more structured than the reference
ones from the ab-initio simulations. In particular, they exhibit a peak
at distance r= 0.25 nm for all CCN concentrations which is absent
in the ab-initio simulations. However, this peak is less pronounced in
the simulations with the Kowsari force field33 than in the other
simulations.

We conclude that the Kowsari force field33 captures the local
structure of water/CCN mixtures better than the other force fields
and therefore choose to use this force field for the subsequent

studies that will be described in the next section. For reasons of
computational efficiency, we combine this with the SPC water
model, which is computationally much less expensive than the
TIP4P water model and produces less noisy data in runs of similar
length.

Impact of Electric Fields on CCN-Water Mixtures

We turn to discuss the effect of macroscopic electric fields on the
properties of CCN/water mixtures. Here, we focus on systems with
the CCN mole fraction x 0.75CCN = , i.e. high CCN content, a
composition that is interesting for use in electrolysis cells. As
discussed in the previous section, we use the Kowsari CCN force
field33 in combination with the SPC water model. For the conve-
nience of the reader, the force field parameters of the CCN force
field are summarized in Tables S1 in SI.

Polarization.—As our system contains no free charges, but
molecules with a large dipole moment mi, the most obvious effect
of a macroscopic field E is to orient the dipoles. We define the total
dipole moment as M= ∑imi and also consider separately the
contributions MCCN and MH O2 of acetonitrile and water. The
polarization of the system (in the absence of free charges) is then
given by P=M/Ω, where Ω is the volume of the system.

Since the system contains no free charges, just well-defined
dipoles, the additional electrostatic energy associated with a spatially
homogeneous electric field E can simply be written as59

ΔHE =− ∑iE ·mi =− E ·M, and the total energy of a given
configuration  is given by

H H E M. 30 ( ) = ( ) − · [ ]

Here H0 ( ) refers to the energy of the same configuration  in the
absence of a macroscopic field. This expression (3) also remains
valid if the amplitudes ∣mi∣ of molecular dipoles are affected by the
electric field and even if the molecular dipoles are induced by the
field. We note that the situation is more complicated if a system
contains free charges such as ions. In this case the correct expression
for the polarization P is less obvious and the treatment of periodic
boundary conditions requires extra care.60,61

For small macroscopic electric fields, the energy contribution (3)
can be treated as a perturbation and linear response theory can be
applied. In the linear regime, one thus expects the thermal average of
the polarization to be given by

P
E

MM 4linear E 0
β〈 〉 =
Ω

〈 〉 [ ]=

where β= 1/kBT is the Boltzmann factor and MM refers to the
tensor product MiMj. The corresponding equation also holds for the
individual contributions of water and CCN to the total polarization if
M is replaced by MH O2 and MCCN , respectively.

Figure 5 shows the simulation results for the polarization
(symbols) and compares them with the linear response prediction,
Eq. 4. From these curves, one can infer that the linear regime extends

Table I. Density (kg/m3) at pressure 1 bar obtained from simulations with different CCN and water force fields as indicated and compared to
experiments.

Force field 0.10 0.50 0.90 neat CCN
xCCN

Kowsari33/SPC47 939.7 ± 0.03 840.6 ± 0.1 795.6 ± 0.1 788.6 ± 0.3
Kowsari33/TIP4P48 957.8 ± 0.1 845.6 ± 0.1 793.8 ± 0.1 788.6 ± 0.1
Koverga32/SPC47 938.3 ± 0.06 834.3 ± 0.1 779.6 ± 0.2 770.7 ± 0.2
Koverga32/TIP4P48 956.8 ± 0.03 842.0 ± 0.2 781.0 ± 0.1 770.7 ± 0.2
Nikitin31/SPC47 933.3 ± 0.04 846.0 ± 0.1 789.3 ± 0.1 773 ± 531

Grabuleda30/SPC47 922.2 ± 0.09 796.0 ± 0.07 742.2 ± 0.06 735.3 ± 530

Experiment2 958.6 845.1 786.3 776.7
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up to roughly ∣E∣∼ 0.1 V nm−1. In the nonlinear regime, the curves
for the polarization versus macroscopic field flatten. The crossover
from linear to nonlinear becomes even clearer if one inspects the
susceptibility χ(E), defined via P= ε0χ(E)E as the ratio of the
polarization and the macroscopic field, which is shown in Fig. 6a as
a function of E. It is initially constant (χ≈ 35) and then decays with
a quasi constant slope (χ(E)≈ 38− 24 E nm/V) for field amplitudes
higher than E∼ 0.15V/ nm. Comparing the corresponding dielectric
constant in the linear regime εr= 1+ χ≈ 36, with the experimental
value62 for acetonitrile/water mixtures at 75% CCN and temperature
25◦, 45r,expε ≈ , one finds that it is of similar order, albeit a bit too
low. The difference can partly be attributed to the fact that the
simulations can only capture the reorientation contribution to ε,
since we use a non-polarizable force field. In the nonlinear regime,
the dielectric constant, defined via D= εrε0E, is still isotropic and
decreases with E following εr(E)= 1+ χ(E) (see also Eq. (22)
in Ref. 50). However, the electrostatic interactions between free

charges in the system are governed by an effective dielectric tensor
which is anisotropic (see SI for the derivation). Its components are
given by r r,effε ε=⊥ perpendicular to the macroscopic field, and

E1r
d

,effε χ= + ( )∣∣ parallel to the field, where χd is the differential

susceptibility, E P Ed dd 1

0
χ ( ) =

ε
. Figure 6b shows εr along with

r,effε ∣∣ and r,effε⊥ . We note that r,effε ∣∣ almost decays to one at high
macroscopic fields Ex. This is consistent with the results of Daniels
et al. for pure CCN,24 who exploited the fluctuation relation

P Pd
E E

2 2χ ∝ 〈 〉 − 〈 〉 and calculated r,effε ∣∣ directly from the polariza-
tion fluctuations.

We should note that the highest fields in Fig. 5a most likely
exceed the dielectric strength of the mixture, i.e. the field amplitude
where dielectric breakdown sets in. The dielectric strength of pure
water is around ∣E∣db ∼ 0.07 V nm−1 in the bulk and can reach
values of ∣E∣db ∼ 0.4 V/nm or more in narrow gaps.63

Figure 2. Radial distribution function of nitrogen N of acetonitrile and the oxygen O of water for different mole fraction as indicated for each plot, where force
fields Nikitin31 Grabuleda,30 Kalugin32 Kowsari33 are compared to ab-initio results.21
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Local structure and correlations.—Having identified the linear
response regime, we now search for signatures of nonlinear behavior
in the local correlations of the water/CCN mixture. Figure 7 shows
radial distribution functions g(r) for selected atom pairs, namely,
nitrogen/hydrogen water and nitrogen/nitrogen, over a wide range of
applied electric fields E. The influence of the electric field on g(r)
turns out to be almost negligible as also observed in methanol/water
mixtures.39 The different curves are almost identical in the case of
atom pairs between CCN and water, and still very close to each other
in the case of atom pairs between two CCN molecules. The pair
distribution functions of other atom pairs, shown in SI, confirm this
picture.

This however changes when we inspect the orientational correla-
tions of CCN molecules. As discussed in the introduction, experi-
mental as well as computational studies suggest that neighboring
CCN molecules have a tendency to adopt an antiparallel orientation,
regardless of whether they are in a pure or solvated state.10,21–23,26,32

We use the combined distribution function (CDF) of angular and
radial correlations to gain insight into the mutual orientation of the
CCN molecules and how the distance between their center of masses
affects these orientations, see Eq. 2 in Methods section. The CDF
allow us to understand how the molecules arrange not only in a
radial manner, but also how they orient relative to each other. We
evaluate this function up to a distance of 0.6 nm, corresponding to
the onset of the first minimum in the radial distribution function of
the center of masses of CCN (Fig. S12 in SI). Figure 8 shows our
results for zero applied field, E= 0. The CDF, gCDF(r, θ), has a
maximum at θ= 180° and r∼ 0.37 nm, corresponding to configura-
tions where the closest neighbors are at a distance of around 0.37 nm
and the mutual orientation of CCN molecules is antiparallel. Earlier
studies of pure CCN liquids10,23 have reported a second peak
suggesting an additional preference for perpendicular orientations
with head-tail orientation. This peak is absent in our simulations of
CCN/water mixtures.

Figure 3. Same as Fig. 2 for nitrogen atoms in CCN and hydrogen atoms in water.
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In the presence of high macroscopic electric fields, the orienta-
tion correlation between neighboring CCN molecules changes
qualitatively. This is demonstrated in Fig. 9, which shows contour
plots of the CDF between first neighbor molecules (same as Fig. 8)
for three different applied fields, ∣E∣= 0.1 V nm−1nm, 0.2
V nm−1nm, and 0.3 V nm−1nm. With increasing macroscopic field,
the peak corresponding to the antiparallel orientation gradually
disappears, and instead, a peak at θ= 0° (parallel orientation)
emerges. The change in orientation explains the slight changes in
the radial distribution function g(r) of atom pairs between two CCN
molecules as a function of the electric field in Figs. 7b and S9 in SI.

In order to assess whether this is a nonlinear effect, we have
computed the integrated angular correlation function, which we

define as the radial integral r g rd ,
r

CDF0

cut∫ θ( ), where the upper

limit, rcut = 0.6 nm corresponds to the first minimum of the center-
of-mass correlation of CCN molecules as discussed above. The
result is shown in Fig. 10. The curves clearly show the gradual

transition between a state where neighboring CCN molecules mostly
show an antiparallel orientation to a state where they are mostly
parallel to each other. They also demonstrate that this is clearly a
nonlinear effect: Initially, for small fields, the integrated angular
correlation functions are roughly independent of the applied field.
Around E∼ 0.1 V nm−1, they start to change such that the integrated
CDF at θ= 0° (parallel orientation) grows at the expense of the
integrated CDF at θ= 180° (antiparallel orientation).

Hydrogen bond network and micro-heterogeneities.—Finally,
we study the structure of the hydrogen bond network in our
mixtures, which can give indirect information on potential channels
for proton transport in the system. Since classical molecular dynamic
simulations do not explicitly account for proton delocalization, the
first problem consists in identifying hydrogen bonds or potential
hydrogen bonds in classical configurations. Different hydrogen bond
definitions have been proposed in the literature.64,65 In the present

Figure 4. Same as Fig. 2 for oxygen atoms in water and hydrogen atoms in CCN.
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study, we use the CHIMERA66 software to identify the hydrogen
bond network. The CHIMERA tool applies a geometric criterion to
compute a three dimensional hydrogen bond distribution, and
therefore a probability of hydrogen-bond formation, for each
hydrogen-bonding site.67 Some more details can be found in SI.
Once we have identified hydrogen bonds, we can identify clusters
and represent hydrogen bond networks via graphs, where the nodes
correspond to hydrogen donor and/or acceptor molecules and the
edges to hydrogen bonds. We note that in rare cases, the CHIMERA
software may assign two hydrogen bonds to the same CCN
molecule, see Fig. 11c. Even though such complexes do exist,68

the CHIMERA assignment in such cases is most likely wrong.
Nevertheless, the analysis provides a useful tool to evaluate the
geometric network of the molecules in the system.

Figure 11 shows representative examples of two-dimensional
graph descriptions of the hydrogen bond network for CCN-water
mixtures at CCN concentrations of (a) x 0.25CCN = and (b)
x 0.75CCN = . Every node represents a molecule, either CCN or
water, and every connecting line corresponds to a hydrogen bond. In
addition, these clusters might contain cycles of hydrogen-bonded
chains. For low CCN concentrations, a single large graph dominates
containing many interconnected cycles, whereas tree graphs are
abundant at high CCN concentrations. Dangling ends, in this case,
mostly correspond to CCN molecules where further hydrogen
bonding is impossible. These observations are similar to those
reported in Ref. 36 for water/methanol mixtures.

To describe microheterogeneities in these binary mixtures, it is
useful to identify sub-classes of hydrogen-bonded clusters inside the

Figure 5. Total polarization (a), (b) and corresponding CCN (c) and water contributions (d) as a function of the macroscopic field. The solid lines show the
linear response value obtained from Eq. 4.

Figure 6. (a) Ratio 〈Px〉System/(Eε0) as a function of the macroscopic field. The dashed lines illustrate the crossover from a constant behavior to a linear decay.
(b) Resulting dielectric constant and effective dielectric constant.
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simulation box.69 The first sub-class represents the largest cluster,
and the other sub-classes represent the smaller ones. Figure 12
shows one example of a large cluster in a configuration taken from a

trajectory of 100 ns at CCN mole fraction x 0.75CCN = in graph
representation (a) and in real space (b). One can clearly see that the
water molecules in the hydrogen-bonded cluster are mainly inside,
and partially surrounded by CCN molecules. Panel (c) in the same
figures specifically highlights molecules that belong to cycles in
hydrogen-bond network. We note that in rare cases, the Chimera
may wrongly assign two hydrogen bonds to the same CCN
molecule. This can be seen in one of the cycles (light red) which
contains, shown as largest bead, a CCN molecule.

To quantify the properties of the hydrogen bond network and the
impact of macroscopic electric field, we have calculated histograms
of the number of molecules Nmolecules in the largest hydrogen bond
cluster of the configurations at x 0.75CCN = . The results are shown
in Fig. 13. The curves exhibit a pronounced maximum around
Nmolecules ∼ 60, followed by a long tail that decays to zero at
Nmolecules ∼ 200− 250. The total number of water molecules in
these configurations is around 2000, hence even the largest cluster
contains only a small fraction. Apart from a very small shift to larger
Nmolecules, the shape of the curves is almost unaffected by macro-
scopic fields.

Furthermore, we have also analyzed the cycles (see Fig. 12c) in
the largest clusters of our configurations and evaluated histograms of
the number of molecules that constitute a cycle. The results are
shown in Fig. 14. Our results for electric field zero (E= 0) are
consistent with an earlier study of Bergman and Laaksonen,15 who
determined histograms for the lengths of all cycles in the hydrogen
bond network of water/CCN mixtures. The shape of the histograms
is very similar, and Bergman and Laaksonen also report a maximum
at cycle length five. Here, we find that applying a macroscopic field

Figure 7. Radial distribution functions at x 0.75CCN = for different electric fields as indicated between (a) nitrogen and water hydrogen, and (b) two nitrogens.

Figure 8. Combined distribution functions (CDFs) between the center of
mass of CCN first neighbors and the θ angle between vectors defined along
the CCN molecules in CNN-water mixtures at E = 0.

Figure 9. Same as Fig. 8 for different macroscopic fields E as indicated.
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has no impact at all on the distribution and number of cycles in the
largest cluster.

Summary and Conclusions

In the present work, we have studied the impact of macroscopic
electric fields on the structure of water/acetonitrile mixtures. We find
that these systems exhibit a nearly linear response to electric fields
up to field amplitudes of around E∼ 0.1 V/nm. The most prominent
signature of nonlinear behavior is a reorientation of neighboring
CCN molecules from antiparallel, which is predominant at field zero,
to parallel, which dominates at very high fields. However, the
characteristics of the hydrogen bond network seem largely unaf-
fected by this up to electric field strengths which are high above the
dielectric breakdown limit in real systems.

In this context, we have also investigated the signatures of
microheterogeneities in the hydrogen bond network of the water/
acetonitrile mixtures at high acetonitrile content. We found that the
connected hydrogen bond clusters in the mixtures correspond to

compact clusters in real space which are partially surrounded by
acetonitrile molecules, which correspond to dangling ends in the
graph representation of the cluster. This supports the view that
acetonitrile acts as a confinement matrix for water clusters.

The present study was partly motivated by a recent intriguing
observation in narrow-gap electrolysis cells,70 where it was found
that such mixed solvents may support currents even in the absence of
supporting electrolyte if the gaps are very small, i.e. the applied
fields are high. In these experimental settings, the gap width is of the

Figure 10. Radially integrated combined distribution function from Fig. 9 at the two angles θ = 0° and θ = 180° as a function of macroscopic field Ex. The right
panel shows a blowup at small macroscopic fields Ex.

Figure 11. Examples of planar representations of hydrogen bond networks
via graphs. Each node corresponds to a molecule of water or acetonitrile. For
every mole fraction, the hydrogen bond network forms clusters. Panel (a)
shows an example for a configuration at x 0.25CCN = containing one large
and highly interconnected cluster and several rather small clusters. Panel (b)
shows an example for a configuration at x 0.75CCN = showing many smaller
elongated and often tree-like clusters.

Figure 12. Example of a large hydrogen-bonded cluster in a CCN-water
mixture at xCCN = 0.75, as determined by the Chimera tool.66 (a) Graph
representation. Dangling ends correspond to CCN molecules. Different
cycles in the graph are marked by different colors. (b) Real space all-atom
representation of the molecules belonging to this network. Oxygen atoms in
water are red, and nitrogen atoms in CCN are blue. (c) Real space coarse-
grained representation of cycles inside the same graph. Every bead
corresponds to a molecule. Different colors correspond to different cycles,
the color coding is the same as in (a). The largest bead represents a CCN
molecule, which is part of a cycle because two hydrogen bonds were
assigned to it (most likely wrongly, see text).
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order of millimeters and the fields thus never exceed 1 V/μm, which
is deep in the linear response regime according to the present study.
Our study does not provide any evidence of significant structural
changes in this regime. Therefore, we must conclude that we cannot
explain the experimental results. Further studies will be necessary
which possibly will have to include the effect of electrodes and
impurities.
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