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Identifying phase boundaries of interacting systems is one of the key steps to understanding
quantum many-body models. The development of various numerical and analytical methods has
allowed exploring the phase diagrams of many Hermitian interacting systems. However, numerical
challenges and scarcity of analytical solutions hinder obtaining phase boundaries in non-Hermitian
many-body models. Recent machine learning methods have emerged as a potential strategy to learn
phase boundaries from various observables without having access to the full many-body wavefunc-
tion. Here, we show that a machine learning methodology trained solely on Hermitian correlation
functions allows identifying phase boundaries of non-Hermitian interacting models. These results
demonstrate that Hermitian machine learning algorithms can be redeployed to non-Hermitian mod-
els without requiring further training to reveal non-Hermitian phase diagrams. Our findings es-
tablish transfer learning as a versatile strategy to leverage Hermitian physics to machine learning
non-Hermitian phenomena.

Introduction. The interplay between various degrees
of freedom in many-body systems results in the emer-
gence of novel phases of matter, including superconduct-
ing [1–6], Mott insulating [7–11], nematic [12–16] and
topological [17–22] phases. Due to their inherent com-
plexity, these systems are often studied computation-
ally, using, e.g., quantum Monte Carlo methods [23–
25] and tensor network approaches [26–28]. In recent
years, machine learning methods [29, 30] have provided
a complementary strategy to rationalize phases of mat-
ter, often in combination with conventional quantum
many-body methods. The demonstrations of these roles
played by machine learning methods in tackling many-
body problems results in characterizing different phases
of matter [31–40], deep learning of the quantum dynam-
ics [41–44], obtaining many-body wave functions [45–49],
and optimizing the performance of computational simu-
lations [50].

Exploring correlated physics in open quantum systems
attracts great interest mainly because of the systematic
treatment of loss and gain in these systems, which quanti-
tatively reproduces experimental observations[51–55]. In
recent years, along with brute force studies of open quan-
tum systems, understanding their effective descriptions
based on non-Hermitian physics get momentum [56–61].
The studies of non-Hermitian models have initially fo-
cused on single-particle models [62–78], and its extension
to the fully interacting realm has also gained attention
recently [79–95]. Aside from these case studies, unrav-
eling the physics of interacting non-Hermitian systems
remains an open challenge due to the scarcity of ex-
actly solvable models, and as conventional (Hermitian)
many-body methods cannot be directly applied to the
non-Hermitian limit. Specifically, obtaining the phase
boundaries, understanding the stability of certain phases
against non-Hermiticity, and characterizing exotic phases
with no Hermitian counterparts remain in general open
problems. Similar to the realm of Hermitian physics, ma-
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Figure 1. Non-Hermitian transfer learning: Schematic
illustration of the transfer learning methodology from Hermi-
tian models to non-Hermitian physics. As an input, for each
point of the phase diagram of the Hermitian model, short-
range two-point (solid lines) and four-point (dashed lines)
correlation functions are computed (Eqs.(4) and (5)). The
generated correlators for Hermitian systems are used to train
a machine learning architecture, which in turn allows predict-
ing the phase diagram from short-range correlators of the non-
Hermitian model. The machine learning methodology allows
extracting quasi-degeneracies and correlation entropies from
the short-range correlators of the non-Hermitian model.

chine learning methods, and specifically supervised [96–
99], unsupervised [99, 100], and graph-informed meth-
ods [101] allowed to identify various phases of non-
Hermitian non-interacting systems. In these methodolo-
gies, the inputs to train learning models are collected
from non-Hermitian noninteracting systems and are used
to characterize non-Hermitian phase diagrams. As com-
putational methods for Hermitian interacting models are
numerically less demanding and more stable than their
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Figure 2. Hermitian interacting model: The phase di-
agram of the Hermitian many-body model with L = 16 on
the U/t − η plane at δ = 0.0. The results in (a) and (b)
are calculated by exact diagonalization. Panels (c,d) use a
machine learning architecture that uses solely two-point cor-
relation functions as input. In contrast, panels (e,f) use an
architecture trained on both two-point and four-point corre-
lation functions. The quasi-degeneracy in (c,e) is treated as
a discrete classifier for [χ], while it is treated as a regression
problem in (d,f). The boundaries in the thermodynamic limit
are shown by cyan dashed lines.

non-Hermitian counterparts, learning phase diagrams of
non-Hermitian many-body systems from Hermitian cor-
related models would open up a promising strategy to
leverage many-body methods developed for interacting
Hermitian models.

In this manuscript, we show that machine learning
methods purely trained on Hermitian many-body data
can predict interacting regimes in non-Hermitian inter-
acting models. For concreteness purposes, we explore
the different regimes of the non-Hermitian dimerized
Kitaev-Hubbard chain using machine learning techniques
schematically shown in Fig. 1. Here, we collect vari-
ous correlation functions, orders of quasi-degeneracies,
and correlation entropies at different parameter regimes
of the Hermitian limit of our model. Using this input,
we demonstrate that non-Hermitian regime crossovers
can be identified using a machine-learning methodol-
ogy trained on short-range Hermitian correlation func-
tions. The outcomes of these supervised learning schemes
are degrees of quasi-degeneracies and correlation en-
tropies, which can characterize various regimes of the
non-Hermitian model. Our findings reveal that employ-
ing correlation entropy as a classifier allows character-
izing all regimes of the system. Our machine-learning
approach reliably learns various regimes that share simi-
larities with the Hermitian model. Our method also suc-
cessfully delineates the regime crossovers even when the
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Figure 3. Non-Hermitian interacting model: The
regimes of the non-Hermitian many-body model with L = 16
on the U/t − η plane at δ = 0.5. The results in (a) and (b)
are calculated by exact diagonalization. The regimes in (c,d)
are obtained using architectures trained by two-point corre-
lations, whereas (e,f) are trained on both two-point and four-
point correlation functions. The quasi-degeneracy in (c,e) is
treated as a discrete classifier for [χ], while it is treated as
a regression problem in (d,f). The boundaries in the ther-
modynamic limit are shown by cyan dashed lines and black
dashed-dotted lines. It is observed that while two-point cor-
relators fail to predict the non-Hermitian regimes in (c), the
inclusion of four-point correlators recovers accurate regime
crossovers (e).

correlation effect in the non-Hermitian interacting model
deforms the Hermitian phase diagram.
Non-Hermitian interacting model. We focus on an in-

teracting non-Hermitian model whose phase boundaries
can be solved exactly in the thermodynamic limit [91].
The non-Hermitian dimerized Kitaev-Hubbard Hamilto-
nian on a chain with length L is given by

H =−
L−1∑
j=1

[
tj

(
c†jcj+1 + c†j+1cj

)
+∆j

(
c†jc

†
j+1 + cj+1cj

)]

+

L−1∑
j=1

(Uj − iδj) (2nj − 1) (2nj+1 − 1) , (1)

where c†j (cj) is a creation (annihilation) operator for
spinless fermion at site j associated with the fermion
density nj = c†jcj . Here tj , ∆j , and Uj − iδj de-
note, respectively, real-valued dimerized hopping ampli-
tude, superconducting pairing amplitude, and complex-
valued Hubbard interaction strength. Considering the
site-independent parameter O ∈ {t,∆, U, δ}, Oj ∈
{tj ,∆j , Uj , δj} for 1 ≤ j ≤ L reads Oj = O(1 − η) if
jmod2 = 0 and Oj = O(1 + η) if jmod2 = 1, where η
is the real-valued dimerization parameter.
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Figure 4. Correlation entropy predictions: The regimes
of the non-Hermitian many-body model with L = 16 on the
U/t−η plane at δ = 0.0 (a,c,e), 0.5t (b,d,f). The trained mod-
els are obtained using the Hermitian datasets with δ = 0.0.
The color bar denotes Ccorr. The regimes panels (c,d) are ob-
tained using the machine learning model trained by two-point
correlation functions, whereas (e,f) are trained on both two-
point and four-point correlation functions. The boundaries in
the thermodynamic limit given in the main text are shown by
cyan dashed lines and black dashed-dotted lines.

The Hamiltonian in Eq. (1) is exactly solvable when
∆ = t. At this parameter regime, the interacting model
can be mapped to a quadratic fermionic model upon suc-
cessive two Jordan-Wigner transformations and a spin ro-
tation [91]. Through this procedure, one can show that
the spectrum of the effective quadratic Hamiltonian un-

dergoes gap closure upon setting U
t = ±

√∣∣∣ δ2t2 − (1±η)2

(1∓η)2

∣∣∣,
and U

t = ± 1±η
1∓η . These relations ensure the closure of

the real-line gaps and the appearance of zero degenera-
cies in the imaginary part of the spectrum, respectively.
Note that these two equations coincide when the non-
Hermiticity parameter vanishes, i.e., δ = 0.

AsH respects the charge conjugation symmetry, eigen-
values come in pairs such that the set of all energies sat-
isfy {ε} = {ε∗}. This implies that degeneracies of phases
can be merely obtained by vanishing real parts of the
spectrum. In a finite system, finite size effects will give
rise to small splitting between degenerate states in the
thermodynamic limit. For finite models, it is thus conve-
nient to define the quasi-degeneracy χ given by

χ =
∑
α

e−λ|εα−ε0| (2)

with εα being the αth eigenvalue, and ε0 the ground
state [102]. The parameter λ controls the energy reso-
lution of the quasi-degeneracy, which in the limiting case
limλ→∞ limL→∞ χ becomes the thermodynamic degener-

acy of the ground state [103]. We will focus our analysis
on system sizes with L = 16, that are large enough to
show different transition regimes that would converge to
the different phases of the model in the thermodynamic
limit.
In addition to the quasi-degeneracy χ, we can charac-

terize the phase boundaries using the electronic correla-
tion entropy given by [34, 104–107]

Ccorr = − 1

L

L∑
j=1

sj log(sj), (3)

where 0 ≤ sj ≤ 1 is the jth eigenvalue of the cor-
relation matrix. The elements of the correlation ma-
trix Cmat are two-point correlation functions that read

Cmat
ij = |det[

∑[χ]
ll′ ρ

ll′

ij ]| with ρll
′

ij = ⟨Ψl|c†i cj |Ψl′⟩, where
Ψl is the lth eigenstate on the ground state manifold, and
[χ] is the closest integer to χ. The correlation matrix Ccorr
measures many-body entanglement and vanishes in sys-
tems described by Hartree-Fock product states [34, 108–
111]. It is worth noting that while superconducting states
can be represented as a product state in the Nambu ba-
sis, the previous definition of correlation entropy yields
a finite value for superconducting states. Large values
of Ccorr in certain regions of the phase diagram imply
that the system cannot be represented by a Hartree-Fock
product state.
Machine learning methodology. We now present the

machine learning methodology to learn the different
regimes of the interacting models, taking as target func-
tions χ and Ccorr. The input of our machine-learning
algorithm corresponds to short-range many-body corre-
lators in the form of two-point and four-point correlation
functions given by

dij = ⟨c†i cj⟩[χ], fij = ⟨c†i c
†
j⟩[χ], (4)

kij = ⟨κijκ
†
ij⟩[χ], pij = ⟨ninj⟩[χ], (5)

where κij = cicj and ⟨Â⟩[χ] ≡ |det[
∑[χ]

ll′ All′ ]| with

All′ = ⟨Ψl|Â|Ψl′⟩. Here, i, j run on four neighboring sites
in the middle of the chain so that the algorithm relies
solely on short-range correlation functions. These corre-
lation functions are used to predict the quasi-degeneracy
χ and the correlation entropy Ccorr. We collect 20000
different non-Hermitian interacting realizations on the
(U/t, η) plane, taking the non-Hermiticity parameter as
δ ∈ {0, 0.5}. To predict the quasi-degeneracy, we explore
two strategies, the first one is based on transforming the
task in a classification problem for [χ], and the second
one is a regression problem for χ. The prediction of Ccorr
is treated as a regression problem. The details of our NN
architecture for each of these cases are presented in the
Supplemental Materials (SM) [112].

Results. We now present the predictions of different
regimes based on various correlators for our Hermitian
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and non-Hermitian limits. We start with the Hermi-
tian phase diagram shown in Fig. 2 (a,b). These pan-
els present the numerical regimes obtained with the ex-
act diagonalization method [113]. The finite-size effect
pushed the regime crossovers to smaller η values from the
phase boundaries in the thermodynamic limit, a feature
that can be systematically analyzed using finite size scal-
ing [91]. Performing this scaling gives rise to the thermo-
dynamic phase boundaries shown in the cyan lines [91].

The associated predicted regime crossovers using χ are
displayed in Fig. 2 (c,d,e,f). Here, we compare the true
(Fig. 2ab) and predicted (Fig. 2(c,d,e,f)) phase diagrams
obtained from training the NN model using the two-point
correlation functions (Fig. 2(c,d)) or the combination
of both two-point and four-point correlation functions
(Fig. 2(e,f)). The values of [χ] in Fig. 2(a,c,e) are dis-
crete, and the predicted results belong to different classes
of [χ]. In panels Fig. 2(b,d,f), a regression architecture
is used to predict χ, and the predicted results Fig. 2(d,f)
are obtained as a regression problem.

We now examine how the regimes of the non-Hermitian
interacting model can be deduced from short-range cor-
relators using a model trained by the Hermitian dataset
with δ = 0.0, as shown in Fig. 3. Fig. 3(c,d,e,f) shows
the predicted phase crossovers obtained by the algorithm
trained with Hermitian data, which should be compared
with true outputs of the non-Hermitian problem shown in
Fig. 3(a,b). Interestingly, the predicted results based on
two-point correlation functions based on a classification
architecture for [χ] (Fig. 3(c)) display a large discrepancy.
Such inaccurate prediction is eliminated by incorporat-
ing four-point correlation functions into the considered
observables, as shown in Fig. 3(e). We further note that
if we phrase the task as a regression problem, as shown
in Fig. 3(b,d,f), the predicted phase boundaries based on
training with two-point correlation functions are more re-
liable, as shown in Fig. 3(d). These results show that the
quasidegeneracy of the non-Hermitian model can be ex-
tracted from a model trained purely on Hermitian data.

Aside from χ, the different regimes can be character-
ized using the correlation entropy Ccorr both in Hermitian
δ = 0 and non-Hermitian δ = 0.5t systems as respectively
shown in Fig. 4 (a,b). Finite-size effects are reflected in
the deviations from the cyan lines, which are inherited by
the changes of [χ] that impact the definition of the corre-
lation entropy. Interestingly, Ccorr exhibits further tran-
sitions, quantitatively described by the analytic phase
boundaries. The absence of a finite size effect in different
regions of the parameter space, delineated by the black
dashed-dotted lines, signals the exponential convergence
towards the ground state due to finite correlation gaps.
Similar behavior is reported in Mott insulators [34, 114]
and magnetic vortex liquids [115]. In Fig. 4, we present
the various regimes for Hermitian (Fig. 4(a,c,e)) and non-
Hermitian (Fig. 4(b,d,f)) systems using a model trained
on Hermitian models with only two-point (Fig. 4(c,d)) or

the combination of two-point and four-point correlation
functions (Fig. 4(e,f)). Overall, all the thermodynamic
phase boundaries are qualitatively signaled by the corre-
lation entropy. In the non-Hermitian cases, we can iden-
tify some regions, mainly inside the black diamond-like
phase boundaries, featuring differences from the true re-
sults. These differences are reduced when including four-
point correlation functions in the training of the Hermi-
tian model; see also the SM [112]. It is worth noting that
the regions with the most discrepancies have a topologi-
cal superconducting nature, suggesting that phases with
topological and many-body effects require higher-point
correlation functions to be inferred with short-range in-
formation.

Our machine learning models trained only in Her-
mitian Hamiltonians can characterize the regimes of
non-Hermitian interacting systems. It is interesting to
note that, while we observe a general agreement, small
discrepancies between the machine learning predicted
regimes and the computationally exact ones can be ob-
served. This is because non-Hermitian many-body sys-
tems can show richer ground states than their Hermitian
analog due to the extent of their spectrum in the com-
plex plane. As a result, many-body wavefunctions in
non-Hermitian models are genuinely different from their
Hermitian counterparts, as these wavefunctions can span
different regions of the Hilbert space beyond the origi-
nal Hermitian training. Interestingly, this discrepancy
opens the possibility of using our machine learning algo-
rithms to directly identify non-Hermitian phases that do
not have a Hermitian counterpart.

Conclusion. To summarize, we have demonstrated a
transfer machine learning methodology whereby train-
ing on Hermitian many-body models allows us to predict
different regimes of interacting non-Hermitian quantum
many-body models. This opens the possibility of em-
ploying Hermitian many-body physics to understand the
phase boundaries of non-Hermitian systems, leveraging
solutions and methodologies currently only applicable to
quantum many-body models. Our findings reveal that
the prediction of quasi-degeneracy or correlation entropy
allows the identification of different regions in interact-
ing systems. Interestingly, these two methodologies are
affected in a qualitatively different manner for finite size
effects, with the correlation entropy showing the fastest
convergence to the thermodynamic limit. Our machine-
learning methodology relies on short-range correlation
functions, which open the possibility to potential deploy-
ments of our technique in experimental setups. Our re-
sults establish transfer learning as a promising strategy
to map regimes on non-Hermitian quantum many-body
models and to identify regimes featuring phenomena not
observable in Hermitian models.
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Berović, Adriano Amaricci, Massimo Capone, Lorenzo
De Leo, Giorgio Sangiovanni, and Luca De’Medici,
“Mott quantum critical points at finite doping,” Physi-
cal Review Letters 130, 066401 (2023).

[10] Sunghoon Kim, T Senthil, and Debanjan Chowdhury,
“Continuous mott transition in moiré semiconductors:
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Appendix A: Details on the architecture of neural
networks

In the main text, we have presented the outcomes of
our neural networks (NN). Here, we provide further de-
tails on how we build them up.

The architecture of our neural network (NN) consists of
1024/1024 hidden layers when the labels are Ccorr. When
χ sets the labels, we consider either a regression problem
with χ being treated as a real number or a classifica-
tion problem with χ limited to discrete values of {1, 2, 4}
which are analytical orders of degeneracies in different
phases. For the regression problem, the NN is built up
using 128/1024/2048/1024/128 hidden layers while it has
128/1024/3072/1024/128 hidden layers when the classi-
fication problem is explored. The different numbers of
hidden layers in NN architecture are attributed to the
(dis)continuousness of Ccorr (χ). It is clear that the NN
for the classification problem trains on more number of
parameters. The final layer of the NN is a single dense
layer to generate χ or Ccorr. For the classification prob-
lem, this last layer has a size of three associated with
three classes of {1, 2, 4}.
Our NN models are optimized using the Adam algo-

rithm [116] with a learning rate 10−6. The loss function
in the NN architecture is set to the mean absolute error
unless for the classification problem where the categor-
ical cross-entropy is chosen. The validation loss in the
training steps is always less than 0.005. Except for the
last layer, we used rectified linear unit (ReLu) as the ac-
tivation function. The last layer for training data has the
softmax activation function for the classification problem
and is set to linear activation function in other cases.

Appendix B: Comparing predicted and true phase
diagrams

To better understand the performance of the employed
learning method, we compare the predicted and true
phase diagrams. We note that the predicted phase di-
agram for the Hermitian model in Fig. 2 agrees quantita-
tively with the true phase diagram as shown in Fig. S1.
This quantitative agreement between the predicted and
true numerical results remains intact even when the non-
Hermiticity is finite; see Sec. C. This suggests that the
capability of NN in learning many-body effects is not
limited to the realm of Hermitian physics.

We, however, note that the differences between true

and predicted phase diagrams of the non-Hermitian case,
obtained using models on the Hermitian dataset display
more features. Figure S2 (a) and (d) display the differ-
ence between the true (indicated by superscript t) and
predicted phase diagrams using values of χ as the clas-
sifier. It is evident that a large portion of the phase di-
agram is incorrectly characterized where only two-point
correlation functions are used to train the model; see
panel (a). By employing both two-point and four-point
correlation functions, the predicted phase diagram is sig-
nificantly improved and merely small differences along
the phase boundary and around U = 0 remain.
If we train the NN model using continuous values of χ

as shown in panels (b) and (e), the predicted values using
only two-point correlation functions are more accurate
than in panel (a). Here, we again witness some discrep-
ancy from the true results around U = 0, U ≈ ±2t, or
around η = −1. The results are slightly modified when
four-point correlation functions are also used in training
the NN model as inaccuracies around large values of U
are eliminated.
When we employ Ccorr instead of χ, the predicted re-

sults in the absence (c) or presence (f) of four-point corre-
lation functions exhibit similar phase diagrams; although
in difference is less pronounced in the absence of four-
point correlation functions in panel (c). This might be
rooted in the nature of the correlation entropy which is
constructed from two-point correlation functions.

Appendix C: Predicting non-Hermitian phase
diagrams using non-Hermitian dataset

In the main text, we present the prediction of non-
Hermitian phase diagrams using NN models trained on
Hermitian datasets. There, we have detected some dis-
crepancies which we have attributed to the properties
of non-Hermitian wavefunctions. Here, we present the
prediction of non-Hermitian phase diagrams using NN
models trained on the non-Hermitian datasets with δ =
0.5t. Figure S3 displays the true (left column) and pre-
dicted (middle and left columns) phase diagrams. The
NN models are trained using two-point correlation func-
tions (middle column) or the combination of two-point
and four-point correlation functions (right column). The
employed labels for the data sets are the discrete val-
ues of χ (top row), the numerical values of χ (middle),
and Ccorr (bottom). In all panels, the phase diagrams are
quantitatively reproduced, as the differences between the
true (indicated by superscript t) and predicted values are
very tiny as shown in Fig. S4.
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predicated phase diagrams using only two-point correlation functions shown in Fig. 4 (b), (e), and (h). The bottom panels
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in Fig. 4 (c), (f), and (i).
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