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Many quantum algorithms rely on the measurement of complex quantum amplitudes. Standard
approaches to obtain the phase information, such as the Hadamard test, give rise to large overheads
due to the need for global controlled-unitary operations. We introduce a quantum algorithm based
on complex analysis that overcomes this problem for amplitudes that are a continuous function of
time. Our method only requires the implementation of real-time evolution and a shallow circuit
that approximates a short imaginary-time evolution. We show that the method outperforms the
Hadamard test in terms of circuit depth and that it is suitable for current noisy quantum computers
when combined with a simple error-mitigation strategy.

Introduction.— The complex phases of quantum am-
plitudes play an essential role in quantum algorithms [1–
5] and quantum sensing [6]. Many algorithms re-
quire measuring the relative phase between two quan-
tum states [7–14]. A common subroutine for this pur-
pose is the Hadamard test, which converts phase infor-
mation into probabilities by means of interference [15].
Despite impressive experimental progress, the Hadamard
test remains out of reach for most applications owing to
the challenge of implementing the required controlled-
unitary operation. In this Letter, we propose an alterna-
tive method to determine the complex overlap between
certain states that uses no ancillary qubits or global
controlled-unitary operations. Unlike other ancilla-free
schemes [11, 16], our approach does not require the
preparation of superpositions with a reference state,
which are highly susceptible to noise [17–22]. Instead
of interference, our method hinges on the principles of
complex analysis.

The proposed approach applies to overlaps of the form
of the (generalized) Loschmidt amplitude

G(t) = ⟨ψ′|e−iHt|ψ⟩ , (1)

where H is a local Hamiltonian and |ψ⟩ is a state with a
short correlation length, such as a product state or a state
prepared with a short-depth circuit. We assume that
an efficient projective measurement onto |ψ′⟩ is avail-
able [23]. The absolute value |G(t)| can be obtained
by repeatedly evolving |ψ⟩ and averaging over projective
measurements onto |ψ′⟩. Here we describe how to obtain
the phase.

Equation (1) includes several cases of interest. When
|ψ′⟩ = |ψ⟩, G(t) is the Fourier transform of the local den-
sity of states, which has applications in the study of quan-
tum chaos [24, 25], in optimal measurements of multiple
expectation values [13], and in estimating energy eigen-
values [8, 9, 12]. The case when |ψ′⟩ = Ae−iHt

′ |ψ⟩, for a
local unitary A, is relevant for probing thermal properties
of many-body systems [11].

The key idea underlying our method is to view G as
a function of a complex variable z. Assuming that G(z)
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FIG. 1. (a) The time derivative of the complex phase ϕ(t)
of the Loschmidt amplitude G(t) can be estimated from r(t±
ih) = | ⟨ψ′|e−iHte±hH |ψ⟩ |. The right panel shows the result
of our approach with h = 0.1 for the transverse-field Ising
chain, Eq. (8), of length N = 40. The solid lines on the
lower right correspond to the complex Loschmidt amplitude
obtained from the algorithm, while the overlapping dashed
lines indicate the exact result. (b) Circuit to measure r(t ±
ih). For initial product states, the rescaled imaginary-time
evolution has the same brickwork layout as a single real-time
Trotter step.

is analytic and nonzero, the Cauchy-Riemann equations
imply that the real-time derivative of the phase of G(z) is
equal to the derivative of ln |G(z)| along the imaginary-
time direction. We use this relation to obtain the desired
phase by carrying out the following three steps on a quan-

ar
X

iv
:2

30
8.

10
79

6v
1 

 [
qu

an
t-

ph
] 

 2
1 

A
ug

 2
02

3



2

tum computer (see Fig. 1). First, a quantum circuit ap-
plies an evolution under the Hamiltonian H for a short
imaginary time h to the initial state |ψ⟩ [26–31]. Second,
we evolve the system under H for the real time t. Third,
we perform a projective measurement onto the state |ψ′⟩.
Using these steps, we can estimate |G(t±ih)|. This yields
a finite-difference approximation to the imaginary-time
derivative of ln |G(z)|, which is equal to the real-time
derivative of the phase. We finally compute the phase of
the Loschmidt amplitude by repeating these steps for dif-
ferent values of t and numerically integrating the deriva-
tive, starting from a time at which the phase is known.

We show below that our method is efficient if |G(t±ih)|
is bounded from below by an inverse polynomial in the
system size N . For product states |ψ′⟩ = |ψ⟩, however,
the Loschmidt amplitude decays as a Gaussian function
on a time scale O(1/

√
N) [32]. In this case, our ap-

proach will be inefficient even for short constant times,
for which the Loschmidt amplitude can be computed
by a polynomial-time, classical algorithm [33]. By con-
trast, no efficient classical algorithm is known for the case
|ψ′⟩ = Ae−iHt

′ |ψ⟩. Since the real- and imaginary-time
evolution operators commute, our method can be used to
compute the phase as a function of t− t′, with the expec-
tation value ⟨ψ|eiHt′Ae−iHt′ |ψ⟩ serving as the reference
for the integration. This is expected to be classically hard
even for small t− t′ since computing the reference value
at times t′ = poly(N) is BQP-complete [34].

Although our approach is based on the analytic proper-
ties of a function of a continuous variable, we show below
that it also works well in the discrete setting of Trotter
evolution. Hence, the method applies to both circuit-
based quantum computers and to analog quantum simu-
lators supplemented by shallow circuits to implement the
imaginary-time evolution. To demonstrate the suitability
of the method for near-term quantum devices, we com-
bine it with a simple error-mitigation strategy [35–40]
and show numerically that the phase can be reliably re-
covered in a system of N = 24 qubits. Beyond providing
a viable alternative to the Hadamard test on near-term
quantum computers, our method may be useful in the
early fault-tolerant regime as the absence of controlled
global operations significantly reduces the circuit depth.

Theoretical approach.— To formally describe the al-
gorithm, we consider the complex variable z = t − iβ,
where t represents real time and β stands for imaginary
time or inverse temperature. The generalized Loschmidt
amplitude, Eq. (1), can be decomposed into its absolute
value and phase according to

G(z) = r(z)eiϕ(z), (2)

where 0 ≤ r(z) ≤ 1 and ϕ(z) is real. In a system of finite
size, the Loschmidt amplitude can be written as a sum
of exponentials by expanding the states |ψ⟩ and |ψ′⟩ in
the energy eigenbasis. The logarithm lnG(z) is therefore
holomorphic everywhere except when G(z) = 0. For an

analytic branch of ϕ(z), the Cauchy-Riemann equations
applied to lnG(z) = ln r(z) + iϕ(z) give

∂

∂t
ϕ(z) =

∂

∂β
[ln r(z)]. (3)

Therefore, if G(t) ̸= 0 in the interval [t1, t2], the phase
difference ϕ(t2) − ϕ(t1) can be computed as

ϕ(t2) − ϕ(t1) =

∫ t2

t1

∂

∂β
[ln r(z)]|β=0 dt. (4)

If the phase ϕ(t1) is known, then ϕ(t2) may be computed
from the partial derivative of r(z) along the imaginary-
time direction. In practice, we numerically approximate
the partial derivative by the mid-point formula

∂

∂β
[ln r(z)]|β=0 ≈ ln r(t− ih) − ln r(t+ ih)

2h
, (5)

where h is a small parameter.
This procedure is well defined for r(t± ih) > 0 in the

interval [t1, t2]. To bound the computational errors, we
make the stronger assumption that | ln r(z)| ≤ cN at all
points in the complex plane within distance a of the in-
terval [t1, t2], for constants c and a > h. In the case of
Trotter evolution, we make analogous assumptions for
closely related functions [41]. We highlight, however,
that our approach can be extended to treat zeros in G(t)
by separately considering the resulting discontinuities in
the phase [41].

The above analysis has reduced the problem to mea-
suring the absolute values r(t± ih)2. It involves nonuni-
tary imaginary-time evolution which cannot be directly
applied. However, Motta et al. [27] showed that e±hH

can be simulated by a shallow-depth circuit for short
times h if |ψ⟩ has finite correlation length ξ and H
is a local Hamiltonian [27]. Since h is small, we may
use a first-order Trotter decomposition to approximate
e±hH ≈ ∏

m e
±hHm , where Hm is a local operator that

acts on at most k sites. It is possible to approximate
e±hHm |ψ⟩ ≈ c±mV

±
m |ψ⟩, where V ±

m is a unitary opera-
tor acting on O(ξd) qubits in d spatial dimensions. The
factor c±m =

√
⟨ψ|e±2hHm |ψ⟩ accounts for the normal-

ization. Both c±m and V ±
m can be determined by local

measurements of the state |ψ⟩.
Below, we focus on product initial states, for which V ±

m

can be chosen to act on the same sites as the Hamiltonian
terms Hm. The resulting circuit has the same brickwork
layout as a single real-time Trotter step, although the
local unitary operations may be more complex.
Error analysis.— We next analyze the error in the

estimated phase arising from the different approxima-
tions in our algorithm. The approximation error of the
imaginary-time evolution is dominated by the first-order
Trotter decomposition, which results in the phase er-
ror [41]

∆ϕITE = O(Nth2). (6)
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FIG. 2. Error in the phase of the Loschmidt amplitude, ∆ϕ,
computed using our approach for the transverse-field Ising
chain, Eq. (8). (a) ∆ϕ/Nh2 as a function of time t with
fixed real-time Trotter step τ = 0.01 for different values
of the imaginary-time step h and different system sizes N .
(b) ∆ϕ/Nτ2 for h = 0.01 and different values of τ and N .
The color coding is the same as in (a).

The factor t = t2 − t1 accounts for the accumulation of
errors in the integral in Eq. (4). While the real-time evo-
lution can be carried out exactly on analog quantum sim-
ulators, digital quantum computers incur an additional
Trotter error, leading to the phase error [41]

∆ϕRTE = O(Nt2τp). (7)

Here, τ is the time of a single Trotter step, p is the order
of the Trotter decomposition [42], and we again included
the accumulation of errors in Eq. (4). Numerical differ-
entiation and integration give rise to additional errors.
They can, however, be safely ignored for practical orders
of the Trotter expansion (p ≤ 4) as they are asymptoti-
cally at most as big as ∆ϕITE and ∆ϕRTE [41].

We verify these analytic estimates using numerical re-
sults for the transverse-field Ising chain, whose Hamilto-
nian is given by

H = −J
N−1∑
i=1

Szi S
z
i+1 + g

N∑
i=1

Sxi . (8)

Throughout this work, we set J = 1 and g = 0.5, corre-
sponding to the ferromagnetic phase. The states |ψ⟩ and
|ψ′⟩ are both chosen to be the product state |↑↑↑ · · ·⟩.
For the Trotter decomposition, we alternate between the
ferromagnetic and transverse field terms.

Figure 2 shows the error in the phase computed using
our approach. The numerical results were obtained by
matrix product state simulations with bond dimension
200, for which truncation errors are negligible [41]. In
Fig. 2(a), we set τ = 0.01 such that the error in the
imaginary-time evolution dominates. The phase error
collapses onto a single curve upon dividing byNh2, which
confirms the predicted error due to the imaginary-time

Method D M

Hadamard test O(t
1+ 1

pN
1+ 1

d
+ 1

p /ϵ
1
p ) O(1/ϵ2)

Sequential
interferometry

O(r
1
p t

1+ 1
pN

2
p /ϵ

1
p ) O(Ĩ2r2N2/ϵ2)

This work O(r
1
p t

1+ 2
pN

1
p /ϵ

1
p ) O

(
I2r3t3N/ϵ3

)
TABLE I. Circuit depth D and number of measurements M
to estimate the complex Loschmidt amplitude G with additive
error ϵ. All protocols use a real-time Trotter decomposition
of order p. The Hadamard test is implemented using a single
ancilla qubit with swap operations in d spatial dimensions.
The latter two methods require M measurements at each in-
termediate state or time step, but the corresponding values
of the phase are also returned. The quantities Ĩ and I de-
pend on the intermediate amplitudes in these sequences, see
text and supplemental material [41]. For these approaches,
we only consider the error r∆ϕ arising from the uncertainty
in the phase.

evolution, Eq. (6). Similarly, we set h = 0.01 in Fig. 2(b)
to isolate the effect of the real-time Trotter error. The
collapse of the data agrees with Eq. (7).

In addition to numerical errors, any experiment in-
curs statistical errors. Given M measurements, a prob-
ability p estimated by counting successful outcomes will
have a multiplicative error

√
(1 − p)/Mp, governed by

the standard deviation of the binomial distribution. Ac-
cording to Eq. (5), for the measured probabilities p±(t) =
r(t± ih)2/

∏
m(c±m)2, this contributes an additive error

∆ϕS = O
(

It

h
√
M

)
(9)

to the final phase for M measurements per time step.
The integral in Eq. (4) is included in the factor I =∫ t2
t1

dt′
[√

1/p+(t′) +
√

1/p−(t′)
]
/t. In contrast to the

previous errors, the statistical error depends on the mag-
nitude of the measured probabilities.
Comparison with existing methods.— To compare

our approach to existing methods, we consider the error
∆G in the complex Loschmidt amplitude G. This error is
related to the phase error, ∆ϕ, by |∆G|2 = ∆r2+(r∆ϕ)2.
Here, ∆r is the error from an independent measurement
of r, which only requires the Trotterized circuit with-
out imaginary-time evolution. To bound ∆r by ϵ, we

need a circuit of depth Dr = O(t/τ) = O(t1+
1
pN

1
p /ϵ

1
p )

and a number of Mr = O
(
1/ϵ2

)
measurements [41].

For the term r∆ϕ, we bound the individual contribu-
tions to the phase error. For instance, r∆ϕITE < ϵ im-
plies that h = O(

√
ϵ/rNt). A similar bound on the

real-time evolution gives τ = O((ϵ/rNt2)
1
p ), resulting

in the circuit depth D = O(r
1
p t1+

2
pN

1
p /ϵ

1
p ). Bounding

the statistical error yields the number of measurements
M = O(I2r3t3N/ϵ3) for each time step. We note that
when r is bounded from below by a constant, the cost of
estimating ϕ dominates.
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FIG. 3. (a) Absolute value of the Loschmidt amplitudes for an Ising chain of length N = 24 with initial state |↑↑↑ · · ·⟩ and
Trotter step sizes τ = h = 0.3. The dashed lines include single-qubit depolarizing noise with probability γ = 3 × 10−3 after
each gate. The dash-dotted lines are obtained by the error mitigation described in the text. We quantify the statistical error of
the error-mitigated curves by simulating 100 experiments, each of which uses M = 106 measurements to estimate the survival
probability. The dash-dotted line corresponds to the median of the 100 experiments, while the shaded areas indicate the range
between the first and third quartile. (b) Real part of the Loschmidt amplitude computed from the data in (a) using our
algorithm. The exact value under continuous time evolution is plotted for reference. The inset shows the absolute difference of
the reconstructed values from the exact amplitude. (c) The LDOS obtained through discrete Fourier transform from the data
in (b). The vertical, dashed line indicates the exact ground state energy E0 ≈ −7.55.

We compare this resource cost to the Hadamard test
and to sequential interferometry [11]. The latter method
employs a reference state whose Loschmidt amplitude,
including the phase, is known. The details of these two
methods are described in the supplemental material [41].
Table I summarizes the resource cost for each method.
For a constant evolution time t, the circuit depth needed
for our algorithm is reduced by a factor O(N1+1/d) com-
pared to the Hadamard test with swaps, and by O(N1/p)
compared to sequential interferometry. This improve-
ment is of particular significance for noisy quantum com-
puters, for which circuit depth is the key limiting factor.

Applications.— For practical applications of our pro-
tocol, it is important to consider the role of noise. We
propose a simple rescaling strategy based on previous
work to mitigate the effects of noise [40]. The key ob-
servation is that errors are unlikely to drive the system
towards the target state |ψ′⟩. Hence, the measured prob-
abilities are decreased in a consistent fashion, which can
be mitigated by rescaling with the probability of having
no noise. This is equivalent to zero-noise extrapolation
with an exponential fitting function [35, 43, 44]. Below,
we simply use the known noise rate for rescaling. In prac-
tice, the rescaling factor can be determined by enhancing
the noise or by measuring the survival probability after
forward plus backward evolution [40].

As a proof of concept, we apply our approach to com-
pute the local density of states (LDOS) d(E) through the
Fourier transform

d(E) = ⟨ψ|δ(E −H)|ψ⟩ =
1

2π

∫ ∞

−∞
G(t)eiEt dt. (10)

The LDOS features prominently in Fermi’s golden rule

and can be used to compute thermal properties of quan-
tum many-body systems [11]. If the initial state has
a sufficiently large overlap with the ground state, the
LDOS enables the determination of the ground-state en-
ergy [10, 12].

We apply our approach to compute the LDOS of the
state |↑↑↑ · · ·⟩ in an Ising chain of system size N = 24.
We numerically carry out the Trotter evolution with
Trotter steps τ = h = 0.3 using the Cirq library [45].
For noisy simulations, we add single-qubit depolarizing
noise of rate γ = 3 × 10−3 after each layer of the quan-
tum circuit. We average over 5000 trajectories of a Monte
Carlo wavefunction simulation to obtain the probabilities
p±. To quantify the impact of statistical noise, we sim-
ulate an experiment by drawing M = 106 samples from
a binomial distribution for each probability and taking
the average. We generate 100 such experiments, whose
median as well as the first and third quartiles are plotted
as shaded areas in Fig. 3.

Figure 3(a) shows that the depolarizing noise is miti-
gated well by rescaling r2(t) and r2(t± ih) by (1−γ)ND.
The error in the reconstructed Loschmidt amplitude re-
mains small within the range of t in Fig. 3(b). We
estimate the LDOS of the initial state by a discrete
Fourier transform of the data in Fig. 3(b) and similar
data for the imaginary part of G(t). The energy reso-
lution is π/tmax ≈ 0.31, determined by the maximum
time tmax = 10. We show the result in Fig. 3(c) for
both noisy, error-mitigated (green) and noiseless (orange)
Trotter simulations. For reference, we also include the
exact result (black line), which is broadened by a Gaus-
sian of width 0.08. For both Trotter simulations, the first
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point with d(E) > 0.1 appears at E ≈ −7.50, while the
exact ground state energy is E0 ≈ −7.55.

Summary and outlook.— We propose a quantum al-
gorithm to estimate the phase of Loschmidt amplitudes.
It can replace and outperform the Hadamard test for am-
plitudes that arise from continuous time evolution un-
der a local Hamiltonian. While our analysis focused
on generalized Loschmidt amplitudes, the approach can
be readily extended to multiple time-evolution opera-
tors [41], which renders it applicable to many quanti-
ties of physical interest including out-of-time-ordered cor-
relators (OTOCs) [46, 47]. The algorithm requires no
ancillary qubits or controlled operations. When com-
bined with a simple error-mitigation strategy, our algo-
rithm may enable phase-sensitive measurements on cur-
rent noisy quantum devices for system sizes that out of
reach for other methods.
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Supplemental Material

A. Errors

1. Zero-free functions

To apply our algorithm to the time interval [t1, t2], we
require that G(t) is nonzero in this region. In practice,
we have to place a lower bound on the magnitude of
G(t) to guarantee a bounded error of the algorithm. We
will refer to functions that satisfy such a lower bound as
zero free, following the terminology introduced in refer-
ence [55]. Owing to its similarity to the partition func-
tion, the Loschmidt amplitude generically takes the form
G(z) ∼ e−Ng(z) in the limit of large N for some func-
tion g(z) [49, 51, 52, 55]. This behavior motivates the
following definition of a zero-free function.

Definition 1 (Zero-free functions). A sequence of func-
tions fN (z) on the complex plane is called zero free
at point z0 if there exist constants c and a such that
log |fN (z)| ≤ cN for all z satisfying |z − z0| < a.

Assuming that a function is zero free allows us to
bound to the derivatives of ln fN (z) according to the fol-
lowing lemma.

Lemma 1. Consider a sequence of holomorphic func-
tions fN (z), which are zero free at t0 ∈ R. We let
z = t − iβ with t, β ∈ R and log fN (z) = log rN (z) +
iϕN (z) for some analytic branch of the logarithm. Given
any constant m, the magnitude of the partial derivatives
∂m ln rN (z)/∂βm and ∂mϕN (z)/∂tm at z = t0 is bounded
from above by O(N).

Proof. To prove the lemma for ∂m ln rN (z)/∂βm, we ob-
serve that

dm

dzm
ln fN (z) =

∂m

∂(−iβ)m
ln rN (z) + i

∂m

∂(−iβ)m
ϕN (z),

(A1)
which implies∣∣∣∣ ∂m∂βm ln rN (t0 − iβ)

∣∣∣∣
β=0

≤
∣∣∣∣ dm

dzm
ln fN (z)

∣∣∣∣
z=t0

. (A2)

The right-hand side can be expressed using Cauchy’s in-
tegral formula as∣∣∣∣ dm

dzm
ln fN (z)

∣∣∣∣
z=t0

=
m!

2π

∣∣∣∣∣
∮
|ζ|=a/2

ln fN (ζ + t0)

ζm+1
dζ

∣∣∣∣∣ . (A3)

It remains to bound the magnitude of ln fN (ζ) on
the circle |ζ − t0| = a/2. However, the magnitude de-
pends on the choice of the branch of the logarithm. To
overcome this issue, we consider the function f̃N (z) =
e−iϕN (t0)fN (z). We can bound the Cauchy integral (A3)

in terms of ln f̃N (z) instead of ln fN (z) because the
derivatives of the two functions are equal.

To complete the bound, we use the Schwarz integral
formula to express

ln f̃N (z + t0) =
1

2πi

∮
|ζ|=a

dζ

ζ

ζ + z

ζ − z
Re ln f̃N (ζ + t0)

+ i Im ln f̃N (t0) (A4)

for any |z| < a. Since Im ln f̃N (t0) = 0, this yields

| ln f̃N (z + t0)| ≤ a+ |z|
a− |z| max

|ζ|=a
|Re ln fN (ζ + t0)| (A5)

By assumption, we have

max
|ζ|=a

|Re ln fN (ζ + t0)| ≤ cN. (A6)

By substituting these results into (A2) and (A3), we ob-
tain∣∣∣∣ ∂m∂βm ln rN (t0 − iβ)

∣∣∣∣
β=0

≤ m!cN

2π

∮
|ζ|=a/2

|dζ|
|ζ|m+1

a+ |ζ|
a− |ζ|

≤ 3 × 2mm!
c

am
N (A7)

For any constant value of m, the derivative of ln rN is
thus bounded by a quantity O(N).

The proof for ∂mϕN (z)/∂tm follows the
same steps, starting from |∂mϕN (t)/∂tm|t=t0 ≤
|dm/dzm ln fN (z)|z=t0 in place of Eq. (A2).

For simplicity, we omit the subscript N below.

2. Error in numerical derivatives and integration

As a first illustration of the implications of the zero-free
condition, let us deal with errors arising from numerical
derivatives and integration. For the symmetric finite dif-
ference approximation to the derivative

∂

∂β
ln r(z)|β=0 ≈ ln r(t− ih) − ln r(t+ ih)

2h
, (A8)

the error is given by [48]

∆ϕD = O(h2) ·
∣∣∣∣ ∂3∂β3

[ln r(z)]|β=0

∣∣∣∣ = O(Nh2), (A9)

where the N dependence directly comes from Lemma 1,
assuming that G(z) is zero free. This error will be mul-
tiplied by t in our algorithm, following the integration
in Eq. (4) of the main text. We note that the error has
the same scaling as the error ∆ϕITE due to the approx-
imate imaginary-time evolution. Therefore, a higher-
order finite difference approximation will not improve the
asymptotic scaling of the total error.
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To compute the phase up to time t, we need to carry
out the integral in Eq. (4) of the main text. In practice,
we can only estimate the rate of change of the phase at a
discrete set of points such that the integration is neces-
sarily approximate. We use the Newton-Cotes formula of
degree n with a fixed spacing τ between the samples, as is
natural for a real-time Trotter step τ . The corresponding
numerical integration error is [48]

∆ϕI = O(tτs) max
0≤t′≤t

∣∣∣∣ ∂s∂tsϕ(t′)

∣∣∣∣ = O(Ntτs), (A10)

where s equals n + 2 rounded down to the closest even
number (n = 1, s = 2 for the trapezoidal rule; n = 2,
s = 4 for Simpson’s rule). The dependence on N again
follows from Lemma 1. The Trotter error in the real-time
evolution, ∆ϕRTE, typically dominates over the error in
the numerical integration, as the coefficient s = 4 for
Simpson’s rule exceeds the order p of practical low-order
Trotter expansions.

3. Trotter errors

Trotter errors lead to an error in the estimation of the
quantities

r(t± ih)2 =
∣∣⟨ψ′|e−iHte±hH |ψ⟩

∣∣2 . (A11)

The measured probabilities will have an additive Trotter
error that scales as O(Nh2) for imaginary-time evolution
and as O(Ntτp) for real-time evolution [42]. However, to
bound the error on ∂ ln r/∂β, it is necessary to control
the multiplicative error in r. This is challenging because
r may be exponentially small in the system size. Never-
theless, we show in this section that the above error scal-
ings also apply to the numerical derivative in Eq. (A8)
assuming that particular functions are zero free. We re-
quire that G(z), its Trotterized version GITE(z) defined in
Eq. (A14), and the function Ft0(z, w) in Eq. (A23) are
both zero free. We highlight that if these assumptions
are violated, it may nevertheless be possible to compute
the phase using the correction method described in Ap-
pendix C.

When expanded as the Taylor series in h, the finite
difference in Eq. (A8) has the form

A(t, h) =
ln r(t− ih) − ln r(t+ ih)

2h

=
∂

∂β
ln r(z)|β=0 +

h2

6

∂3

∂β3
ln r(z)|β=0 + O(h3)

=
∂

∂β
ln r(z)|β=0 + O(Nh2). (A12)

The O(N) dependence in the last line comes again from
applying Lemma 1 to G(z). We will us this form below.

For simplicity, we consider Trotter errors in the
imaginary-time and real-time evolution separately. It is

straightforward to show that the individual errors add
when imaginary-time and real-time evolution are Trot-
terized at the same time.

a. Imaginary-time evolution

We consider a decomposition of the local Hamiltonian
H into Γ terms,

H =

Γ∑
j=1

Hj . (A13)

By replacing the exact imaginary-time evolution by the
first-order Trotter decomposition

∏Γ
j=1 e

−hHj , we obtain

GITE(t± ih) = ⟨ψ′|e−iHt
Γ∏
j=1

e±hHj |ψ⟩ (A14)

and the corresponding finite difference approximation
AITE(t, h).

According to the construction of Trotter decomposi-
tion, we have

∂

∂β

(
eβH

)
|β=0

=
∂

∂β

 Γ∏
j=1

eβHj


|β=0

, (A15)

and thus

∂

∂β
ln r(z)|β=0 =

∂

∂β
ln rITE(z)|β=0. (A16)

If we also assume that GITE is zero free at z = t, then
using Lemma 1, the next nonzero term in the Taylor
series reads

h2

6

∂3

∂β3
ln rITE(z)|β=0 = O(Nh2). (A17)

Hence,

AITE(t, h) −A(t, h) = O(Nh2). (A18)

b. Real-time evolution

For the real-time evolution, we consider

GRTE(t± ih) = ⟨ψ′|URTE(t)e±hH |ψ⟩ , (A19)

where URTE(t) = Up(t/D)D is p-th order Trotter decom-
position of the real-time evolution with a total number
of D Trotter steps. We define the multiplicative error
operator M(t) by

URTE(t) = [1 +M(t)]e−iHt. (A20)
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The error operator is bounded in operator norm by
∥M(t)∥ = O(Ntτp) [42], where τ = t/D [42].

We define ARTE(t, h) as the approximation to the finite
difference A(t, h) with rRTE(z) = |GRTE(z)| in place of
r(z). The difference ARTE(t, h) −A(t, h) is given by

1

2

∂

∂β
ln g(z)|β=0 +

h2

12

∂3

∂β3
ln g(z)|β=0 + O(h3), (A21)

where

g(z) =
rRTE(z)2

r(z)2
=

∣∣∣∣1 +
⟨ψ′|M(t)|ψ(z)⟩

⟨ψ′|ψ(z)⟩

∣∣∣∣2 , (A22)

with |ψ(z)⟩ = e−iHz |ψ⟩. In contrast to the imaginary-
time evolution, the first-order derivative does not cancel.
It contributes the leading-order error, which we analyze
in what follows.

We would like to again apply Lemma 1, which leads us
to define

Ft0(z, w) = ⟨ψ′|eM(t0)w|ψ(z)⟩ , (A23)

where w is an independent complex variable from z.
With this definition, g(z) = |1 + d

dw (lnFt)(z, 0)|2. Let
us assume that Ft0(z, w) is zero-free for both z and w at
z = t0 and w = 0, i.e., ln |Ft0(z, w)| ≤ cN for all z, w
such that |z − t0| < az and |w| < aw. Since ∥M(t0)∥ =
O(Nt0τ

p), it is natural to choose aw = O(1/(t0τ
p)),

while keeping az = O(1) and c = O(1). According
to Lemma 1, we get | d

dw (lnFt0)(z, 0)| = O(N/aw) =
O(Nt0τ

p). Assuming that Nt0τ
p is small, it follows that

g(z) − 1 = O(Nt0τ
p) to leading order for |z − t0| < az.

Finally, we have to confirm that the partial derivative
in Eq. (A21) does not change the system-size dependence.
The leading term at t = t0 is

1

2

∂

∂β
g(z)|z=t0 ≈ Re

∂

∂β

d

dw
lnFt0(z, w)|z=t0,w=0. (A24)

Similar to the proof of Lemma 1, Eq. (A24) can be
bounded as∣∣∣∣Re

∂

∂β

d

dw
lnFt0(z, w)|z=t0,w=0

∣∣∣∣
≤
∣∣∣∣ d

dz

d

dw
lnFt0(z, w)|z=t0,w=0

∣∣∣∣
=

1

(2π)2

∣∣∣∣∣
∮
|ζ|=az/2

∮
|η|=aw/2

lnFt0(ζ + t0, η)

ζ2η2
dζdη

∣∣∣∣∣
≤ cN

(2π)2

∮
|ζ|=az/2

∮
|η|=aw/2

|dζ||dη|
|ζη|2 · az + |ζ|

az − |ζ| ≤
12cN

azaw
.

(A25)

Thus Eq. (A24) still scales as cN/azaw = O(Nt0τ
p) and

we find that, to leading order,

ARTE(t, h) −A(t, h) = O(Ntτp). (A26)

B. Resource cost

1. Estimating the magnitude r

An individual circuit to measure the magnitude r is
required for our method and for sequential interferome-
try. It consists of Trotterized real-time evolution, which
incurs a standard p-th order Trotter error [42] and sta-
tistical error

∆r = O
(
Ntτp +

1√
M

)
, (B1)

where M is the number of measurements. To bound this
error within ϵ, we require a circuit depth Dr = O(t/τ) =

O(t1+
1
pN

1
p /ϵ

1
p ) and the number of measurements Mr =

O
(
1/ϵ2

)
.

2. Hadamard test

|0⟩ H H

|ψ⟩ U

FIG. 4. Quantum circuit diagram of the Hadamard test.

The Hadamard test is the standard method to compute
the real and imaginary part of ⟨ψ|U |ψ⟩ for a given unitary
U and initial state |ψ⟩. The circuit of the Hadamard
test is shown in Fig. 4. One first applies a Hadamard
gate to an ancillary qubit. It is followed by a controlled
unitary c-U acting on the prepared state |ψ⟩ conditioned
on the first ancillary qubit. Finally, apply the Hadamard
gate again to the ancilla and measure this qubit. The
probability of measuring 0 is

1 + Re G(t)

2
=

1 + r(t) cosϕ(t)

2
. (B2)

To measure the imaginary part, we modify the circuit by

adding a S† =

(
1 0
0 −i

)
gate after the first Hadamard

gate.
It is hence possible to infer G(t) directly from the mea-

sured probabilities. Shot noise gives rise to the statistical
error

∆GS(t) = O
(

1/
√
M
)
, (B3)

where M is the number of measurements. Compared to
our proposed method, there is no need of integration, so
the Trotter error does not have an additional t depen-
dence:

∆GRTE(t) = O(Ntτp). (B4)



10

The total error is hence given by

∆G(N, t, p, τ,M) = O
(
Ntτp +

1√
M

)
. (B5)

Note that this only gives the phase of a single time t
whereas our algorithm measures the phase on an interval
[0, t].

To bound the error ∆G < ϵ, we need a Trotter

step τ = O((ϵ/Nt)
1
p ) and a number of measurements

M = O(1/ϵ2). If given access to global controlled uni-
tary evolution, the corresponding circuit depth is D =

O(t/τ) = O(t1+
1
pN

1
p /ϵ

1
p ). However, on current devices

usually only local gates are available. In this case there
are two choices to implement this controlled unitary:

1. After Trotterization, swap the qubits of each local
unitary next to the control qubit to perform local
controlled evolution. The swapping process will in-
crease the depth of circuit by O(N1+1/d) times, and

thus D = O(t/τ) = O(t1+
1
pN1+ 1

p+
1
d /ϵ

1
p ).

2. Distribute the control qubit onto a Green-
berger–Horne–Zeilinger (GHZ) state of O(N) an-
cillary qubits [19–21, 50, 53]. This is, however,
challenging on current devices due to the large de-
coherence rate of GHZ-states [50, 54].

3. Sequential interferometry

Suppose we know ⟨ψi|e−iHt|ψi⟩ for some state |ψi⟩.
It is then possible to compute the Loschmidt amplitude
⟨ψj |e−iHt|ψj⟩ by preparing superpositions of |ψi⟩ and
|ψj⟩ with a tunable phase difference θ [11]. We denote
Vij(θ) a unitary that prepares such a state, i.e.,

Vij(θ) |ψi⟩ =
1√
2

(
|ψi⟩ + eiθ |ψj⟩

)
. (B6)

For simplicity, we assume |ψj⟩ is orthogonal to |ψi⟩, al-
though the procedure can be readily generalized to non-
orthogonal states.

Let us introduce the notation

⟨ψx|e−iHt|ψy⟩ = rxye
iϕxy . (B7)

We have access to all the r’s from direct measurement of
probabilities and we know ϕii by assumption. The goal
is to determine ϕjj . To do so, we can follow a two-step
procedure:

1. Determine the phase of the cross term, ϕij = −ϕji.
We need to measure∣∣⟨ψi|e−iHtVij(θ)|ψi⟩∣∣2
=

1

2

[
r2ii + r2ij + 2riirij cos(ϕij − ϕii + θ)

]
.

(B8)

In the case when rij ̸= 0, only two different values
of θ are needed to determine ϕij−ϕii and thus ϕij .

2. Now measure∣∣⟨ψj |e−iHtVij(θ)|ψi⟩∣∣2
=

1

2

[
r2jj + r2ij + 2rjjrij cos(ϕjj − ϕij + θ)

]
.

(B9)

Again, two different value of θ are sufficient to de-
termine ϕjj .

To prepare a global superposition state as in Eq. (B6)
can be difficult. If the target state and the state for which
the phase is known are both product states, it is possible
to repeat the interferometry by flipping one or a few spins
each time. Such a sequential approach requires only local
gates. For a single call of this algorithm, the error in
the phase difference ϕjj − ϕii is bounded by the error of
extracting the phases in the terms riirij cos(ϕij−ϕii+θ)
and rjjrij cos(ϕjj − ϕij + θ). Hence, for a single step,

∆ϕ = O
(
Ntτp +

1

r̃2ij
√
M

)
, (B10)

where

1

r̃2ij
=

1

riirij
+

1

rijrjj
. (B11)

For the sequential version, on average O(N) calls are
required for an arbitrary product state. Thus, the total
phase error ∆ϕN will be amplified as

∆ϕN = O
(
N2tτp +

NĨ√
M

)
, (B12)

where

Ĩ =
1

λN

λN−1∑
i=0

1

r̃2i,i+1

, (B13)

for a total number of λN steps in the sequence. We
assume that λ = O(1) and omit it in Eq. (B12). There-
fore, to control r∆ϕN within ϵ, one arrives at D =

O(r
1
p t1+

1
pN

2
p /ϵ

1
p ) and M = O(Ĩ2r2N2/ϵ2).

We note that the above procedure fails when rij ≈ 0.
In this case, the following quantity is simplified as∣∣∣⟨ψi|V †

ij(0)e−iHtVij(θ)|ψi⟩
∣∣∣2

≈1

4

[
r2ii + r2jj + 2riirjj cos(ϕjj − ϕii + θ)

] (B14)

so that we can measure it for different values of θ and
directly obtain the phase difference between ϕii and ϕjj .
The definition of r̃ij will be modified accordingly.
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FIG. 5. An example of phase correction when G(t) is close
to 0. Here the Hamiltonian coefficients are (J, g) = (1, 1) and
the initial state is still |ψ⟩ = |ψ′⟩ = |↑↑ · · ·⟩. The system size
N = 10. The Trotter steps are τ = 0.2 and h = 0.01. (a) The
magnitude r(t). The dashed lines indicate times at which
r(t) almost vanishes. (b) The phase difference between the
estimated and the exact value. (c-d) The real and imaginary
parts of G(t). Original algorithm corresponds to our algorithm
described in main text. In the “phase corrected” results, we
added a discrete phase jumpy π as well as a phase shift δ,
which ensures continuity of the first derivative of G(t).

C. Zeros in Loschmidt amplitude

The Cauchy-Riemann equation for lnG(z) holds only
when G(z) ̸= 0. When G(z) crosses a zero at some time t0,
it is subject to a phase jump. In the case when we have
access to arbitrary resolution and precision, the phase

factor is (−1)n0 , where n0 is the smallest integer such
that the n0-th order derivative of G(z) is nonzero at t0.
This can be seen from the Taylor series expansion of G(z)
at t0:

G(z) =
1

n0!
G(n0)(t0)(z − t0)n + O

(
(z − t0)n0+1

)
. (C1)

For a small ϵ > 0., approximately

G(t0 − ϵ) ≈ (−1)n0G(t0 + ϵ) (C2)

and thus

lim
t→t+0

ϕ(t) ≡ lim
t→t−0

ϕ(t) + n0π (mod 2π). (C3)

In practice, with finite time resolution (e.g., the Trotter
time), the gradient of the phase becomes singular near t0
(or even some point where G(t) is almost zero). Even if we
have included the (−1)n0 phase jump, this singularity can
cause an additional phase factor eiδ when going across
t0. Thus our algorithm will give a numerical result G̃(z),
where

G̃(t) =

{
G(t), t < t0;

G(t)eiδ, t > t0.
(C4)

It is possible to correct the phase error δ by requiring
that the n0-th derivative of G be continuous. In particu-
lar, we can directly estimate δ from the expression

eiδ = lim
t→t+0

G̃(n0)(t)/ lim
t→t−0

G̃(n0)(t). (C5)

In the discrete time setting, we evaluate the limits at the
closest points on either side of the zero.

An example of the algorithm in the presence of small
values of r(t) is shown in Fig. 5. While there are no exact
zeros in the Trotterized simulation, r(t) becomes very
small at the dashed lines in panel (a). In the original
algorithm, this leads to large phase jumps because the
discretization is too coarse. As shown in panels (b)–(c),
it is possible to partially correct these jumps using the
method described above, where we impose continuity of
the first derivative close at the small values of r(t).

D. Extension to multiple time evolution operators

It is possible to extend our algorithms to multiple time
evolution operators:

G(t1, · · · , tn) = ⟨ψ′|U1O1U2O2 · · ·On−1Un|ψ⟩ , (D1)

where Uj = e−iHjtj and Oj are local unitaries.

• One can first switch on only U1, i.e., set t2 = · · · =
tn = 0. Our algorithm works since the new in-
tial state O1 · · ·On−1 |ψ⟩ still has finite correlation
length.
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• Then switch on U2 as well. For each fixed
t1, perform our algorithm with initial state
O2 · · ·On−1 |ψ⟩, evolution operator e−iH2t2 and fi-
nal state eiH1t1 |ψ′⟩. The phase at t2 = 0 has al-
ready been determined in the previous step.

• Switch on the rest of the evolution unitaries one by
one.

E. Numerical details

1. Quantum imaginary-time evolution of transverse
field Ising chain

The Hamiltonian of the transverse field Ising model is
given by

H = −J
N−1∑
i=1

Szi S
z
i+1 + g

N∑
i=1

Sxi . (E1)

When applying e±hH on a product state |ψ⟩ in the com-

putational basis { | ↑⟩, | ↓⟩ }⊗N , it can be Trotterized as

|ψ±⟩ ≈ e±hH2e±hH1 |ψ⟩ /c±, (E2)

where

H1 = −J
N−1∑
i=1

Szi S
z
i+1, H2 = g

N∑
i=1

Sxi . (E3)

H1 only leads to a rescaling factor exp(±h ⟨ψ|H1|ψ⟩) but
will not change the normalized state. For H2, since

eaS
x

= cosh
a

2
1 + sinh

a

2
σx, (E4)

it follows that

e±hgSx |↑⟩ = cosh
hg

2
|↑⟩ ± sinh

hg

2
|↓⟩ ,

e±hgSx |↓⟩ = cosh
hg

2
|↓⟩ ± sinh

hg

2
|↑⟩ .

(E5)

Thus for each spin, there is an additional rescaling factor√
cosh2 hg

2
+ sinh2 hg

2
=
√

cosh(hg) (E6)

and the spin is rotated by an angle

θ = arctan tanh
hg

2
. (E7)

The total rescaling factor is

c± = e±h⟨ψ|H1|ψ⟩ · cosh(hg)
N
2 . (E8)

For the |Z+⟩ = |↑↑↑ · · ·⟩ state,

cZ+
± =

[
exp

(
∓hJ

4
· N − 1

N

)√
cosh(hg)

]N
. (E9)

2. Matrix product state simulations

In Fig. 2 of the main text, the imaginary-time evolu-
tion is described in section E 1. Given the normalized
product states |ψ±⟩ from Eq. (E2), the real-time evolu-
tion is simulated with matrix product states (MPS) using
the time-evolving block decimation (TEBD) algorithm of
second order Trotterization. The bond dimension is cho-
sen to be 200, which is sufficient for convergence in Fig. 2.

3. Discrete Fourier transform

As we only have access to the Loschmidt amplitude
up to finite maximal time tmax and with finite resolution
τ , we can only perform discrete (inverse) Fourier trans-
form instead of the continuous one. Let gk = G(kτ) with
tmax = Kτ , where τ is the Trotter step. The discrete
inverse Fourier transform of gk has the form

dl =
τ

2π

K−1∑
k=0

gke
i2πkl/K , (E10)

for 0 ≤ l ≤ K−1. For dl to approximate the LDOS d(lη)
at energy lη, where η is the energy resolution, it should
hold that

2π/K = ητ, (E11)

which gives

η = 2π/tmax. (E12)

In the case when |ψ⟩ = |ψ′⟩, we additionally know that
G(−t) = G(t)∗. Therefore the effective maximal evolution
time is doubled and η = π/tmax.

The range of energy is given by Kη = 2π/τ . The
obtained discrete LDOS is periodic. We shift the range
to include the mean energy of the initial product state.
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