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Report on the Security State of Networks of Max-Planck Institutes

Executive Summary
This report documents and analyzes the findings of a continuous port scan
of networks attributed to the MPG between 2023-04-18T01:00+00:00 and
2023-05-01T04:12+00:00. It was requested by the CISO of the MPG in the
beginning of 2023 in order to identify potential vulnerabilities in the MPG’s
networked infrastructure and to identify structural challenges for IT security
in institutes of the MPG in response to a report received between the end
of 2022 and the beginning of 2023 by the president of the MPG, drawing an
alarming picture of theMPG’s IT security state, presenting findings in excess
of 10000 events.

Objectives: The main objectives of this survey were:

• Identify security issues that require immediate or immanent mitiga-
tion due to a high likelihood of causing events or incidents.

• Assess the overall security posture of the MPG, focusing on structural
and organizational shortcomings.

• Identify action items and strategies to sustainably improve the secu-
rity posture of the organization.

• Evaluate findings of this internal investigation against the information
that was provided by the ▬▬▬▬▬▬ project.

Results: In our scans,wefindaplethoraof issuesof varying severity. Among
3541 addresses found to expose services, 1997 (56.40%) hosts present
findings that require mitigation or further investigation:

1514 (75.81%/1997, 42.76%/3541) Low: Issues that need verification,
or require structural activity but are unlikely to cause harm.

378 (18.93%/1997, 10.67%/3541) Medium: Violations of best practices,
hardening, and issues unlikely yet plausible to cause incidents.

83 (4.16%/1997, 2.34%/3541) High: Misconfigurations, exposureof data,
etc., carrying a possibility of causing incidents or lateral movement.

22 (1.10%/1997, 0.62%/3541) Critical: Issues that require immediate at-
tention and/or verification as they may lead to incidents.

Clustering our findings, we identify organizational root-causes in the nature
of the digital infrastructure in the MPG as a research organization, prolifer-
ating the emergence of these issue-clusters:

• Unique requirements of research infrastructure and researchers asusers.

• Employee churn among scientific employees.

• Use of enterprise toolchains and infrastructure that is not tailored to
the organization’s requirements.

• Challenges in capability retention in digital infrastructure operations.

Especially the characteristics as a research network create a unique envi-
ronment that is distinct from standard enterprise networks, restricting the
applicability of standard enterprise practices to improve IT security. In fact,
we find two distinct events that may be related to a recent activity in terms
of top-down security management, i.e., security issues related to 2FA im-
plementations. While we do not establish a causal relationship, such a re-
lationship would be a viable explanation following prior work on security
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misconfigurations. However, we also find that the high degree of decentral-
ization in terms of operation is a major asset for the organization’s security
status, as it makes lateral movement after the compromise of an individual
institute less likely.

Recommendations: Based on our analysis, we suggest to improve IT secu-
rity within the MPG by addressing root-causes, mostly focusing on bottom-
up governance1 and organizational improvements. A corner stone of these 1Governance here does not

mean a strict top-down approach
as it is often understood. In-
stead, we refer to bottom-up
governance, i.e., the process of
nurturing emergent (self) or-
ganization and enabling self-
improvement in an organization,
see also D2.1 of CS4E [16].

improvements is leveraging and expanding existing distributed expertise,
improving network and service segmentation, the introduction of an opera-
tional excellence framework, and the formation of a team that actively ad-
dresses operational requirements of research infrastructure, ensuring high
levels of operational excellence.

Furthermore,weexplicitly caution against the introductionof top-downman-
agement of digital infrastructure. Our analysis suggests that such an app-
roach–especially when leveraging centralization and security-by-control as
common in enterprise scenarios–would create high-impact high-likelihood
risks for the society’s security posture, by increasing issues of orphaned sys-
tems and Shadow IT, contributing to personnel churn and capability loss,
and breaking the effective decentralization. The issue of breaking decen-
tralization is crucial, as it improves attackers’ abilities for lateral movement,
i.e., a full compromise, while proliferating security issues.

Comparison to the ▬▬▬▬▬▬▬ report: Finally, we compare our results to the re-
port by the ▬▬▬▬▬▬ project received in early 2023. We find that the ▬▬▬▬ report
neither documents the usedmethodology nor does it present an analysis of
the provided raw data. Based on the shared data, we infer that the report
utilizes an automated methodology, focusing on pre-determined web re-
lated vulnerabilities, leaving, e.g., misconfiguration and individual instances
of issues out of scope. Web related issues are scored based on version
matching, prompting high CVSS scores for issues without reported manual
verification of severity, while underestimating security issues outside this
narrow perspective. Hence, the usedmethodology is unsuited to assess the
security posture in non-standardized infrastructures, as found in research
networks like those of the MPG.

Comparing our results, we find that the ▬▬▬▬▬▬ report failed to identify the
bulk of our critical and high-severity findings in its ‘action items’. We also
find that the report includes port-scans that would have allowed the iden-
tification of the critical/high severity issues we identified, if they had been
analyzed. Furthermore, despite lacking ground-truth on the utilized scope,
we find indications in the provided data that the ▬▬▬▬▬ report included foreign
entities in its vulnerability assessment.

Finally, in conjunction with our observations on automated evaluation and
a missing analysis, we note that the presentation and structure of the re-
port carry the risk of harming the security posture of an organization, mainly
due to socio-organizational effects in the context of operator visibility, inner-
organizational trust, ‘just culture’, and notification fatigue.

We conclude that, while likely well intentioned, the report holds risks for
causing harm (out-of-scope scans, organizational effects), takes a narrow
and automated perspective that ismethodologically unsuited for investigat-
ing the security posture of research infrastructure (web-focus, automated
analysis). The report requires extensive follow-upwork to assess the sever-
ity of findings, which have to be manually assessed and validated, without
providing guidance on that process.
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1 Introduction
This report documents and analyzes the findings of a continuous port scan
of networks attributed to the MPG between 2023-04-18T01:00+00:00 and
2023-05-01T04:12+00:00. It was requested by the CISO of the MPG in the
beginning of 2023 in order to identify potential vulnerabilities in the MPG’s
networked infrastructure and to identify structural challenges for IT security
in institutes of the MPG.

1.1 Initial Situation

The MPG is a German NGO directly founded by the federal government and
several state governments consisting of 85 different research centers. With
over 24,000 employees and an annual budget in excess of 2.5b Euros it is
one of Germany’s largest independent research organizations. The organi-
zational structure of the MPG relies on a relatively high autonomy of inde-
pendent research centers, with the standard organizational form being that
of an institute.

Institutes regularly havededicateddigital infrastructure and their ownmostly
independent IT staff with a direct chain of command below the directorate
of the corresponding institute. Various services offered across institutes, for
example, a central documentation and knowledge database system 2, are 2https://max.mpg.de/ or services

offered by MPG’s library.handled via a federated OpenID/SAML based authentication system, with
authentication and user management still remaining within individual insti-
tutes. This leads to the challenge that independent institutes form indepen-
dent infrastructure, for which they are responsible, while security incidents
will regularly be attributed to the society as a whole.

In between the end of 2022 and beginning of 2023, the president of the
MPG received a report from the ▬▬▬▬ project3, which drew an alarming pic- 3 ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
ture of the MPG’s IT security state, presenting findings in excess of 10000
events. However, a discussion of provided data within the distributed or-
ganizational structure of the MPG and individual spot-checks open several
questions with regard to the reliability of the report. Furthermore, several
departments found the presentation of the report to inhibit actionability.

1.2 Goals

Based on the initial situation, the objective of the study was to:

• Identify security issues that require immediate or immanent mitiga-
tion due to a high likelihood of causing events or incidents.

• Assess the overall security posture of the MPG, focusing on structural
and organizational shortcomings.

• Identify action items and strategies to sustainably improve the secu-
rity posture of the organization.

• Evaluate findings of this internal investigation against the information
that was provided by the ▬▬▬▬ project.
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Table 1: Netblocks included in scans.

ASN Prefix Institute/Comment ASN Prefix Institute/Comment

▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬ ▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬
▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬
▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬
▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬
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▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

1.3 Scope

The scope of this survey was limited to active measurements of networks
attributed to the MPG and independent subsidiaries of the MPG, or in which
the MPG holds a major stake. This attribution could take place via reverse
DNS entries, existing thread intelligence feed indicating a high number of
MPG related systems in a netblock, and RIR/WHOIS data. Furthermore, all
networks announced by ASes owned by the MPG were within scope. Sys-
tems operated by the MPG but not hosted in an MPG related netblock, in-
cluding systems rununderMPG relateddomainnames, for example, Software-
as-a-Serivce offerings were not within scope.

Please note that the list has been compiled from available public informa-
tion including RIR databases, names under various MPG domains, and in-
ternal documentation4. Additionally, blocks were reduced to sub-blocks for 4▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬which active systems could be observed. As a result, while generally tight,
the scope partially covered some adjacent networks of other research orga-
nizations5, or did not cover the full network allocated to a sub-organization 5See, for example, ▬▬▬▬▬▬▬▬▬▬▬▬.
of the MPG6. See Table 1 for a list of networks within scope. 6See, for example, ▬▬▬▬▬▬▬▬▬▬▬▬▬ in ▬

▬▬▬▬▬▬▬▬.
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Rules of engagement for bulk activity were limited to non intrusive tech-
niques, specifically:

• ICMP echo requests.

• SYN requests.

• Establishment of connections with open TCP and UDP ports to obtain
banners and default unauthenticated data supplied.

• Retrieval of TLS certificates for TLS enabled endpoints under all known
names for the associated IP address in SNI in addition to localhost
and no explicit SNI indicator being set.

• Retrieval of HTTP index pages for ports exposing an HTTP related pro-
tocol, using both HTTP and HTTPS per port and all known names for
the IP address, in addition to localhost and a HTTP host being set.

The explicit identification of software versions, even thoughdata on thismay
have partially been collected in the above process was not in scope.

In case of events thatmay indicate incidents, events were followed upman-
ually to ascertain the seriousness of the incident by verifying exploitability,
e.g., by testing RCEwith non-intrusive commands7. Please see Section 2 for 7Non-intrusive commands

would, e.g., be ls or the cre-
ation of an empty file in a non-
application-critical repository.

a detailed description of the methodology, also providing the reasoning be-
hind restrictions on the evaluation of software versions and how limitations
in the dataset and methodology should be considered in the interpretation
of the results. Critical vulnerabilities have been communicated to the CISO
prior to delivery of this report, please see Section 2.8 for details.

Document Structure

The remainder of this document is structured as follows: We introduce the
methodology used in themeasurements this report is based on in Section 2,
where we also discuss limitations and document the reasoning behind spe-
cific scope limitations andmethodological choices. In Section 3, we present
an overview of our findings and derive clusters of comparable/similar vul-
nerabilities. Next, we interpret our results in Section 4, where we also dis-
tinguish the situation in the MPG as a research institution from that of clas-
sical enterprise environments. Our analysis then allows us to derive recom-
mendations for the MPG, presented in Section 5. Thereafter, we compare
this study in terms of scope, methodology, findings, recommendations, and
analysis to the ▬▬▬▬▬▬▬ report the MPG received earlier this year in Section 6.
Finally, we briefly summarize the core findings of this report and key action-
items in Section 7.
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2 Methodology
Here, we document themethodology used to execute the scans of networks
held by MPG affiliated organizations. This includes the used infrastructure,
the software stack used for the measurements, the composition of the fi-
nal scan toolchain, and the scanning schedule we executed. Furthermore,
we will discuss limitations and document interactions with institutes due to
either abuse complaints, or if incidents occurred that necessitated an early
notification and mitigation.

2.1 Used Infrastructure

Scans originated from ▬▬▬▬▬▬▬▬▬▬▬▬▬ (IPv4) and ▬▬▬▬▬▬▬▬▬▬▬▬▬ (IPv6) within ▬▬▬▬▬▬,
i.e., fully external to any infrastructure hosted by the MPG or any of the Ger-
many research networks, most notably DFN with AS680. This, in contrast
to using, e.g., a network of the MPG, was done to ensure potentially existing
ACLs do not influence the results of the evaluation. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

For the allocated networks, corresponding IRR/whois objects were created,
documenting thepurposeof theongoingmeasurements, referring to anabuse
address, contact information of ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, and a reference to a website
providing further information. See the listing below for the IRR entry of ▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬; The setup for ▬▬▬▬▬▬▬▬▬▬▬▬▬mirrored this.

1 % This is the RIPE Database query service.
2 % The objects are in RPSL format.
3 %
4 % The RIPE Database is subject to Terms and Conditions.
5 % See http://www.ripe.net/db/support/db-terms-conditions.pdf
6
7 % Note: this output has been filtered.
8 % To receive output for a database update, use the ”-B” flag.
9
10 % Information related to ’XXX.XXX.XXX.XXX - XXX.XXX.XXX.XXX’
11
12 % Abuse contact for ’XXX.XXX.XXX.XXX - XXX.XXX.XXX.XXX’ is ’x@example.com’
13
14 inetnum: XXX.XXX.XXX.XXX - XXX.XXX.XXX.XXX
15 netname: FOR-SCANNING-AT-THE-MAX-PLANCK-SOCIETY
16 country: XX
17 descr: You can contact the responsible researcher at: r@example.com
18 descr: We are scanning to assess the MPG’s security state.
19 descr: Find further information at https://example.com/
20 admin-c: XXXXXX-RIPE
21 tech-c: XXXXXX-RIPE
22 abuse-c: XXXXXX-RIPE
23 status: ASSIGNED PA
24 mnt-by: XXXXXXX-MNT
25 created: 2023-XX-XXTXX:XX:XXZ
26 last-modified: 2023-XX-XXTXX:XX:XXZ
27 source: RIPE
28
29 role: XXXXXX-RIPE
30 address: XXXXXXXXXXXXXXX, XXXXXXXXXXXXXXx, XXXXXXXXX, XXXXXX
31 phone: +XXXXXXXXXXXXXXXX
32 nic-hdl: XXXXXX-RIPE
33 mnt-by: XXXXXXX-MNT
34 created: XXXX-XX-XXTXX:XX:XXZ
35 last-modified: XXXX-XX-XXTXX:XX:XXZ
36 source: RIPE # Filtered
37
38 % Information related to ’XXX.XXX.XXX.XXX/XXASXXXXXX’
39
40 route: XXX.XXX.XXX.XXX/XX
41 origin: ASXXXXXX
42 mnt-by: XXXXXXX-MNT
43 created: XXXX-XX-XXTXX:XX:XXZ
44 last-modified: XXXX-XX-XXTXX:XX:XXZ
45 source: RIPE
46
47 % This query was served by the RIPE Database Query Service version 1.106.1 (ABERDEEN)
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Within that network segment, 13 virtual machines were created, see Ta-
ble 2, 12 to execute these scans, with an additional host in place to orches-
trate scanning as per the planned schedule, see Section 2.4. Each virtual
machine received matching reverse and forward DNS under the domain ▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, prefixed with an identifier, e.g., ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
. On all machines a webserver was installed, using ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, redi-
recting requests to the base domain ( ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬). On that site, a
webpage provided information and additional contact details in relation to
the ongoing scans, see the listing below.

Please note that the list of scanned networks has been removed in this re-
port to preserve space; For this content, please see Table 1 in Section 1.

1 Description
2 These scans are executed to check the current configuration and
3 security state of systems belonging to the Max-Planck Society.
4 Please see ’networks in scope’ for a list of networks we are
5 scanning.
6
7 If these scans cause operational issues, please contact Tobias
8 Fiebig at tfiebig@mpi-inf.mpg.de or via phone: +xx xxx xxxx.
9
10 Results of these scans will be made available to you as soon as
11 the evaluation has been concluded.
12
13 For further information, you can also reach out to the CISO of
14 the MPG: Guntram Rupp, guntram.rupp@gv.mpg.de
15
16 Executed measurements
17 We are executing the following daily measurements:
18
19
20 Hourly: ICMP connect scan; This measurement is in place to identify
21 networks mostly used for clients, which should be firewalled.
22
23
24 07:00 (UTC): Full scan (ICMP, SYN Port 1:12000 TCP, Port 53,80,111,
25 123,137,138,139,443,11211 UDP, banner grabbing on open
26 ports, curl on all known hostnames for HTTP ports,
27 certificate retrieval for TLS/STARTTLS ports with all
28 known names for SNI.
29
30
31 13:00 (UTC): Full scan (ICMP, SYN Port 1:12000 TCP, Port 53,80,111,
32 123,137,138,139,443,11211 UDP, banner grabbing on open
33 ports, curl on all known hostnames for HTTP ports,
34 certificate retrieval for TLS/STARTTLS ports with all
35 known names for SNI.
36
37
38 19:00 (UTC): Full scan (ICMP, SYN Port 1:12000 TCP, Port 53,80,111,
39 123,137,138,139,443,11211 UDP, banner grabbing on open
40 ports, curl on all known hostnames for HTTP ports,
41 certificate retrieval for TLS/STARTTLS ports with all
42 known names for SNI.
43
44
45 01:00 (UTC): Full scan (ICMP, SYN Port 1:12000 TCP, Port 53,80,111,
46 123,137,138,139,443,11211 UDP, banner grabbing on open
47 ports, curl on all known hostnames for HTTP ports,
48 certificate retrieval for TLS/STARTTLS ports with all
49 known names for SNI.
50
51 These scans are in place to identify exposed services in network
52 segments, identify orphaned or forgotten systems, and identify
53 unfirewalled access networks.
54
55 Networks in scope
56 The following networks are in scope for these scans. This list has
57 been generated from DNS data and internal documentation. Please
58 reach out to tfiebig@mpi-inf.mpg.de if your address or netblocks
59 have been falsely attributed to the MPG and included in this list.
60 Please see the next section for explicitly excluded more specifics.
61
62 {
63 ”ASXXXXXX”: [
64 ”XXX.XXX.XXX.XXX/XX”,
65 ...
66 ]
67 }
68
69 Networks excluded
70 The following networks have been manually excluded upon request, if no
71 more specific network is included above:
72 {
73 ”ASXXXXXX”: [
74 ”XXX.XXX.XXX.XXX/XX”,
75 ...
76 ]
77 }
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Table 2: Overview of used measurement system.

Hostname/rDNS IPv4 IPv6 Threads Memory OS Purpose

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬▬▬ ▬▬▬▬▬▬▬ ▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬▬▬ ▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬▬ ▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬ ▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬ ▬▬ ▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬ ▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬ ▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬ ▬▬ ▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬

2.2 Used Software

Here, we briefly list the major upstream software components used in the
final toolchain used for scanning the MPG’s infrastructure. All components
were integrated using bash scripting and GNU parallel

parallel 20210822+ds-2 GNU parallel is a framework for running compute
jobs in parallel, also allowing creation of parallel jobs across multiple ma-
chines. In the scanning campaign, GNU parallel was used on a shared NFS
storage, provided by ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

1 % parallel --version
2 GNU parallel 20210822
3 Copyright (C) 2007-2021 Ole Tange, http://ole.tange.dk and Free Software
4 Foundation, Inc.
5 License GPLv3+: GNU GPL version 3 or later <https://gnu.org/licenses/gpl.html>
6 This is free software: you are free to change and redistribute it.
7 GNU parallel comes with no warranty.
8
9 Web site: https://www.gnu.org/software/parallel
10
11 When using programs that use GNU Parallel to process data for publication
12 please cite as described in the manpage.

nmap 7.91+dfsg1+really7.80+dfsg1-2ubuntu0.1 Nmap is one of the tra-
ditional port scanning utilities available, and integrates a multitude of addi-
tional banner collection and interaction modules. We selected nmap over
a more traditional high bandwidth scanning framework as, e.g., zMap [8]8, 8zMap obtains benefits in

throughput for scans by removing
statekeeping from scanning.

as we wanted to limit the total packets per second to below 200k pps, see
Section 2.3, and nmap allowed fine-grained control of scan settings within
the utilized and paralellized toolchain, spreading load equally across net-
works of the MPG. Hence, limitations of nmap in comparison to zMap were
not relevant for our use-case.

1 % nmap --version
2 Nmap version 7.80 ( https://nmap.org )
3 Platform: x86_64-pc-linux-gnu
4 Compiled with: liblua-5.3.6 openssl-3.0.2 nmap-libssh2-1.8.2 libz-1.2.11 \
5 libpcre-8.39 libpcap-1.10.1 nmap-libdnet-1.12 ipv6
6 Compiled without:
7 Available nsock engines: epoll poll select

curl 7.81.0-1ubuntu1.10 Curl is a standard library and framework for ex-
ecuting protocol requests, especially for HTTP(S)2. We use curl to obtain
index pages for discovered open ports that indicated an HTTP related pro-
tocol being in use in prior nmap scans of a host.
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1 % curl --version
2 curl 7.81.0 (x86_64-pc-linux-gnu) libcurl/7.81.0 OpenSSL/3.0.2 zlib/1.2.11 \
3 brotli/1.0.9 zstd/1.4.8 libidn2/2.3.2 libpsl/0.21.0 (+libidn2/2.3.2) \
4 libssh/0.9.6/openssl/zlib nghttp2/1.43.0 librtmp/2.3 OpenLDAP/2.5.14
5 Release-Date: 2022-01-05
6 Protocols: dict file ftp ftps gopher gophers http https imap imaps ldap ldaps \
7 mqtt pop3 pop3s rtmp rtsp scp sftp smb smbs smtp smtps telnet tftp
8 Features: alt-svc AsynchDNS brotli GSS-API HSTS HTTP2 HTTPS-proxy IDN IPv6 \
9 Kerberos Largefile libz NTLM NTLM_WB PSL SPNEGO SSL TLS-SRP \
10 UnixSockets zstd

OpenSSL 3.0.2-0ubuntu1.9 OpenSSL is a standard TLS library for Linux
systems. We use OpenSSL’s s_client implementation to retrieve certifi-
cates of remote systems if either a TLS tunnel has been detected9 or using 9As found for, e.g., HTTPS.
the protocol specific STARTTLS invocation if a protocol commonly featuring
STARTTLS has been found by nmap10. 10For example, common in

SMTP.

1 % openssl version
2 OpenSSL 3.0.2 15 Mar 2022 (Library: OpenSSL 3.0.2 15 Mar 2022)

2.3 Scanner Composition and Configuration

Scanning follows a multi-stage process, see Figure 1. We selected this ar-
chitecture, as it gives us fine-grained control over the number of in-flight
scanned hosts, while also allowing us to distribute the scanning load com-
paratively evenly across hosts of the MPG11, with larger networks naturally 11For example, the ▬▬▬▬▬▬▬ holds a

full /16.being it more frequently. As due dilligence, prior to executing scans against
all systems within the MPG, we executed several test-runs with increasing
pps counts against ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ in coordination with the network oper-
ators of that institute. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ the network was able to handle inbound loads of over
200k PPS when we executed the toolchain outlined below, saturating all
workers simultanously with /28s from ▬▬▬▬▬▬▬▬▬▬. Hence, we concluded that–
when spread over all networks of the MPG–a load of less than 200k pps
should be feasible. For exceptions we encountered in practice, please see
Section 2.8.

Stage 1: In the first stage, we take the input networks, see Table 1, and
split them by /28, i.e., into blocks of at most 16 IPv4 addresses. If an input
network is smaller than a /2812, we add it to the list of /28s as-is. 12See, for example, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

.
Subsequent stages are then applied to each entry of our scan list. For this,
the following stages are executed in parallel, with 32 jobs per worker node,
i.e., up to 12×32=384 active jobs in parallel.

Stage 2: For each network scanned by a node, we first execute an ICMP
echo request scan. For this, up to ten (nmap default) ICMP echo requests
are sent to each IPv4 address. If at least one ICMP echo reply is received,
the host is flagged as reachable. Furthermore, we obtain the reverse DNS
entry, if present, for each scanned IP address at this stage. Please note that
this limits our visibility, see Section 2.7.

Stage 3: For each name identified via reverse DNS in Stage 2, we try to
obtain an IPv6 address by executing a AAAA DNS request. If we are able
to obtain an IPv6 address, we add it to the subsequent scan stages for this
host.
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Figure 1: Overview of the individual stages in the scanning process.

Stage 4.a (IPv4|IPv6): For each reachable address, we execute a TCP SYN
scan of ports 1-12,000 with up to 2 retires, at least 16 requests in parallel,
at a rate of 500 packets per second. Given that this process is sequential
per address per /28, and the maximum number of inflight jobs being 384,
this means that the upper bound of generated pps is 192k, i.e., below 200k,
while in practice this value is usually not reached, as it would require all
workers to be in the TCP SYN stage at the same time. Wedecided to limit the
port range for SYN scans to the first 12,000 ports instead of scanning ports
1-65,535 to reduce the scan-time for all MPG networks without increasing
the pps load13. This again limits our visibility. Again, please see Section 2.7 13Using, e.g., zMap here would

not have improved runtime, as
that improvement in runtime
would have increased the pps
load.

for a discussion on this limitation.

Stage 5.a (IPv4|IPv6): For the list of ports determined to be open, we then
execute a full service scan with nmap14. This includes OS detection based 14nmap -Aon timings and information conveied by running services, service detection,
and banner-grabbing. Please note that we did not execute service discovery
for hosts for which we found themajority of ports to be reacting to SYNs due
to tcpwrapper being used.

Stage 4.b (IPv4|IPv6): In addition to a TCP SYN scan, we also try to de-
tect open UDP ports. However, given that UDP is a stateless protocol, the
absence of a reply to a sent packet does not necessarily indicate that no
service is listening on a given UDP socket. Hence, while ICMPmessages in-
dicating that a port is closed provide conclusive information about the state
of said port, and protocol compliant replies indicate that a port is open, the
absence of a reply does not carry any information as to whether a service is
listening or not. For that reason, we limited our UDP discovery to common
and commonly misconfigured protocols and services, specifically:
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53 DNS
80 Quick15 15Unlikely, as quick usually runs

on port 443111 RPC mapper
123 NTP
137 Netbios
138 Netbios
139 Netbios
443 Quick, as an evolution of HTTP
11211 memcached in-memory key-value store

Concerning the limitations this introduces, please see Section 2.7.

Stage 5.b (IPv4|IPv6): Aswith TCP, we then perform full service discovery
for ports detected to be open.

Stage 6 (IPv4|IPv6): If nmap reports an HTTP like protocol being used
for an open port, we then retrieve the index page presented by the server.
We do this, regardless of the port being initially detected as plain HTTP or
HTTPS, for HTTP and HTTPS, as some servers actually implement plain and
HTTPS enabled connections on the same port16. In addition to retrieving 16This can, for example, be im-

plemented using the stream
server feature of NGINX, see
http://nginx.org/en/docs/
stream/ngx_stream_core_
module.html

the index page without providing an HTTP Host header, essentially access-
ing the default vhost on the remote system, we also issue a request for each
FQDN we encountered in relation to an IP address, as well as localhost. Es-
pecially the latter is important, as in certain cases a server may have bound
globally, while running an internal service on a virtual host explicitly named
‘localhost’, under the assumption that the host is only reachable with re-
quests from themachine itself. However, as the vhost is usually determined
based on the HTTP Host header sent by a client, this is not the case, and we
may thereby evade ACLs configured on a remote system.

Stage 7 (IPv4|IPv6): Finnaly, if nmap indicates that a port uses TLS in tun-
nel mode, or the protocol supports STARTTLS (smtp, pop3, imap, ftp, xmpp,
xmpp-server, irc, postgres, irc, mysql, lmtp, nntp, sieve, ldap), we retrieve
the certificate and certificate chain related to that certificate from the re-
mote system. Given that for many protocols SNI has been implemented,
we again do this for an empty SNI indicator (default certificate), ‘localhost’,
and all names known to us from the scan itself of utilized databases.

2.4 Scanning Schedule

We decided to execute repeated/regular scans of the MPG infrastructure
over two weeks using the aforementioned toolchain. The reasoning behind
this, in contrast to executing scans that cover, e.g., a larger port range or
more UDP ports, was that we assumed, due to the relative abundance of
public IPv4 addresses in research networks17 we assumed that several re- 17While several MPG institutes

and similar research organiza-
tions have an abundance of IPv4
addresses allocated to them,
the IPv4 run-out [25] lets, e.g.,
new ISPs have only a fraction of
that. Freedom Internet b.v., for
example, only has 1/5th (54 /24)
of the IPv4 addresses of several
institutes holding a /16 (255 /24)
available.

search and work related components, e.g., lab equipment, embedded de-
vices, orworkstations, only becomeavailableduring limited timeframes, de-
spite being generally publicly reachable. As we assume that such devices
are often not designed to be run fully exposed to the Internet, we prioritized
regular scanning.

Ultimately, considering that a full scan through all stages outlined in Sec-
tion 2.3 takes around two hours to complete, we implemented the following
schedule:
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ICMP request scan (Stage 1 & 2 only): Hourly
Full scan: 07:00UTC, 13:00UTC, 19:00UTC, 01:00UTC

Executing this schedule over the duration of twoweeks also ensures thatwe
capture weekend/holiday vs. weekday activity. Furthermore, as the order
of /28 is randomized in Stage 1, it also means that each host is scanned at
various points throughout the day.

2.5 Levels of Criticality

Throughout this report, we will be using four different levels of criticality in
relation to detected events. Specifically we distinguish, from critical to low,
between:

Critical: Immediate Mitigation: This category includes events that are at
least incidents. Furthermore, these incidents must either allow unau-
thorized access to a system, allowing further access to privileged in-
formation18. Similarly, cases where PII of third parties is revealed, or 18Please see the issue ▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬ in Section 2.8 for an
example right at the border of
this definition.

physical harm is enabled fall in this category.
High: Critical Findings: Critical issues must be mitigated as soon as possi-

ble. Theyusually pose ahigh likelyhoodof leading to an incident but do
not signify an immediately ongoing incident; This also includes cases
of non-specific threats that are easily mitigated.

Medium: Urgent Findings: These issue are those that pose no immediate
threat but should be addressed in the near future, and might benefit
lateral movement, or are indicative of limitations in operational proce-
dures.

Low: Chores: Findings of low criticality that should be addressed/picked up
in regular maintenance. This includes issues like, for example, updat-
ing out-dated libraries outside of security support, for which no vul-
nerabilities are known yet.

This classification has been created to be more accessible than standard
frameworks for event criticality19. 19See, for example, CVSS

2.6 Assessment of Criticality

To assess the criticality, we initially employed an open coding process as-
signing tags and criticality levels based on the definitions in Section 2.5.
All 3541 hosts that had open ports during the duration of the scans were
manually inspected by a first analyst20 and received tags if an issue was ob- 20 ▬▬▬▬▬▬▬▬▬▬ from ▬▬▬▬▬▬▬▬▬▬▬.
served. Subsequently, all hosts with a criticality above ‘Low’ were re-coded
by a second coder21 to ensure reliability22. This second round of coding 21▬▬▬▬▬▬▬▬▬▬ from ▬▬▬▬▬▬▬▬▬▬▬▬.

22Additionally, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
systems were excluded, as their
assessment is straight-forward.

included additional manual verification, e.g., ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, an-
notated with newly introduced tags. In total, ▬▬▬ changes were made by the
second coder, where ▬▬▬▬▬▬ relates to the criticality of ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
in ▬▬▬▬▬▬▬▬▬ at ▬▬▬▬▬▬▬▬▬▬▬. Apart from that, mostly tags for ▬▬▬▬▬▬▬▬▬▬▬ that replied
to client queries were added.

2.7 Limitations

As remote scanning always has to consider trade-offs, see above, our re-
sults have limitations which have to be considered in their interpretation.
Specifically:
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Fully external scan: Our scans were conducted from a network not af-
filiated with the MPG or a large research network. Hence, we might have
missed instances of misconfigured services that are exposed to an unrea-
sonably large number of networks, e.g., the whole DFN. However, given that
the objective of this scan is establishing a baseline and identifying system-
atic issues, we consider this acceptable. Nevertheless, follow-up work, see
Section 5, should address this aspect.

Limited network scope: While our scans spanned a seizable part of the
MPG’s networks, it did not cover all networks, while partially also including
networks not used by theMPG, also see Section 2.8. This situation occurred
due to unclear documentation of prefixes in public databases and our ag-
gregation approach. Naturally, follow-up work should address the issue of
underscanning. Again, as outlined above, though, limitations in visibility are
not a major issue for our objective, as issue we do observe exist. Further-
more, given precautions taken to not overload networks by limiting overall
PPS, andbyquickly reacting to corresponding exclusion requests, we should
not have caused unreasonable load on collateral networks included.

Limited port range for TCP: We consciously limited the port-range we
scanned to the first 12,000 ports. While this covers most ports services
commonly run on, it also means that we might have missed specific or un-
common services, which can be expected to exist in an organization like the
MPG, especially in the context of special embedded devices. Still, as before,
the major implication is that the actual security state might be worse than
detected, i.e., we are still able to provide a base-line estimate.

Limited port range for UDP: We limited our UDP scans to a few specific
ports. A notable, accidental, omission is port 161, SNMP. As before, this
limits our visibility, and must be considered when discussing our results.

High volume scanning: Despite limiting ourselves to below200k ppswhile
scanning, we did not take any measures to hide our activities. We followed
measurement best-practices in making our scanning infrastructure identifi-
able and did not, for example, use a distributed approachwhichwouldmore
easily evade automateddetection andblocklisting systems. Given that, over
the course of the scanning campaign, we were contacted by three organiza-
tions, we assume that the impact of this is limited, especially also given that
we used several machines (despite being from the same /24) and ensured
that requests to target networkswouldbe spreadover thedurationof a scan.

Restriction to ICMP responsive hosts: By restricting our scans to ICMP
responsive hosts, institutes restricting ICMP23 might not have seen all their 23While commonly recom-

mended for security reasons, this
is a problem technically solved
by generating more pps when
scanning, i.e., assuming hosts to
be online, and hence falls into the
category of security by obscurity.

systems scanned. This should be addressed by future activities by conduct-
ing scans that simply assume hosts to be online, likely using an even lower
pps rate over a significantly longer time frame. Nevertheless, for the study at
hand, this has been a tradeoff between coverage and the objective to iden-
tify networks where hosts are end-user machines and/or not permanently
online.

Limited number of retries for TCP SYN: We limited the number of retries
for TCP SYN scans to two, to reduce the overall number of packets sent to
MPGnetworks, especially givenour repetition rate. Thismeans that services
that are reachable, but have high latency or where we experience packet
loss on-path, might have been missed. However, given we regularly repeat
our measurements, this risk is mitigated.
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Exclusion of tcpwrapper hosts: We excluded several hosts that run tcp-
wrapper and reply to TCP SYN on all ports. This, again, limits visibility. How-
ever, besides hosts in ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬24, only the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ has a total 24▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬of six, the ▬▬▬ one, and ▬▬▬▬▬▬▬▬▬▬ seven hosts showing this behavior. Hence,
the overall impact of this is limited.

Software patch level not structurally evaluated: Our methodology did
not specifically investigate the patch-level of hosted software. We made
this decission as we a) assumed software running in the MPG to regularly
be custom, and b) because fine granular vulnerability detection based on
version information alone is not necessarily reliable. Instead, while version
numbers can be an indication, the presented version number may deviate
from the actually used version25, or security patchesmight have been back- 25See Section 2.2 where the

actual version of nmap differs
from the one reported by dpkg.

ported. Hence, to keep the scope of this evaluation feasible within the avail-
able personnel resources, a full-scale evaluation of patch levels was not in-
cluded in our survey. Nevertheless, we used clear indicators of outdated
software, e.g., software that has been discontinued for an extended period
of time26, or versions for which no long-term support edition still receiving 26For example, a system whose

vendor has been out-of-business
since 2008.

security updates is available27 as additional information when considering

27For example, systems run-
ning and exposing Python 2.5,
for which support ended in May
2011.

a system to be unmaintained. Follow-up work should cover this aspect in a
structured manner as well, see Section 5.

2.8 Abuse Reports and Interactions with Institutes

During the execution of the scans, several events occurred that either re-
quired immediate mitigation due to the detection of an incident, were in-
vestigated as an incident, or were abuse complaints by individual institutes
about the ongoing scans. To be transparent about the turn of events, we
document them in this section.

Observed Incident: Compromised System at ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬: On 2023-
04-18, a first explorative analysis of the initial full scans was conducted to
verify the functionality of the running measurement toolchain. During this
exploration, a host with the name ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ and the IPv4
address ▬▬▬▬▬▬▬▬▬ was found exposing an HTTP server on tcp/8888, as well
as NTP (udp/123), Netbios (udp/137-139), SSH (tcp/22), and RPC BIND
(udp/111). TheHTTP service on tcp/8888 presented a directory listing. The
directory contained multiple directories indicating various versions of the
same research related software, specifically ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬28 ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ 28▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

In addition, a file ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ could be found in the webroot. When ac-
cessed, this file providedaweb-shell allowing thedirect executionof system
commands. The vulnerability was verified ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

Anotificationwas sent ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ summarizing thefind-
ing and recommending immediate mitigation, i.e., immediate incident re-
sponse, including replacing the system with a new, documented and moni-
tored, setup. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬ Hence, overall, mitigation was done quickly, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
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Abuse Complaint: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ On ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ requested further information about the ongoing
scans, as amachine from the scan cluster ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ in the
firewall logs for ▬▬▬▬▬▬▬▬▬▬▬▬. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ inquired why the ongoing scans
were showingup ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. A responsewasprovided ▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬within 10minutes, detailing the scanning process and highlighting
that this report would provide actionable recommendations later on. Ad-
ditionally, it was offered to provide an unprocessed summary of issues in
the specific network ahead of time. This summary was requested. Three
immediate mitigation issues were reported ahead of time, specifically:

• An FTP server allowing anonymous connections and writes while ex-
posing local usernames▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

• An industrial control system ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, ex-
posing an HTTP interface without TLS enabled. Despite no weak cre-
dentials being in place, it was recommended to not have this category
of systems Internet reachable.

• An outdated ▬▬▬▬▬▬▬▬▬▬▬ installation▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. As,
at the time of the exchange, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ is out of LTS
support for nearly five years, it was recommended that this system
sould be upgraded. As an alternative option, adding either OpenID
or HTTP authentication ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ was suggested. Additionally, a
monitoring script ▬▬▬▬▬▬▬▬▬▬▬▬ was shared with the team to enable real-
time monitoring of the service.

Besides this, severalmajor andminor issueswere reported, seeAppendix II,
ranging from orphaned and exposed systems to setups hosting dissemina-
tion sites for published papers, with an unclear maintenance states.

Abuse Complaint: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬: On ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
a complaint was sent ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ by ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.
Themessage noted that the in-scope network ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
contains systems hosted for non-MPG third parties. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ requested
that hosted systemwould be excluded from the scans, and provided a list of
relevant networks29. This change request was implemented immediately, 29See Table 1, which lists these

exclusions.and a reply indicating compliance with the request was sent ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬ within 10 minutes of receipt of the complaint.

Abuse Complaint: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ a com-
plaint ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬noted ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ the scanning
network, requesting an explanation. A reply was sent ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬ within 90 minutes, explaining the observed volume ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬ per scan ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. A follow-up ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ indicated that the number of re-
quests in excess ▬▬▬▬▬▬▬▬▬▬▬▬▬▬ pertained to the whole scan period. This was
clarified, while also noting the projected end-date of the scans with an ad-
ditional message ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. No further follow-up occurred.

Investigated Event: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬: During an exploration of
the dataset after the conclusion of the scans, ▬▬▬▬▬▬▬▬▬▬▬, it was noticed that
the host ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ has an HTTP cloneable git reposi-
tory in its web-root. The host presents a certificate ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, indicating that the host is
part of the institutes’ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ infrastructure. Similarly, the page-
title ▬▬▬▬▬▬▬▬▬▬▬▬▬▬ supports this assumption. The exposed git repository al-
lows cloning of the running application’s source-code▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.
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Additionally, the .git/config file revealed authentication information for
a deploy user ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

To assess the criticality of this event, the repository was cloned from the
webroot ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ using the found authentication infor-
mation. An audit of the repository’s contents indicated, that the repository
does not reveal confidential information. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ However, it was noted that the repository path in-
dicates that the repository is within the namespace of an individual opera-
tor, violating best practices of locating deploy repositories in infrastructure
namespaces. Similarly, authentication for deploy systems pulling remote
repositories should use restricted deploy keys instead of username pass-
word combinations. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

To ascertain whether code could be committed using the found authentica-
tion information, a whitespace change was created and committed. How-
ever, the user was not authorized to push to the deploy repository. Hence,
despite revealing parts of a code base and credentials▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ for a ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬ system, the likelihood of this directly causing an incident is limited30. 30 ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬

Based on these observations it was decided ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ not notify ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, and instead only include the event in this report
as a critical finding.

PreemptiveNotification: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬: On2023-06-11, CVE-2023-
27997 was released. CVE-2023-27997 documents an unauthenticated re-
mote codeexecution vulnerability in SSLVPNGatewaysproducedbyFortinet.
Due to the high criticality of this vulnerability, the CISO was informed via
mail at ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The notification included a reference to ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, noted that affected systems should be updated to
a patched version31 as soon as possible, and a reference to prior CVEs of 317.2.5, 7.0.12, 6.4.13, 6.2.15,

and 6.0.17.similar criticality from the same vendor32.
32CVE-2018-13379, CVE-2019-
11510, CVE-2022-40684, and
CVE-2022-42475.

Furthermore, it noted potentially affected systems, see Table 3.

Table 3: Overview of notified systems.

IP Hostname Institute

▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬ ▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
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2.9 Access to Measurement Data:

Access to the collected data has been available to themain author of this re-
port. Beyond themain author, access to the collected data has been shared
with two experts withing MPI ▬▬▬▬▬▬▬▬▬. Specifically, ▬▬▬▬▬▬▬▬▬▬▬▬, the ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ of MPI▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
received access ▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Similarly, ▬▬▬▬▬▬▬▬▬▬▬▬ received access ▬▬▬▬▬▬▬▬▬▬▬
▬. In both cases, access was provided to mitigate the single point of failure
caused by a single main investigator in case of prolonged or permanent un-
scheduled unavailability, and to ensure a second opinion on complex cases
can be easily obtained.

Apart from that, individual institutes could receive a copy of their data if re-
quested. This was done twice, once for the MPI ▬▬▬▬▬▬▬▬▬▬, which received a
full copy ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, and once for MPI ▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, where a copy of data for this institute was sent ▬▬
▬▬▬▬▬▬▬▬▬▬.
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Figure 2: Overview of hosts with findings by criticality per institute. Networks without
active hosts have been excluded. Please not that the number of hosts offering services
highly differs per institute.

3 Findings
In this section, we give a high level aggregated overview of our findings
across MPG networks33. 33For a detailed perspective on

individual Institutes, please see
Appendix I

3.1 Overview of MPG Networks

The nature of network and their security posture of individual institutes dif-
fers significantly. Naturally, some institutes, as for example the ▬▬▬▬▬▬▬▬▬▬▬▬▬
▬, contain a significantly higher number of hosts (▬▬▬) than, for example, in-
stitutes with ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, as for example ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ with ( ▬). At the
same time, the share of critical findings also differs, with the ▬▬ or ▬▬▬▬▬▬▬
▬▬▬▬ having mostly observations rated as low, and presenting observations
for less than 50% of hosts. In contrast, the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ exhibits findings
considered to have medium or higher impact in half of all systems providing
services, see Figure 2.

Turning towards the distribution of open ports across all institutes, see Fig-
ure 3. As can be expected, the most commonly found ports are ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Similarly, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ can be fre-
quently found to be open to the Internet. The most common ports that
should at least be reconsidered are CallBook services (tcp/2000)34 and SIP 34Technically, the mail filter

configuration protocol SIEVE
can also be found on this port.
However, this was not the case
for the concerned hosts, as we
found co-located SIP related
ports and no SIEVE banners.

(tcp/5060), configurationports for ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, andport tcp/8008
opened by Fortinet devices. For all these ports it will have to be critically
evaluated whether they have to be open for the corresponding service.

If not, ports should be closed whenever they are not needed, with the fol-
lowing order of preference, ideally combining multiple steps:

1. If the service is not used, disable the listening daemon.
2. If the service is used internally, limit access to the port to hosts that

need access
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Figure 3: Overview of open ports seen per institute. The frequency is based on the
number of hosts in that institute seen with the respective port being ‘open’.

a. Via a packet filter on the host, and/or,
b. Via a packet filter at the network segment’s border

3. Only allow-list a known set of ports inbound at the network’s demar-
cation points

Especially for the ▬▬▬▬▬▬ related ports, their global availability indicates that
the devices are not utilized in full conformance to best practices, i.e., if the
device is not used as intended, or if it has been configured in a ‘best effort’
manner. Port ▬▬▬▬▬▬ usually serves as a port to deliver block/filtering noti-
fications for clients, especially internal when the device is used to restrict
outbound connectivity to sites permitted by corporate policy. Following the
points above, we would recommend against increased exposure by permit-
ting external hosts to connect to ▬▬▬▬▬▬▬ systems. Even though, technically,
inbound connections should not pose a risk, given ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬, see Section 2.8, this may differ in practice.

Moving to an aggregate perspective of the security state of MPIs, see Fig-
ure 4, we find that 1997/3541 hosts exposing services (56.40%) warrant
further investigation. Of these 1997 hosts, 1514 (42.76% of all hosts ex-
posing services/75.81% of hosts with findings) show a pattern which war-
rants further investigation, but should not lead to immanent incidents, or if
it should have limited impact (low), 378 (10.67% of all hosts exposing ser-
vices/18.93% of hosts with findings) have findings that warrant expedited
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Figure 4: Aggregation of criticality ratings and tag frequency across all hosts.
Please see the corresponding appendixes for information on individual
institutes.

investigation and/or mitigation (medium), 83 (2.34% of all hosts exposing
services/4.16% of hosts with findings) show issues that require immediate
investigation and/or mitigation, while only 22 (0.62% of all hosts exposing
services/1.10% of hosts with findings) show issues likely to cause an inci-
dent in the near future.

Considering the types of issues, again, see Figure 4, we find orphaned (re-
search related) infrastructure, exposed (internal) systems, and misconfigu-
rations–especially for enterprise systems–to be frequent. However, overall,
the nature of issues is as diverse as institutes themselves, as signified by the
heavy-tail distribution of our tags. Please see Section 3.2 for a more exten-
sive discussion of issue-clusters we observed, including specific examples.

Summary Hence, despite a wide-spread occurrence of issues warranting
investigation or being indicative of limitations in the operational structure35, 35For example, asset manage-

ment, monitoring, software/ser-
vice life-cycle management, etc.

the general situation is comparable to what can be found across most orga-
nizations [21].

However, wealsoobserve that institutes arenot homogeneouswhen it comes
to digital infrastructure, and individual institutes may experience a higher
frequency of High/Critical issues. Please note that this report does notmake
specific statements on the root-causes of these differences in individual in-
stitutes beyond general observations on the mechanics within the organiza-
tion as a whole, see Section 4.
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3.2 Vulnerability Clusters

Here, we give an overview of clusters and themes of misconfigurations and
vulnerabilities encounteredwhile observing networks of theMPG. Each case
will be illustrated with a specific example that highlights the interaction ef-
fects of the corresponding clusters.

3.2.1 Exposed Research Infrastructure

A common pattern throughout MPI networks are various forms of exposed
research infrastructure. This reaches from the case already described in
Section 2.8, where ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, to systems and
applications used in the dissemination of research work, also see the ex-
ample below. While the latter does not necessarily have a high potential
for security impact besides enabling potential lateral movement. The two
underlying patterns for these cases are:

a) Systems that fall out of the standard set of applications commonly op-
erated in IT environments, have special requirements, or need domain
knowledge, while being essential to the core functions of an MPI, or,

b) Systems developed by, e.g., a PhD candidate or otherwise non-perma-
nent staff for dissemination or collection of research results.

Example I: Paper Specific Dynamic Site: As an illustrative example, we are
using ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The application provides information on research
published in two papers, appearing in 2010 and 2011. The site carries a
copyright statement of 2011, i.e., indicating that the site is over 10 years
old. Various resources currently do not load, and the data service–back then
provided via FTP–is no longer available.

The underlying issue here is that this site–like developed by the concerned
researchers or procured externally–did not receive consistentmaintenance,
and was not discontinued or transformed to a static site. However, the un-
derlying mechanic is most likely that ECRs/PhD candidates where in charge
of running the site; In absence of an orderly transfer of infrastructure which
tends to happenuponECRsmoving on to the next stage of their career, these
resources becameorphaned. Maintaining such infrastructure then is a close
to impossible task for an IT team. Not providing the service is similarly not
an option, given that it would just motivate external Shadow IT.

Example II: ▬▬▬▬▬▬▬ Storage System: Another example of research needs
leading to Shadow IT like deployments, thereby creating security and re-
liability issues, is ▬▬▬▬▬▬▬▬▬▬▬▬. This system is part of MPI ▬▬▬▬▬▬▬▬▬, and also
knownas ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, with the generative naming scheme indicat-
ing that it is located in an access network. Furthermore, the systempresents
a certificate with the CommonName ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. ▬▬▬▬▬▬▬▬ is a dynamic
DNS provider, and we conjecture that ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬.

While, technically, this device could also be from ▬▬▬▬▬▬▬▬▬ Enterprise lineup,
the dynamic DNS setup and generative naming scheme provide indications
more towards an under-the-desk solution. We conjecture that this system
was put in placewhen a researcher quickly needed access to a large storage
pool, which could not be provided by the institute in the required timeframe,
as system requirements in the specific field of that MPI usually do not entail
storage needs of the necessary scale.
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The solution in place at the moment, however, creates a difficult situation
in terms of reliability–as the backup and monitoring situation of the device
is unlikely to be optimal if it is a consumer device and/or Shadow IT–and a
liability in terms of security, as the device is fully exposed on the Internet.

3.2.2 Orphaned and Outdated Systems

The theme of orphaned systems is, in general, one of the most common se-
curity misconfigurations [7]. Throughout MPG networks, various forms of
orphaned and outdated systems beyond the aforementioned research in-
frastructure exist. These range from the interactionwith research objectives
mentioned above, tomore fundamental services like, for example, firewalls.

Systems quickly become orphaned, if responsible personnel departs, the
system has not been documented, or provides an encapsulated service that
keeps functioning without disruptions, or without updates being necessary.

Example I: Outdated VCS: A good example for an outdated systemwithout
specific research association is ▬▬▬▬▬▬▬▬▬, a system related toMPI ▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬. This systempresents a TLS certificatewith a validity range from ▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬ to ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, i.e., it expiredover three years ago. The soft-
ware running at ▬▬▬▬▬▬▬▬▬▬▬▬ is ▬▬▬▬▬▬▬▬▬▬, a version control system, in version ▬
▬, which has been released ▬▬▬▬▬▬▬, i.e., over five years ago. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ Fur-
thermore, currently, ▬▬▬▬▬▬namespresented in the certificate asDNSAltNames
no longer resolve, and of the remaining ▬ only ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ still resolves to
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The system was likely decommissioned, but then never shut
off.

Example II: Outdated Security Appliance: The host ▬▬▬▬▬▬▬▬▬▬ displays an
error page for a ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, a discontinued product
from ▬▬▬▬▬▬▬▬ providing security services. Support for this product ended ▬▬▬
▬▬▬▬▬▬, while extended support was available until ▬▬▬▬▬▬▬▬▬36, i.e. there is no 36 ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

support for this product, in the best case, for over three years. Furthermore,
the product relies on ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, which is similarly out-of-support.

These systems are run by the MPI ▬▬▬▬▬▬▬▬. Given that such an institute likely
handles PII of the highest criticality, i.e., ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬, use of outdated products must be discontinued. While the display
of a more recent ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ on ▬▬▬▬ for the address might indicate an
ongoing migration, this will have to be accelerated.

3.2.3 Exposed Management Services

Throughout networks of various MPIs, management service are exposed to
the Internet, even though these should be restricted to an internal set of
connecting addresses. In general, exposure of management ports is not a
significant issue in itself. However, exposing these ports usually increases
exposure against automated scans, increases the need for a quick reaction
time in case of vulnerabilities in these management interfaces37, and may 37See, for example, the recent

VMWare remote code execution
vulnerabilities

aid targeted attacks in lateral movement. Especially industrial control sys-
tems also regularly do not find themselves with management interfaces im-
plemented using best practices, i.e., often run with outdated software or
have a limited set of authentication options available.
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Management services are often accidentally exposedwhen the–often appli-
ance based–device or server does not properly separate management and
service provisioning to multiple interfaces or at least VLANs. Especially in
the case of firewalls, exposing management interfaces makes it question-
able whether the firewall itself has been configured with sufficient care to
provide protection beyond a firewall being in place.

Example I: Firewall Management Interface: On ▬▬▬▬▬▬▬▬▬▬, a ▬▬▬▬▬▬▬▬▬▬▬ Fire-
wall and VPN Gateway device exposes its management interface via port ▬▬
▬▬▬▬, i.e., at ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The device belongs to a
network segment allocated to ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, announced by ▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The exact institute ▬▬▬▬▬▬▬▬▬▬▬▬ cannot be conclusively de-
termined. However, based on an adjacent IP address ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ a connection to the MPI ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ is likely.

While the exposed interface does not use the default credentials known for
▬▬▬▬▬▬▬▬▬▬38, this device likely logs PII on web access in the concerned insti- 38 ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬tute. Hence, a compromise would be a significant incident for the institutes
user base, while potentially also allowing lateral movement.

Example II: Exposed ICS/IIoT Devices: On ▬▬▬▬▬▬▬▬▬▬▬▬ under the name ▬▬
▬▬▬▬▬▬▬▬▬▬, an ▬▬▬▬▬▬▬▬▬▬▬▬▬ IIoT device listens globally with its ▬▬▬management
interface ▬▬▬▬▬▬▬▬▬▬▬▬. Even though no default credentials are in place, and the
specific use of the device can not be established, the affiliation of the device
to the MPI ▬▬▬▬▬▬▬ in connection with the naming not indicating non-research
use warrants investigation on whether this device is related to any experi-
mental infrastructure. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ In any case, exposure of IIoT configuration interfaces
via the Internet is not advisable and should be mitigated.

3.2.4 Exposed Infrastructure Services

Besidesmanagement interfaces of appliances, amultitude of exposed ports
that do not have to be reachable from the Internet can be found in various
MPG affiliated networks. This ranges from administrative ports for ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬, to infrastructural services like ▬▬▬▬ and ▬▬▬. Exposure of these ports,
if the underlying service is properly configured, is usually not an issue, as
potentially privileged access should either have been deconfigured or pro-
tected by authentication and authorization measures. However,as access
to these ports is not necessary from outside networks, it is recommended
to prevent random access, on the one hand to reduce the impact of Internet
background noise, and on the other hand to hinder lateral movement and
compromises in case a new vulnerabilities becomes known.

Example I: Exposed ▬▬ Services: An example for exposed infrastructural
services are ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, who all expose port ▬▬▬▬, i.e., ▬▬▬. While, in
general, an exposed ▬▬ port is not an issue, it could be abused in attacks on
systems’ availability. While, again, this is uncommon, reducing global reach-
ability of this service does not impede its functionality, as–usually–only a
limited set for ▬▬▬▬▬▬▬ is supposed to connect to the service.

Example II: Exposed ▬▬▬▬▬ Application Server: ▬▬▬▬▬ is an application server
that allows the execution of ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ applications to create web-app-
lications. The application server, by default, also exposes amanagement in-
terface on a dedicated port, often ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. In standard scenarios all
administrative functionality there should be disabled (especially from non-
local hosts). However, in general, as a matter of best practices, it is advis-
able to prevent access to this port from the outside, and ideally binding it
just to localhost.
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3.2.5 Exposed Internal Services

WithinmostMPIs, internal services can be found, that have been exposed to
the Internet. This relates to services, where external parties do not need ac-
cess. For example, lab notebooks, room booking systems, or internal docu-
mentation/wiki systems. While, in general, these applications often require
user accounts, the application logic itself is still exposed to internet back-
ground noise. Again, restricting access to a limited set of users is not a feasi-
ble security mechanic. However, by ensuring only internal users can access
these applications, one might mitigate especially mass-exploitation events
in case other precautions–as regular updates–are not executed.

If no external users have to access these systems, multiple options exist to
reduce their exposure:

• IP based access restrictions to internal hosts; However, this may be
cumbersome for users, if then they have to, e.g., always use a VPN to
access the resource.

• Basic HTTP authentication; Placing standard HTTP AUTH in front of a
site also reduces the volume of internet background noise interacting
with the application. Furthermore, if a central authentication source is
being used, HTTPAUTH can be tied to, e.g., LDAP. Applications also of-
ten provide features to leverage HTTP AUTH for account creation and
syncronization.

• UsingOAuth/OpenID/SAML;MPG institutes alreadyhaveaSAML/OpenID
solution in-place to federate authentication for, e.g., ▬▬▬▬▬▬▬▬▬. Using
this in front of internal applications has a comparable effect to HTTP
AUTH, while allowing features like 2FA to be integrated.

Example: User Documentation/Wiki: An installation of ▬▬▬▬▬ runs at ▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The wiki is generally access restricted via the application’s
authentication and authorization features. This indicates that the applica-
tion itself should not be generally accessible. Note, that ▬▬▬▬ runs in version
▬▬▬▬▬▬▬▬39, released ▬▬▬▬▬ to mitigate ▬▬▬▬▬▬▬▬▬▬▬. There are no known vulner- 39▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
abilities for this version of ▬▬▬▬▬▬▬▬40. Nevertheless, development on this ap- 40▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
plication may not be active; Hence, using either SSO or HTTP AUTH instead
of exposing the application directly would reduce the impact a vulnerability
discovered in the future could have.

3.2.6 Misconfigurations

Security misconfigurations are a common, inherently simple, yet hard to
mitigate issue [7]. While the term, in general, covers all accidentally caused
preventable security issues due to the configuration state of systems, and
many items also presented in other clusters are thereby covered, wewill fo-
cus on more specific instances here. What security misconfigurations have
in common is that the system usually attains the desired functionality, while
the misconfiguration exposes data, enables lateral movement, or even al-
lows a system to be compromised.

A good example for these specific misconfigurations are .git/ folders ex-
posed in thewebroot of applications. As the investigatedevent in Section2.8
already provides an example of this, we will not further elaborate on this
point here. Please note that security misconfigurations are likely to occur if
time pressure or urgency are applied. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
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Mitigation for security misconfigurations can be performed by implement-
ing operational best practices, regular scans and audits, a ‘just culture‘-
approach41, and following an approach where monitoring ensures that se- 41The opposite of a ‘blame-

culture’, focusing on ‘What went
wrong?’ instead of appointing (in-
dividual) blame, without neglect-
ing accountability, see Dekker
& Breakey [6]. The approach is
rooted in the realization that neg-
ative outcomes are often caused
by systemic issues, and improv-
ing safety requires the identifica-
tion and improvements to those
underlying systemic factors. Fo-
cusing on (blaming) individuals
hides systemic factors.

curity misconfigurations observed once are detected if they occur again.

3.2.7 Insufficiently Operated Services

Throughout theMPG, several organizations still employ either outdated ser-
vices, e.g., still use FTP for file sharing instead of relying on either a web-
based solution42 or migrating to newer protocols like SFTP. Another fre-

42For file uploads, Nextcloud
offers a feature to create upload-
only folders.

quent instance of this issue is the use of HTTP proxies. The HTTP proxy
protocol works well over HTTPS; However, most documentation discusses
TLS only in the context of TLS interception, and browsers usually require a
proxy auto configuration file to use authenticated proxies with TLS. Not us-
ing HTTPS for a web proxy means that credentials used for the proxy are
transferred in plain text, and can therefor be considered compromised.

Example: Ephemeral Proxy Passwords: The MPI ▬▬ runs a service ▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬, enabling users to request a temporary password for accessing
their web proxy. We connect this to their ▬▬▬▬▬▬▬▬ proxy ▬▬ running ▬▬▬▬▬▬▬▬▬▬▬
on the same machine not using TLS, even though the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
webserver ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ presents a valid certificate43. Instead 43At the same time, this setup

thereby technically qualifies for
a complex security solution, see
the next section.

of running a plaintext web proxy, TLS should be employed. Additionally,
the proxy could be–combined with a PAC–authenticated via SAML/OpenID,
thereby creating an easy to configure remote access method, which could
also incorporate 2FA44. 44The recommendation to use

TLS was already provided to this
institute, see Section 2.8.3.2.8 Complex Security Solutions

IT security is oftenmisunderstood as an absolute property. As such, teams–
facing requirements like ‘2FAhas tobe rolledoutnow’, togetherwith a strong
spirit of having to be as secure as possible, develop and implement solu-
tions that are highly complex, andplace additional overheadon the systems’
users, while not necessarily generating a tangible security benefit. In the
worst case, such approaches may even limit the overall security status of a
system.

Reasons for the latter are, for example, the introduction of vulnerabilities
and misconfigurations in the complex solution, or simply users resistance
because the added overhead of the solution is an impediment to their work.
In that case, a complex security solution may prompt users to implement
forms of Shadow IT that circumvent mechanics in place, reduce the opera-
tors’ insights into what is happening on their network, and may quickly be-
come permanent temporary solutions.

Example: Complex access generation framework: The MPI ▬▬▬▬▬ runs a ser-
vice which allows users to obtain remote access to internal resources at ▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, see also Figure 5. Users can request a new ephemeral SSH
key, which is generated on the server, and the private key then sent via email
to the requesting user. Instructions on the page indicate that a loginwith the
newly generated credentials is possible for up to 24 hours. The same page
also has a button enabling a temporary IMAP password, which is valid for
up to 15 minutes.

While there is no evidence that this system is already in production, the se-
curity benefit of this approach is questionable. The process in itself is a) fre-
quent, and b) comparatively complex, i.e., likely to get into a user’s way dur-
ing their normal (remote) work activities. Hence, it is likely, that users look
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Figure 5: Webinterface for generating ephemeral access credentials.

for alternate access options. One such way would be to place a small em-
bedded device at their desk which connects outbound to a VPN concentra-
tor, allowing them uncomplicated access to the institute’s infrastructure45. 45A service enabling such

a feature would be https://-
tailscale.com/, a service with
which end-users of average tech-
nical adeptness can easily realize
such a setup, e.g., using a Ras-
berry Pi: https://tailscale.com/-
download/linux/rpi

To highlight the limited effect of this intervention in comparison to other
measures: The same MPI also runs several systems in their network (▬▬▬-
▬▬▬▬▬▬▬), which display a questionable security state, see also Appendix II.
For example, ▬▬▬▬▬▬▬▬ runs ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, a version found on ▬▬▬▬
▬▬▬▬▬, an OS version that is likely out of support ▬▬▬▬▬▬▬▬▬▬▬▬46. The system it-

46Technically, extended support
is available as a paid option▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. However, given
other parameters, we consider it
unlikely that this version is being
used.

self seems to be orphaned, with the latest ▬▬▬▬▬▬▬▬▬ stemming from ▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬. The system lacks TLS support, and the installed software▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ has version ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Since
then, multiple releases of this software appeared, with the latest being ▬▬▬▬
▬▬▬▬▬▬ from ▬▬▬▬▬▬▬▬▬▬▬. Similarly, the same network contains ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬ exposed management interfaces.

Hence, we would recommend to use a simple process for SSH, e.g., using
SSH jump-hosts with mandatory SSH key authentication and/or the added
use of 2FA on each login (not using key based authentication). Instead of
complicating the SSH login process, efforts should be spent on identifying
and discontinuing orphaned systems.

3.3 Summary

In summary, we observe a diverse assortment of vulnerabilities across var-
ious Max-Planck institutes. Naturally, the number of events differs between
institutes, as it is also dependent on the size of the local infrastructure, as
well as on the available staff. However, despite observing several instances
of concerning andpartially critical situations,wedidnot encounter anyevents
or incidents that would make a compromise of the MPG as a whole likely47. 47This is partially rooted in the

MPG’s general structure, see
Section 4
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4 Analysis
In this section, we will hold an analytical lense at the summary of findings
from Section 3. Our main objective will be to identify assets and challenges
in terms of organizational mechanics. Furthermore, we will contrast the re-
sult of our analysis with common best practices in enterprise networks, and
discuss in how far these practices are applicable and/or compatible to the
MPG under the expicit objective of conducting research inherrent to the or-
ganization.

4.1 Organizational Mechanics

Organizational mechanics here describes parameters, circumstances, and
interactioneffectswithin theorganization,which caneither be claimedbased
on data collected in Section 3, inferred from the public organizational struc-
ture, or are known to the author of this report based on their interactionwith
staff in operational functionswithin theMPG. If the latter is the case, thiswill
be explicitly marked for derived mechanics.

4.1.1 Role and Impact of Decentralization

The findings in Section 3 present a clear picture on the state of standardiza-
tion and centralization within the MPG:

• There is no standard in terms of operating systems, basic services
(network, DNS, Email, authentication, remote access).

• IT infrastructure between institutes is not integrated within an overar-
ching management chain, and institutes act autonomously.

• There is no central monitoring of operational practices.

As such, the assortment of institutes cannot be seen as ‘the Infrastructure’
of the MPG. Instead, organizationally, each institute is its own island of dig-
ital infrastructure, independent from the rest of the organization.

While this decentralized nature of digital infrastructure in the MPG essen-
tially prevents a security-by-control stance48 in operations, it also exhibits 48We summarize the stan-

dard approach to IT security
as ‘security-by-control’, see Sec-
tion 4.2.2 for a detailed descrip-
tion.

protective features. As interaction between different institutes, apart froma
few components mostly relevant for administrative staff centralized around
the GV, are not unlike interactions with any other external party, institutes
attain relative resilliance against issues in one part of the organization. More
colloquially speaking, amajor security incident in one institute does not nec-
essarily impact any other institute, as long as no central and/or shared com-
ponent49, or the compromised institute provides services for another insti- 49One of the few would be ▬▬▬▬▬▬▬

▬▬▬.tute50.
50See, e.g., IT around MPI ▬▬▬▬, ▬▬
▬▬▬▬▬▬▬, or ▬▬▬▬▬▬▬.Given that institutes handle data of highly varying criticality51, this compart-
51Medical data of patients is,
for example, more critical than
pictures from an excavation.

mentalization ensures that oversights in one part of the organization do not
threaten critical infrastructure in other parts. Furthermore, given diversifi-
cation, a security-by-control approach could be implemented where pos-
sible, while avoiding to create noise by including institutes where such an
approach is not necessary52. 52See ‘Notification Fatigue’ [29].
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4.1.2 Research Infrastructure and User Requirements

Related to observations on decentralization are observations on user re-
quirements. Weencountered several typesof issues that relate to researchers
needing specific IT support for their work. The diversified structure of the
MPG enables this, i.e., teams local to their users will have a better grasp of
their needs. Nevertheless, see, e.g., Section 2.8, we also observed cases
where researchers contributed systems to be run on the premises of their
MPI, whichmight not have been tightly integratedwith their host institution.

The organizational mechanic that has to be considered here is that users
will seek solutions to their problems, and in case of doubt users within the
MPGwill prioritize accomplishing their researchwork above, e.g., IT security
or maintainability53. This mechanic is further supported if organizational 53More colloquially put: ‘Users

will find a way.’requirements lead to complex and overhead heavy security solutions54.
54See the ‘Complex Security So-
lutions’ example in Section 3.2, ▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬.

4.1.3 Employee Churn and Orphaned Systems

Employee churn is an inherent aspect of the MPG, especially among the
layer of research most concerned with digital infrastructure for research
support, i.e., PhD students and post-docs. Both groups are legally55 and 55See ‘Wissenschaftszeitver-

tragsgesetz’academically56 prone to depart the organization after 2-6 years. Still, es-
56One is expected to change
their host organization after a
PhD or post-doc.

pecially PhD students will frequently be the ones in charge of, e.g., creat-
ing promotional or open-data/open-artifact pages for their research papers,
setting up research equipment which integrates with digital infrastructure,
creating tools and systems that support their daily working with research
systems and lab equipment, and creating automation around common sci-
entific tasks. More senior researchers, like tenured and tenure-track group
leaders, as well as directors, usually have a diversified role-profile consist-
ing of organizational, managerial, and strategic tasks, which makes it un-
likely that theywillmaintain systems createdby the aforementioned groups.
This, in turn, benefits a mechanic where systems become orphaned, espe-
cially if the service they run continues to function without a person being
responsible, i.e., without regular maintenance being necessary.

4.1.4 Enterprise Toolchains and Infrastructure

Throughout variousMPIs,wecouldobserveenterprise toolchains integrated
for specific tasks. Commonly, this includes threat detection and prevention
in the form of Firewall Appliances, VPN appliances, and Intrusion Detec-
tion Systems. We conjecture, that these systems are put in place if a spe-
cific competency, e.g., integrating open source components, is not available
within the local MPI’s IT staff, or available staff lacks sufficient time to fo-
cus on that task. Nevertheless, during interactions with staff from one MPI
contacted during the scans, see Section 2.8, they noted–not without rather
justified pride–that their Firewall system had been built in-house and the
total CapEx of the system over time was around two orders of magnitude
less than a commercial solution we observed in several MPIs. At the same
time, the commercial solutions we did observe were found due to exposed
management ports and comparable misconfiguration, indicating that they
might not be utilized to the fullest extent of their feature set, andmight even
induce additional exposure for a network.

We argue that in both cases, i.e., when using and combining open source
components vs. leveraging commercial options, sufficient organizational
capabilities have tobeavailable–via consultants or internal expertise–to en-
sure that these systems are properly operated57. 57See also Section 4.1.6 and

Section 5.2.2
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4.1.5 Systematic Diversification and Specialization

Related to the previous point, we also observed that close to allMPIs require
a full stack IT services department. While, for basic services like basic net-
working, printing, client administration and support, this is common, MPIs
also run services like virtualization infrastructure, applications likeNextcloud,
authentication systems and Email58. Please note59 that centralizing these 58Especially email is notoriously

known for being complex, in-
terdependent, and critical for
users, i.e., an unreliable email
system has a high visibility to-
wards users, while also severely
impacting their work.
59See also Section 4.2.

services is not feasible within the MPG, as it would make the organization
more susceptible towards attacks, while creatingmajormigration overhead,
to put a system in place many researchers are likely to work around, while
also causing discomfort with existing expertise60.

60See Section 4.1.6.
4.1.6 Capability Retention

With the main objective of the MPG being to conduct independent research,
it is critical that theMPG retains the ability to do so independently. This also
means that the MPG must retain its ability to build and operate–especially
research critical–infrastructure, especially in sectors were a mono or oligo-
polization of the market can be observed, e.g., in the area of computational
infrastructures61. 61See [10].

This, in turn, ties in with the retention of expertise, i.e., employees tasked
with the operation of systems, who often have gathered extensive non-tech-
nical knowledge on their local user base and that user base’s specific needs
and requirements. At the same time, the MPG orients itself around TVöD;
From a monetary perspective, and ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, it is unlikely that the salary is the sole motivator
for employees in system operations.

While, at first, this does not seem like a security critical observation, it ul-
timately is. Common aspects valued are working climate/culture, freedom,
authority and responsibility, and identification with ones work. If a strat-
egy to improve IT security is implemented that conflicts with one or multi-
ple of these points, the result can be a cascading reduction/churn in work-
force. That processwould lead to technical capability loss, increase the like-
lihood of orphaned systems, and destroy years of institutional knowledge on
specific MPI’s user bases, which is essential to balance researchers’ needs
vs. infrastructural measures and changes. Hence, even if the head-count
could be replenished, infrastructure support–by lacking the required care
component–might lead to more cases where ‘users find a way’.

4.2 Comparison to Enterprise Networks

In this section, we compare the perspective of organizational mechanics
mentioned above to the situation commonly found in enterprise networks.

4.2.1 Operational Requirements

Enterprise networks, in general, have a predictable set of operational re-
quirements. Basic services like printing, editing and sharing documents,
network access, remote network access for traveling employees, and the
use of special in-house applications like, for example, SAP if rolled out by
an organization. In addition, departments regularly have specialized appli-
cations, if these have not been integrated into a framework like SAP, for ex-
ample for HR/Payroll management, procurement, reimbursements, etc.
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However, these tools are regularly well understood62, workloads are pre- 62There are side parameters,
especially in the context of SAP;
However, challenges here reg-
ularly stem from a procedural
misunderstanding, i.e., an or-
ganization trying to adapt large
generalist frameworks to their
processes instead of the other
way around.

dictable, andnewsoftware is usually introduced in a (semi-)structuredman-
ner. The application stack used is decided top-down, and employees pref-
erences in terms of specific tools can be heard, but there is no inert re-
quirement to satisfy these preferences. Furthermore, despite local varia-
tions, requirements of employees vary only coarsely based on their general
role. Security incidents can be quantified monetarily by calculating the fis-
cal impact of direct damages and costs of recovery, losses due to halted pro-
duction workloads, losses in reputation, and potential contractually agreed
damages.

In contrast to that, as outlined before, a research network serves, first and
foremost, the purpose of enabling researchers work. As in all modern orga-
nizations, this includes standard workflow tools, from editing documents,
over collaborative work to (remote) access, and printing. However, at the
same time, researchers tend to be particular about the toolchains they use
for their work, which often may even include a specific operating system.
New applications may become necessary without prior planning or consul-
tation with the IT department, for example, if a new microscope is bought.
In that process, the instrument’s efficacy tends to be the deciding factor for
procurement, while standard questions like infrastructural fit of IT compo-
nents may not be considered.

Furthermore, in lived practice, the delineation between private and profes-
sional life is traditionally poor in science63. This means that, contrary to a 63See, e.g., [27, 4, 26]; While

the matter of work-life-balance
requires a nuanced discussion,
for the matter of creating secure
infrastructure it is a reality which
has to be accounted for.

bank teller who logs into a machine, uses a corporate application for eight
hours, and then logs out, a researcher may conduct a variety of private ac-
tivities on their professional machine. Preventing that, either with technical
measures, or bypolicy, will lead to resistanceanda reduction inproductivity–
as energy is spent on ‘finding ways’, and a morale impact may be observed.

This, however, does not mean that within a research organization no parts
exist that behave exactly like a traditional enterprise. Major parts of the ad-
ministration, for example, are operationally indistinguishable from an enter-
prise environment. Furthermore, while the careful and secure operation of
digital infrastructure is imperative for all institutes, a special duty of care for
confidentiality, integrity, and availability may apply to individual parts of the
organization. This pertains to, e.g., medical research facilities and nuclear
research facilities, which handle sensitive PII and/or fall under critical in-
frastructure. Especially when different parts of the organization with such
varying circumstances have to interface, challenges emerge.

Finally, losses in terms of research data may have a varying impact–ranging
from low in cases where researchers work with open data and an incident
only restricts their work–to disastrous–when medical data is concerned. In
either case, a monetary quantification of costs is not straight-forward be-
yond the direct costs of recovery.

4.2.2 Applicability of ‘Security-by-Control’

With ‘Security-by-Control’, we describe the set of best-practices commonly
understood to be ideal in terms of managing security for an enterprise net-
work. While technically simple, these are often not implemented (suffi-
ciently) in practice. However, as a guide-line, they summarize an overall
approachwhich can be useful formanaging an enterprise’s network. Specif-
ically, this entails:
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Use of a cattle approach: Within system administration, the ‘cattle ap-
proach’ refers to an approach where variation within a system is reduced to
ensure a consistent outcome64. The term ‘cattle’ stems from the analogy, 64Not necessarily the best. See

Limoncelli et al. [21], who com-
pare this approach with fastfood;
It is not the best, but always the
same.

in which individually managed systems are called ‘pets’. By using a cattle
approach, supported by an automation framework, an organization can en-
sure that only those things that are permitted do occur on their systems,
while reducing the overall effort needed to ensure systems are, for exam-
ple, monitored, create backups, and receive software updates65. However, 65Note, though, that a compro-

mised IaC/Automation setup
in this approach entails a full
compromise of the whole organi-
zation.

a cattle approach always requires making things the same that inherently
are not.

Reduction of the TCB: As a subset of the cattle approach, an enterprise
environment should strife to reduce its TCB, or ‘Trusted Code/Computing
Base’66. Besides the benefits it provides in terms of the cattle approach, 66We acknowledge that, in prac-

tice, especially enterprise soft-
ware regularly suffers from the
opposite mechanic.

ensuring that there is one type (or some types from one vendor) of print-
ers means only one drive has to be updated. Restricting users’ choices for
webbrowsers to one, ideally the one paired with the OS, means less over-
head. Using only one operating system, means only one codebase has to be
trusted. Using one vendor for GPUs in workstations from one vendor means
only one more software package to account for in terms of GPU drivers, and
ideally only one management software for all workstations.

Prevention of using unmonitored services/private use: In the same no-
tion as with the TCB reduction, an enterprise will usually strife to limit pri-
vate use and use of un-sanctioned services for security (and reliability) rea-
sons. Accessing an injured users’ mailbox is significantly easier–in terms
of privacy legislature–if there is policy (and ideally also technical solutions)
in place that prevent the private use of one’s corporate email account. The
likelihood of receiving an infected file via Facebook is significantly reduced
by preventing Facebook access all together67. 67 Here, the ‘users find a way’

aspect nevertheless plays an
important role. While users can
usually be convinced that, e.g.,
in a nuclear research facility, no
phones may be brought in or
used, and no Facebook browsing
may take place, this will signif-
icantly differ for other critical
environments. For example, a
night-shift ICU nurse would likely
develop a surprising creativity
if they could no longer browse
a little when they might catch
five minutes of break throughout
the night. Hence, situation de-
pendent, it can be advisable to
create a dedicated and separated
relieve ‘valve’.

Centralization: In addition to the above measures, centralization is usu-
ally a key-item in enterprise systems. This includes authentication and au-
thorization, thereby enabling a central place for auditing access policies,
but also more general monitoring and revision-safe auditing/logging sys-
tems. For example, in a corporate network without any permissible private
use, centralized intrusion detection following a strict allow-listing approach
based on the limited set of allowed applications is feasible. Similarly, cen-
tralizing core services like email ensures that there is one place where ex-
pertise to run this service is needed68. Similarly, centralized lifecycle man-

68Please note that the MS Ex-
change Product common in en-
terprise environments is a strong
candidate for outsourcing, as–
due to its complexity–even the
BSI is not convinced that a sus-
tainably secure self-hosted oper-
ation is feasible.

agement can ensure that systems do not become orphaned.

4.2.3 Implications of Research Networks

When comparing the enterprise approach to security to the requirements of
a research network, we note that:

• A cattle approach, including a centralization of services and functions
has significant risks, due to:

– Inhibiting research activities due to a reduction in the organiza-
tion’s ability to cater towards researchers’ individual needs.

– Risks in terms of employee satisfaction, both for researchers and
operations staff.

– Security risks, as–despite centralization–researchers taking eva-
sive actions and deploying Shadow IT increases attack surfaces,
while centralization aids lateral movement.
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Nevertheless, a cattle approach can be useful to handle different parts
of the organization with the same set of requirements to relieve work-
load from local staff, ensure consistency, and improve the mainte-
nance status of the setup.69 69Consider, for example, a part

of the organization with explicit
expertise in the operation of
email setups providing standard-
ized email hosting to institutes
which to not have the personnel
resources and/or expertise to
self-host.

• Pointswhere research components of the infrastructure interfacewith
more enterprise like parts are critical.

• Security requirements across institutes differ.

• Capability building and retention is critical in securely handling the di-
versified infrastructure created by research requirements.

Hence,wehave toderive recommendations that create anenabling structure–
both for researchers and operators in institutes–aiding them in a non-pater-
nalisticway, ideally leveraging bottom-upmechanics. This includes building
in-house topic-expertise, and making that expertise available to the rest of
the organization.

Interventions should focus on reducing overhead and effort for operators
and researchers while addressing the root-causes of the vulnerability clus-
ters identified in Section 3.2. At the same time, it has to be established
which components and institutes could benefit fromamore control-focused
approach to security, and it has to be ensured that these parts of the sys-
tem interface with the rest in a way that ensures potential harm does not
spill over, i.e., sufficient fencing between segments must be in place to en-
sure that individual–ultimately not preventable–compromises do not lead
to a compromise of the whole organization.

Similarly, structures must be in place that assist recovery, preparation for
recovery, and ensuring that root causes of incidents are identified and mit-
igated throughout the organization. Finally, given that several vulnerability
clusters related to relatively low criticality ‘chores’, structures must be in
place that assist in handling these chores, in a way that reduces workload.
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5 Recommendations
In this section, we provide recommendations and refer to best practices
which could benefit the security state of the MPG. For all recommendations
weprovide abrief contextualization of how they integratewithin the require-
ment set of the MPGs network, i.e., how their implementation should be
executed. Please note that, while the technical implementation of several
recommendations is straight forward, we caution against an implementa-
tion solely based on the abbreviated descriptions below. Instead, we pro-
vide a note regarding the implementation report that can be requested for
the corresponding recommendation, if describing the full implementation
scope exceeds the space available in this report.

5.1 Technical Recommendations

Technical recommendations pertain to the introduction of new products,
mechanics, and the implementation of topological and logical changes to
network infrastructure. Please note that, while technical in nature, several
of these recommendations must integrate with recommendations in Sec-
tion 5.2 to be effective. We note this explicitly.

5.1.1 Continuous External Monitoring

Recommendation 1

Implement continuous external scans similar to the methodology
used in this report as an in-house service, integrated with a local
team as described in Section 5.2.4.

The underlying scans for this report, see Section 2, have been comparatively
straight-forward. Nevertheless, they found several critical issues, and high-
lighted a wide range of medium and low criticality issues/chores. Mitigating
these will take time.

Additionally, we note that–especially for research networks–requirements
change. Digital infrastructure is never done; New systems get deployed, old
decommissioned, and what used to be considered secure may become or-
phaned, causing events.

Conforming toSection2.7, these scans shouldusea significantly lowerpacket
per second rate, while also expanding the range of scanned ports to all ports
for TCP and a larger set of ports for UDP70. Furthermore, scans should no 70All UDP ports might also be an

option.longer rely on ICMP reachability of hosts, and the list of networks in scope
should be more closely maintained to represent the actually used networks
of the MPG. We recommend a rate with which each host receives a full scan
between once a week and once a month.

The gathered data can then be made available to operators of network seg-
ments via an API or analysis interface, ideally enriched with additional rec-
ommendations, similar to the Appendix of this document. This enables op-
erators to integrate these scans into their monitoring, ensuring quick mit-
igation of the inevitably occurring issues, while also being able to resolve
false-positives and acknowledging/documenting low-priority issues.
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When implementing this recommendation, it should be done in coordina-
tion with the community of system operators within the MPG, i.e., as a self-
hosted in-house service, to ensure that this service caters towards theunique
requirements and situation of theMPG. Furthermore, it should be integrated
with the team described in Section 5.2.4. That team should actively moni-
tor the gathered data to identify new issues, and should actively engagewith
institute’s operations teams to assist them in resolving chores, and reduce
overhead encountered by these teams.

Based on the infrastructure created for the initial scans, we estimate the
initial CapEx for creating this service between EUR5,000 and EUR15,00071, 71CapEx might be reduced de-

pending on the implementation
of the recommendation in Sec-
tion 5.2.4.

with an annual OpEx around EUR6,000, excluding personnel costs.

Please request the report on ‘Continuous External Scanning Infrastructure’
for a full description of the implementation and design guidelines for this
recommendation.

5.1.2 Evaluation of TI Feeds

Recommendation 2

Start monitoring available TI (Threat Intelligence) feeds, inte-
grated into the infrastructure of Recommendation 1.

TI, or threat intelligence, feeds are data sources providedby external parties
to provide information on potential threats originating from or targeted at a
network. Given the distributed nature of the MPG with a highly diversified
platform and mechanics that cater towards orphaned systems, it might be
useful to obtain access to threat intelligence feeds that document attack
behavior from networks72. 72Greynoise.io, for example, of-

fers such a service. Similar offers
are available from, for example,
the ShadowServer Foundation.
However, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
in-house options and expertise
may also be available.

The objective of using such a service would be monitoring whether hosts
within the MPG participate in, e.g., automated malicious activity on the In-
ternet due to an overlooked compromise. The use of TI feeds could be in-
tegrated with the recommendation in Section 5.1.1 and, especially for con-
tinuous exploratory analysis to identify new and emerging issues, the team
described in Section 5.2.4.

5.1.3 Monitoring of Asset Management and Patch status

Recommendation 3

Regularly audit all current infrastructure/systems for documenta-
tion, monitoring, and patching status.

We strongly encourage all institutes to continuously audit their current in-
frastructure and its integration into ongoing real-time monitoring. Specifi-
cally, for each component connected to a network, the following questions
should be regularly answered73: 73This process can be supported

by automation that triggers reg-
ular, e.g., every six months, re-
minders for reconsidering these
points.

• Is this device documented in the internal documentation/asset man-
agement?

– Which software runs on this device?
– How do we update this device?
– If the device fails, can we restore it?74 74For backups, see below.
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– Does the documentation list the responsible ‘owner’?
– What is the purpose of this device?

• Who is the owner of the device, and the owner of the service the device
provides?

• Are backups created for this device, and if so, can these be used to
restore functionality?

• Is the purpose this device fulfills still current?

• Is the device itself (base OS patch-level, hardware) and installed soft-
ware (patch state) monitored, i.e., are notifications automatically sent
to a person able to install updates or fix hardware if software gets out-
dated, and is this escalated if updates are not installed?

• Are patches still made available for the device itself and services run-
ning on the device?

• Does this system have to be externally reachable?

With these questions combined, ideally supported by modelling them in lo-
cal real-timemonitoring, amajor fraction of identified chores andunderlying
root-causes for higher criticality events observed during this survey should
be mitigated.

5.1.4 Network Segmentation and Fencing

Recommendation 4

Analyze institutes’ security and operational requirements in a
bottom-up fashion, considering operational practice and re-
searchers’ needs. Based on this, ensure proper fencing of insti-
tutes/infrastructures with higher security and/or centralization re-
quirements (central administration/medical/critical infrastructure).

Asoutlined inSection4, operational and security requirementsdiffer through-
out the MPG. While, for example, institutes providing health-care services
may have a higher level of assurance needs, e.g., in MPI ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, an open network is a fundamental component of en-
abling researchers’ work. Similarly, while research driven networks in insti-
tutes may have operational requirements conflicting with enterprise prac-
tices, components related to the central administration may behave more
‘enterprise-like’.

As such, we recommend to carefully assess the operational requirements of
individual networks, and to ensure that more open networks are sufficiently
separated frommore restrictive systems. Please note that this entails care-
fully assessing users’ needs in terms of open network access and efficacy,
i.e., in some cases a more stringent lock-down in terms of security for core
functionality might necessitate the introduction of parallel infrastructure to
ensure users to not evade isolation mechanics, see Section 4.2.2, Preven-
tion of using unmonitored services/private use.

In any case, this assessment must be conducted in collaboration with, and
ideally in responsibility of local operations teams, i.e., bottom-up instead of
top-down. This is essential to not create a situation in which responsibil-
ity is delegated to teams in institutes, while authority is centrally allocated.
This separation of authority and responsibility is a common path to disaster
in centralized system operations, leading to a disconnect from responsibil-
ity among those left without authority over their work due to their lack of
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agency, while the party holding authority considers responsibility to be del-
egated, ultimately leading to negative outcomes as neither party considers
themselves responsible.

Please request individual reports on ‘Segmentation and Infrastructure De-
sign Recommendations’ per Institute, or a report on ‘Implementing Collab-
orative System Assessment and Redesign’ for a collaborative approach75. 75If implemented as a continu-

ous process, mediating this re-
sponsibility would fit well within
the scope of the team described
in Section 5.2.4.5.2 Organizational and Governance Recommendations

Here,wewill takea stepbackanddiscuss governancemechanics that should
be considered when trying to improve the overall security state of the MPG.

5.2.1 Catering Towards Decentralization

Recommendation 5

Preserve the current state of decentralized administration and
operation to mitigate lateral movement in case of compromises
given the diversified nature of requirements and practices across
institutes, while ensuring that operators are enabled to cater in-
frastructure to their users’ needs.

As discussed in Section 4.1.1, decentralization is a major asset of the MPG,
ensuring that local security incidents remain local. It is essential that this
asset is not destroyed by the introduction of centralized security measures,
or by centralizing parts of the organization, in an attempt to then be in a
better position to exert centralized security/systemmanagement and/or re-
duce overhead.

We argue that, given the underlyingmechanics of a research network across
a highly diversified organization, such measures would introduce the threat
landscape of a centralized approach in terms of lateralmovement by attack-
ers, without providing the benefits of a standardized environment due to the
diversified nature of requirements.

While arguable, onemight consider ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬ In turn, we observed onemisconfiguration76 and one complex se- 76See the investigated event in

Section 2.curity solution related to 2FA77. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
77See the example in Sec-
tion 3.2.8.

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

Hence, we argue, that future approaches should aim at strengthening the
distributed and collaborative operations environment in the MPG, leaving
authority and responsibility local, while strengthening knowledge exchange,
joint efforts, and planning.

Pleasenote that, for individual institutes, amore centralized approachmight
be viable. I.e., if the nature of an institute requires extremely limited ser-
vices, itmight be advisable if amethod is found that allows semi-centralized
provisioning of services, also see Section 5.2.2. Still, such a project should
not be forcefully imposed on institutes, and will require a careful and con-
siderate approach valuing local expertise.

39 of 70



Fo
r P
ub
lic
Re
lea
se

Report on the Security State of Networks of Max-Planck Institutes

5.2.2 Encouragement of Distributed Specialization

Recommendation 6

Encourage, facilitate, and leverage existing specific technologi-
cal expertise, encourage the bottom-up formation of competence
centers, and invest into internal capability building and sharing.

Asdiscussed inSections4.1.4-4.1.6, capabilities are amajor challengewithin
the MPG. On the one hand, we observe some institutes exhibiting outdated
or illmanagedenterprise systems, e.g., outdatedand/or expensivefirewalling
systems. Basic services, like email, have grown extremely complex over the
past decades, and maintaining deliverability is an issue78. 78See, for example, [14].

On the other hand, the MPG has–due to its size–a significant asset of highly
skilled systemoperatorswith expertise in awide rangeof systemsandappli-
cations. For example, considering the complexity of email and related pro-
tocols, theMPI ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬employs ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬79. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ 79▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, see [14].

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬80. It would be prudent for the MPG to:

80See, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬.• Leverage such in-house expertise81, by creating opportunities to en-
81Please note that, especially in
the given example, the specific
in-house expertise significantly
exceeds expertise commonly
found in the industry.

able personnel to apply specific expertise outside of their own MPI,
thereby reducing the need for expertise in all aspects of system ad-
ministration to be present in eachMPI82. Besides potential higher ef-

82See also the outsourcing con-
siderations based on frequency
of activities [21, Chapter 48.8].
While rare tasks, e.g., setting
up a backup system, only occur
every couple of years in an or-
ganization, making in-house ex-
pertise not economically viable,
the MPG effectively consists of a
distributed set of organizations,
making accumulating in-house
expertise viable again.

ficacy due to more specific expertise of in-house personnel, this ap-
proachwould, due to the organization’s scale, also likely bemore cost-
effective in the long run.

• Encourage such activities, given considerations in Section 4.1.6 and
the positive impact of such activities on the public picture among op-
erators on the non-monetary benefits of the overall organization, i.e.,
due to the positive impact it has on capability acquisition.

We hence recommend to encourage an interest driven bottom-up83 spe-

83This is essential for motivation.

cialization among service staff within the MPG, e.g., the creation of champi-
ons for certain service types, to a degree independent of implementations.
Note that, in leveraging such a structure, it must be ensured that distributed
expertise is not used as full-scale outsourcing, creating a centralized struc-
ture. Instead, distributed experts should–as external ‘consultants’–assist
other institutes in the deployment of specific solutions and provide train-
ing to enable at least managed operation (over time) of regular tasks, see
Section 5.2.3.

Please request a report on ‘Base Service Capability Requirement Analysis’
for a report detailing basic services and service types that would benefit
fromcreating specializations, anexplorationof opportunitieswithin theMPG
to leverage such expertise, and suggestions on a governance structure to
enable distributed access to expertise. Furthermore, please also see Sec-
tion 5.2.4.
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5.2.3 Introduction of an Operational Excellence Framework

Recommendation 7

Introduce an operational excellence framework following Limon-
celli et al. [21, Chapters 55 and 56] in all institutes. An opera-
tional excellence framework must not be used to derive KPIs.

A common best practice to improve the efficacy and general operational
performance of (IT) teams is the introduction of an operational excellence
framework, see, for example, the implementation guidelines by Limoncelli
et al. [21, Chapters 55 and 56], on which we base this section. An oper-
ational excellence (OE) framework utilizes, for digital infrastructure, eight
broad categories of operational responsibilities (OR), inwhich a specific ser-
vice or system-operations in general is evaluated. Specifically:

Regular tasks (RT) Standard (non-emergency) task performance.
Emergency response (ER) Response to unexpected events, handling inci-

dents, breaches and outages.
Monitoring and metrics (MM) How well historic and real-time monitoring

are implemented, and whether metrics reflect/quantify performance
appropriately.

Capacity planning (CP) Performance in estimating andassessing future re-
source requirements, including HR, supply-chain, and capacity.

Change management (CM) Performance of the change management pro-
cess, including configurationmanagement andupdates (hard-/software).

New product introduction and old product removal (NPI/OPR) Performan-
ce in introducing newproducts and services, aswell as discontinuation
of old services.

Service deploy and decommission (SDD) Handling of service deployment
for existing services.

Performance and efficiency (PE) Process of deriving insights from moni-
toring and capacity planning data to assess and operation’s efficiency.

TheseORare assessed in commonly five levels, even though an organization
may deviate from this approach to better adjust the model to operational
needs, usually reducing the number of levels especially when introducing
the approach. The five default levels are, per Limoncelli et al. [21]:

Level 1, Initial The initial level is–far too often–the ‘natural’ state of digital
infrastructure. If they exist at all, usually they are improvised/ad-hoc.
There is a high reliance on ‘individual heroics’, see also the ‘cowboy’
persona [21, Appendix B]. New processes start here.

Level 2, Repeatable In this level, the process reached a sufficient level of
documentation toenabledifferent individuals to execute the samepro-
cess and reach the same result.

Level 3, Defined In addition to a repeatable process/OR, it is clear who is
responsible (which role) to execute the process, and those roles are
aware of these responsibilities.

Level 4, Managed Amanaged process/OR requires metrics to be collected
(frequencyof process execution, process efficacy, etc.) andmadeavail-
able to stakeholders, e.g., via a dashboard. Decisions about the pro-
cess are rooted in that data, and deviations from normal operations
are analyzed and used for further refinement.
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Level 5, Optimizing In addition to a managed process, this level requires
active use of measured metrics to refine and improve the process.

For guidelines on assessingOR levels, please see Limoncelli et al. [21, Chap-
ter 56]. Also note that these levels relate to launch categorizations in service
deployment and automation/IaC assessments [21, Chapter 20.1.2].
Implementation Considerations When considering the introduction of an
OE in an organization, it is imperative to follow best practices similar to a
DevOps approach, most importantly ‘Pull, don’t push.’ and ‘Build commu-
nity’ [21, Chapter 1, 4]. Furthermore, it must be understood by organiza-
tional leadership, that introducing anOE framework is an enablingmechanic
for teams, i.e., works bottom up to enable teams to self-improve and is not a
tool for controlling and/or a KPI. In fact, using an OE, while it reflects opera-
tional readiness/performance as ametric or performance analysis lever, or a
KPI in all relevant matters, e.g., in the question of promotions and/or salary
scaling, will prevent the OE from being effective. If an OE is not used as a
self-improvement tool for teams in a ‘just culture’-environment, but instead
as a KPI or if negative consequences are drawn for ‘low’ level ratings, theOE
will not be treatedwith thenecessary honesty, and–like any othermetric–be
gamed [21, Chapter 55]. Instead, only positive reinforcement can be used,
e.g., by making new and interesting challenges available to teams with high
operational excellence, and providing additional room for self-improvement
and professional development, see also Section 4.1.6. Finally, it has to be
considered that Levels 4 and 5 are not always necessary for all services.

Please request an additional report on an ‘Implementation Strategy for an
Operational Excellence Framework’ for a detailed strategy on how a partic-
ipatory introduction of OE across the MPG can be enabled top-down.

5.2.4 Introduction of an Overaching Support Service

Recommendation 8

Introduce a distributed team supporting operators in handling ad-
hoc infrastructure requirements, providing continuous scanning,
encouraging distributed expertise, supporting incident response,
and evangelizing for service improvements in the organization.

The recommendations already outlined in this section, as well as conclu-
sions from our analysis in Section 4 contain inter-dependencies which can-
not be resolved by isolated tactical decisions and improvements. Instead,
we suggest to develop a decentralized but dedicated team focused at ad-
dressing key-challenges, specifically:

• Handling the process of turning ad-hoc digital infrastructure require-
ments due to research activity into services on at least Level 3 of the
OE, see Section 5.2.3.

• Owning a continuous scan service, see Section 5.1.1, providing a real-
time monitoring interface to institutes.

• Performing continuous observations of continuous scan data and TI
feeds, followinguponobserved issues, specifically also including ‘low’
criticality tasks (chores), by providing comprehensive guidance to op-
erators and leveraging community effects.

• Providing incident response capabilities to theMPG, including disaster
recovery assistance and security incidence response.
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• Providing a point-of-contact for distributed capabilities, see 5.2.2.

• Provide ‘evangelizing’84 for technology andprocess improvements, in- 84This, or rather ‘evangelist’ as
a person-description, is a com-
mon term in digital infrastructure
operations for institutionalized
advocates of best-practices and
technology.

cluding trainings, e.g., on implementing OE, new technologies, and se-
curity in general.

Ad-Hoc Infrastructure Handling The major root cause of Shadow IT is a
mismatch between organizationally provided infrastructure and users ac-
tual needs. For example, requiring all users to use a specific email platform
might lead to issues, if the client integration does not conform to users’ work
flows, e.g., as no compatible clients are available for a user’s operating sys-
tem, or if mandatory proprietary clients break with the users established
workflow85. Instead of using the organizationally provided service, users 85This is an anecdotally common

mechanic observed upon Office
365 introductions in research-
heavy environments.

then start to utilize their private or dedicated privately acquired email ac-
counts for professional communication.

More connected to the examples from Section 2.8 and 3.2, as discussed in
Section 4.1.2, this problem also occurs if, for example, researchers acquire
experimental equipment which needs a very specific software environment
for its control software. If that stack does not have a good infrastructural fit
with an organization’s remaining infrastructure, the operations team might
not be willing to perform an integration of that stack and take over opera-
tional responsibility. Similarly, a local operations team might not be able to
provide support for a complex and new service as quickly as needed by re-
searchers for the acquisition to be useful86. This also occurs in the case of, 86Consider new lab equipment

bought to handle a pressing re-
search question given revision
requirements for a paper with
an upcoming deadline, or having
to buy a replacement for broken
equipment from another ven-
dor, potentially again under the
common deadline requirements/-
pressure found in science.

e.g., having to provide a valorization/value-added service accompanying a
paper’s publication, e.g., when apiece of code authoredby a researcher87 to

87This considers the assumption
that researchers, in general, are
not trained software engineers,
hence exhibiting a limited code
quality in their outputs. We ac-
knowledge that individual cases
may be an exception here.

provide access to accompanyingmaterial or implementations has to be run,
ideally for ‘eternity’. Finally, a common pattern would be requirements for a
dynamic website for, e.g., a conference or similar activity. It is unlikely that
an institutes team has the spare resources to provide assistance in the im-
plementation and operation of such services on the short notice demanded
by the realities of scientific work.

Hence, in all of these cases, users may:

• Use available resources to improvise a service, e.g., using an access
network with public IP addresses to host a service using dynamic DNS
and consumer hardware, see Section 3.2.1.

• Use low-barrier resources in self-administration to provide the ser-
vice, yet failing to ensure continuous maintenance, see Sections 3.2.1
and 4.1.3.

• Use external services, e.g., by renting webhosting or a virtual machine
from a third party88. 88These activities were not in

scope for this report, but the
comparison to the ▬▬▬▬▬▬▬ report
in Section 6 indicated several
instances of this mechanic.

This, in turn, creates liabilities in terms of reliability and security. Especially
the case of orphaned research artifacts is notorious within science, as ama-
jor inhibitor of open and reproducible science.

Hence, we suggest that the strategic team can be requested by users and IT
teams to handle such ‘unusual’ requests, while also working on ways89 to 89Not necessarily implementing

themselves.improve the OE of the overall processes, i.e., identifying new organizational
services to resolve clusters of these issues on a high OE level. The team
then can either provide solutions as available, assist in the implementation
of solutions, or suggest to the requesters that they should go the path usu-
ally taken with Shadow IT to ‘make things work’, but–as soon as functional-
ity is attained–take over the service and ensure an OE level of at least three
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across all ORs. Ultimately, the objective should be to hand over the service
in a maintainable state so the distributed operational team can perform–at
least–regular tasks/OR.

Please note that the services of this teammust be cost-neutral within the in-
stitutes’ context, i.e., using this service should not incur an ICC (intra com-
pany charge). Otherwise, the risk persists that the service is not used to
avoid costs, defeating the objective of improving security within the organi-
zation. We suggest to fund the service from centralized budget, given the
objectives potentially even from security related funds.

Furthermore, we note that this tasks necessitates the availability of equip-
ment, e.g., servers/workstations/network equipment, to be able to react to
a versatile set of requirements. This equipment should a) not suffer from
supply-chain issues, i.e., delivery times delaying availability, and b) should
be as cheap as possible. Here, we suggest that institutes can90 offer decom- 90Potentially: Should be re-

quired.missioned hardware to the strategic team, which builds a repository ensur-
ing availability if requests arise.

This approach is effective, as–given depreciation cycles of 3-4 years–de-
commissioned hardware is often still sufficient to run services at the scale
of observed special requests, and spare-parts can be–in absence of support
contracts–provided from the repository itself. Furthermore, this approach is
environmentally conscious, reducing e-waste. The concern that production
workloads should not run on out-of-SLA systems [21] is secondary in the
first establishment of a maintainable process. In fact, ensuring a local team
has to perform a service migration, e.g., via a non-incident backup-restore,
is a good way to ensure a sufficient OE level has been attained, i.e., the OR
have been transferred, see also Dietrich et al. [7]. Please note that this ap-
proach requires careful crafting of a governance frameworkwhich combines
low overheadwith sufficient incentives andmechanics to avoid a ‘tragedy of
the commons’ [13], e.g., institutes using the team/service as a ‘cheap’ way
of outsourcing regular tasks or acquisitions.

Scan Infrastructure In Section 5.1.1, we suggest to conduct a continuous,
external monitoring of all infrastructure, comparable to what has been done
in preparation of this report. For this, ideally, a scanning infrastructure with
attached data collection and analysis infrastructure similar to the one de-
scribed in Section 2 would be advisable. Data collection for this approach
could be outsourced, and pricing for this service at the scale of the MPG91 91Between a /12 and a /13 in

IPv4, i.e., between 524,288 and
1,048,576 IPv4 addresses.

starts in excess of $1,00092. In comparison, replicating the scanning in-

92E.g., https://ac-
count.shodan.io/billing at $1,099
for 327,680 IPs by shodan.io,
with several competitors like,
e.g., Censys requiring sales con-
tacts for pricing estimations.

frastructure from Section 2 could be implemented at around EUR6,000 in
annual OpEx, with CapEx varying based on the planned extend of the infras-
tructure, and if existing systems can be repurposed, see Section 5.1.1.

We argue that, given that the effective load of services outlined in the previ-
ous paragraphwill not be continuous, the proposed strategic teamwould be
well suited to own such an in-house service. Furthermore, owning this ser-
vice would allow the team to further refine scanning, and tailor it to specific
needs of the MPG. For example, it might be reasonable to develop sensors
to be placed within the local networks of institutes to collect data relevant
in the context of defense-in-depth.

Continuous Observations As discussed in Section 3, a major portion of
(security) issues within MPG networks falls into the category of ‘chores’, i.e.,
issues that do not pose an immediate risk, might conceivably be useful to an
attacker for lateral movement, or iterative privilege escalation, while often
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needing repetitive effort–especially due to their frequency–to bemitigated.
Similarly, what is considered an issue can change over time, and that change
process has to be maintained. The same holds for processing information
from external TI sources, which have to be processed, analyzed, and then
all items for mitigation handled.

Handling if events from these sources then needs approaching local teams,
discussing the issue, and–most crucially–providing suggestions on how the
observed issues can bemitigatedwhile taking the local operational require-
ments into account. For example, outdated software may be a specific re-
quirement of self-developed research infrastructure or necessary for inter-
acting with a specific scientific instrument. In that case, mitigation requires
to examine infrastructure and requirements, devising a solutionwhichmain-
tains research functionality while limiting the potential impact of an event.
Similar provisions hold in cases of insufficiently operated systems, where
local teams have to be enabled to implement more optimal solutions. An
example here would be mitigating complex security solutions by assisting
teams in designing more directed implementations, see Section 3.2.8.

The suggested strategic team could provide this consistent monitoring with
a corresponding mandate from the MPG. Additionally, they could conduct
with RnD level engagements with the infrastructure in terms of active threat
analysis93, especially to identify issues not apparent from scans alone or 93This might also be an inter-

esting appeal for (temporarily)
joining this team, as it provides
variation to the overall workflow.

issues for which new interactions with targets during scans are required.

Incidence Response Independent of the type of incident, responding to an
incident does require specific expertise. Even though, technically, SOPs94 94Standard Operating Proce-

dures split a process into into
individual steps which should
be iteratively followed to han-
dle an event in a standardized
way. By improving reliability
and consistency, while provid-
ing clear instructions, SOPs are
an invaluable element in quality
assurance. Check-lists as used
in (especially) aviation are the
most commonly known example
of how SOPs are implemented.

should have been devised for each institute to ensure business continuity,
along with, e.g., a backup and restore plan, an ongoing incident might ex-
ceed local capabilities, as well as resources of distributed teams. No mat-
ter if it is a security incident95 or another risk materializing96, each incident

95For example, a large-scale
infection with ransomware.
96Consider a fire destroying ma-
jor parts of an institute’s digital
infrastructure.

start with a chaos phase directly after detection. During this phase, sit-
uational awareness has to be created, ensuring that further steps can be
rooted in concious decisions, including the choice of the correct SOP and
handling of non-technical user interactions [17, 21].

However, if local capabilities are insufficient in relation to the dimensions
of the incident, or additional parameters hinder the response, the chaos
phase might prolong. In either case, bringing in external support can im-
prove incident response, if that external support either fills capability gaps
due to incident-specific specializations97, provides additional personnel re-

97For example, familiarity and
more frequent experience/train-
ings with security incident han-
dling SOPs.

sources, or can also provide infrastructural resources necessary for incident
handling.

By building these capabilities in-house within the proposed team, an in-
tegration of these resources in incident SOPs is more easily possible than
with, e.g., a consulting retainer. At the same time, using an in-house team
allows integrating it in the existing community, further aiding implicit coor-
dination98 which can be essential during incident response [17]. 98Essentially, leveraging bet-

ter coordination due to people
already knowing each other.Expertise Point-of-Contact We suggested to create distributed expertise

and specializationswithin theMPG in Section 5.2.2. Effective curating of ex-
isting expertise and promoting interaction between teams and dissemina-
tion of information which expertise is available there is a continuous, non-
technical task. At themoment, theMPGalready has self-coordinating struc-
tures enabling this process, e.g., with an annual conference of operations
personnel within the MPG and an existing community structure.
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However, with other activities suggested for the support team, adding a non-
technical role to the team to encourage would leverage synergies between,
e.g., frequent contact with different MPIs due to other activities and dis-
semination/coordination. Hence, we suggest to consider integrating such
a non-technical role/component into the team. However, in the context of
this role, it is instrumental to consider also some additional requirements,
see ‘Challenges and Opportunities’ below.

Evangelizing The process of ‘evangelizing’ or ‘being the champion’ is an
integral function in the seamless introductionof newpractices or technology
to an organization. It is a common concept in security [2, 11], especially in
the context of SDL [15]. Anecdotal observations indicate the importance of
this mechanic in other aspects of digital infrastructure operations as well,
for example, in the introduction of IPv6. Similarly, Limoncelli et al. suggest
catering towards champions in the user-base to aid migrations [21].

To leverage this mechanic, we suggest to enable the support team to en-
gage in evangelizing for technology and security improvements, specifically,
if these technologies are not covered by distributed expertise, see above.
Similar to the SDL approach, this would provide ameasure to theMPG to im-
prove technology adoption (including operational security and an OE frame-
work), for new technology99 and ideal tools to address issues encountered. 99For example, IPv6, for which

we saw limited adoption during
our scans.

Specifically, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ improve theultimate outcomeof this intervention,
and strengthen the overall security posture of the organization, while also
catering towards user acceptance of the change.

Challenges and Opportunities Overall, the suggested support team could
be an effective measure to address key operational challenges of running a
research network. Even thoughmost challenges the team is supposed to di-
rectly address are not security-specific per-se, they regularly pertain to the
root-causes of security issues100. Similarly, the dynamic nature of work in 100For example, in the context of

research infrastructure.this team might make it an ideal lever for recognition of well-executed op-
eration or the creation of distributed expertise101. For example, if a high OE 101Limoncelli et al. suggest us-

ing ‘interesting projects’ as a
reward mechanic.

level permits, local experts could temporarily join the team to evangelize for
their technology of expertise, effectively focusing on improving, e.g., follow-
ing the example from Section 5.2.2, focusing on encouraging teams across
the MPG to improve their ▬▬▬▬▬▬▬▬▬.

Nevertheless, we also see challenges in the implementation of such a sup-
port team. As such a team would be a semi-central entity, organizationally
grouping it with existing organizational units might lead to a perception of a
paternalistic/top-down approach among operators in MPIs. This would sig-
nificantly inhibit the effectiveness of the team. Similar effects might occur
if non-technical roles for community building do not engage the community
with sufficient care. Addressing this issue, i.e., preventing these risks from
materializing is imperative for a successful implementation. Hence, we sug-
gest to approach an implementation of these suggestions in a participatory
way, ensuring bottom-up involvement.

Furthermore, we do see risks in terms of talent acquisition for roles within
sucha team. Despite existing expertisebeing availablewithin theMPGwhich
can partially fill some roles, this personnel is usually already bound in day-
to-day operations. Tensions may arise if roles in the support team provide
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non-monetary appeal102, either leading to issues when personnel would 102See Section 4.1.6.
(permanently) move to such a position, leaving work behind within their
original team, or if such roles are filled with personnel not already working
in the MPG. Hence, appropriate measures must be considered to mitigate
this risk.

Similarly, the required versatility, technical capabilities, and ‘out-of-the-box’
mindset necessitates a profile which can usually attain compensation in ex-
cess of what the TVoeD allows. Hence, non-monetary incentives will have
to play a major role in talent acquisition. This includes the ability for remote
work103, ability to contribute to open source projects, following projects 103Given scope and purpose

of the team, a location-specific
implementation may not be orga-
nizationally required anyway.

out of interest104, conference attendance, research activity105, and–more

104See the 80/20 rule in the
early days of Google, which en-
abled employees to spend up
to 20% of their time on self-
motivated projects.
105Ranging from academic re-
search in CS related fields to
more applied security/systems
work.

generally–interesting work106.

106See, for example, the matter
of a mandate to engage with the
organization’s networks in a non-
destructive way.

Ultimately, the correct implementation of the suggested support team is a
complex process. For amore comprehensive recommendation on the intro-
duction of such a team, please request an additional report on ‘Establishing
a Centralized Operational Support Team’.

5.3 Summary

In summary, wemake several recommendations towards improving the se-
curity posture of the MPG. Based on our analysis in Section 4, the majority
of these recommendations is not directly targeted at security effects, but
underlying processes and mechanics that lead to security issues as symp-
toms. As such, we note that the technical recommendation we provide sig-
nificantly rely on the introduction of accompanying governance mechanics
and organizational actions to be effective.

Furthermore, given Section 4.1.1 and Section 4.2, in conjunction with two
events in relation to ▬▬107, we caution against the implementation of a stan- 107Note that we did not estab-

lish a direct causal relationship,
even though we conjecture it to
be likely.

dard ‘enterprise level’ security approach utilizing (service) centralization,
separationof authority and responsibility, top-down/‘push’managementprac-
tices, and forced standardization of environments and software stacks. We
argue that, given the operational requirements of the MPG and how they
diverge from standard enterprise environments, such an approach carries
significant risks:

• Inhibiting research activity by creating overhead for researchers as
they have to align with centralized infrastructure and services108. 108See the ‘cattle approach’,

and the connection between
centralization and a requirement
to make things the same that are
not [9].

• Forfeiting the integral isolation of assets in the current decentralized
infrastructure, i.e., enabling easier lateral movement beyond individ-
ual institutes after a breach.

• Might be impacting the scientific integrity of the MPG by creating im-
plicit dependency relationships with suppliers of centralized and out-
sourced services [10].

• Increasing staff turnover in operations teams, as a centralizedapproach
changes theworking environment in away that reduces non-monetary
incentives of working for the MPG, while compensation cannot com-
pete with that found in the industry offering similar working environ-
ments (lacking non-monetary incentives).

• Decreasing security similar to the research inhibiting mechanics, as
users and/or distributed teams utilize alternate solutions (Shadow IT)
to reach their goals, if these are not provided in a straight-forward way
by centralized infrastructure, or if the service migration in the course
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of centralization breaks existing workflows. Similarly, such a service
migration likely creates a significant debt of ‘snowflake’109 systems 109This term in digital infras-

tructure refers to systems that
are each unique, similar to
snowflakes. Also, similar to
snowflakes, one is beautiful,
while many are a blizzard, see
Limoncelli et al. [21].

which can not be directly centralized, and hence are kept as ‘perma-
nent temporary solutions’ [21].

We acknowledge that ensuring IT security for the digital infrastructure of
the MPG is a significant task, and note that following our recommendations
might be amore difficult approach to improving IT security. However, we ar-
gue, that our recommendations accept security as an effect of proper oper-
ation and addresses root-causes instead of focusing on security-as-a-goal,
thereby creating amore sustainable organizational change towards a secure
digital infrastructure.

This goes beyond the common concept of ‘security-by-design’, which still
compartmentalizes ‘security’ as a goal during the development of systems
andmoves the responsibility for ‘security’ into the design and development
stage. Thereby, security-by-design leavesout theaspect of continuousmain-
tenance necessary for secure operation, as well as the operational require-
ments that emerge during the use of a system, e.g., consider a securely de-
signed system which is perceived as operationally complex in practice and,
hence, users evading that system.
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6 Comparison to the —– Report
In this section, we will compare our results, scope, methodology, analysis,
and recommendations to the report based on a scan by the ▬▬▬▬▬ project pre-
viously received by the president of the MPG in early 2023.

6.1 Dataset Description

We received a copy of a ZIP file containing information provided by ▬▬▬▬▬ on ▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Please see Table 4 for an overview of the files in this archive.
This archive has been received via ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬ OCR has been executed
on supplied PDF files and XLS files have been converted to CSV files, with
one CSV file per sheet. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬We base
our analysis on ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ thefilesmarkedas ‘▬▬▬▬▬’ in Table4 ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬

Table 4: Overview of received files.

File SHA256 Origin

./Action_Items_Report_mpgesellschaft.pdf ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬
./Action_Items_Report_mpgesellschaft.txt ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬

./analyze.sh ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
./Cert_analyzer.pdf ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬
./Cert_analyzer.txt ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬

./Cert_analyzer.searchable.pdf ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
./Zugangsdaten/mpg.de_▬▬▬▬▬▬.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬
./▬▬▬▬▬▬ Study and Deliverables.pdf ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬

./mpg.xlsx ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬
./mpg.xlsx-csv-Files/mpg.Network tests.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬

./mpg.xlsx-csv-Files/mpg.External connections.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬
./mpg.xlsx-csv-Files/mpg.Action Items.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬

./mpg.xlsx-csv-Files/mpg.External assets.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
./mpg.xlsx-csv-Files/mpg.Internal connections.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬

./mpg.xlsx-csv-Files/mpg.Web tests.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬

./mpg.xlsx-csv-Files/mpg.DNS tests.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬
./mpg.xlsx-csv-Files/mpg.Vulnerabilities.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬

./mpg.xlsx-csv-Files/mpg.Organizational FQDNs.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬
./mpg.xlsx-csv-Files/mpg.Mail tests.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬

./mpg.xlsx-csv-Files/mpg.Internal Cloud assets.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
./mpg.xlsx-csv-Files/mpg.Login pages.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬

./mpg.xlsx-csv-Files/mpg.Certificate tests.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬
./mpg.xlsx-csv-Files/mpg.TLS tests.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬

./mpg.xlsx-csv-Files/mpg.External Cloud assets.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
./mpg.xlsx-csv-Files/mpg.Port scan.csv ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬

./Readme.md ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
./Vuln_analyzer.pdf ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬
./Vuln_analyzer.txt ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬

./Vuln_analyzer.searchable.pdf ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ ▬▬
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./Action_Items_Report_mpgesellschaft.pdf This document lists ▬▬ im-
mediate action items of a criticality between ▬▬ and ▬▬▬. Of these, ▬▬ are hosts
supporting SSLv2, ▬ are outdatedWordPress instances, and ▬▬ are sites that
allow logging in without using HTTP.

./Action_Items_Report_mpgesellschaft.txt A plain-text (OCR) version of

./Action_Items_Report_mpgesellschaft.pdf.

analyze.sh Abash script testingwhether FQDNs frommpg.xlsx-csv-Files/mpg.Vul-
nerabilities.csv resolve, and if they do, what the status of the associated do-
main is.

./Cert_analyzer.pdf This document lists certificates presented by MPG
hosts, for which a variety of issues has been established, see Table 5.

Table 5: Overview of reported certificate issues.

Category Domains Importance

Expired certificates ▬▬▬ ▬▬▬
Certificates mixing CNs/DNSAltNames below mpg.de and not below
mpg.de ▬▬▬ ▬▬
Weak signature algorithm ▬ ▬▬▬▬
Certificate expiring in less than a week ▬▬▬
Certificate contains at least one CN/DNSAltName of a ‘vulnerable domain’ ▬▬ ▬▬
Certificate expiring in less than a month ▬▬▬▬▬
Wildcard certificate mismatch ▬▬▬
Certificate mixing CNs/DNSAltNames from different subtrees of mpg.de ▬▬▬ ▬▬▬▬
A ‘vulnerable domain’ uses a certificate also valid for this domain ▬ ▬▬▬
Using a Let’s Encrypt Certificate ▬▬ ▬▬▬
Certificate expiring in less than 60 days ▬▬▬ ▬▬▬
Certificate expiring in less than 90 days ▬▬▬ ▬▬▬▬
Certificate is the first issued for this domain ▬▬ ▬
Certificate issuer used for the first time ▬▬ ▬▬▬▬
New certificate issued during the last month ▬▬ ▬▬▬▬
Presented certificate is not the newest certificate for that domain ▬▬ ▬▬▬▬

./Cert_analyzer.txt A plain-text version of ./Cert_analyzer.pdf, i.e., an OCR
of the PDF.

./Cert_analyzer.searchable.pdf A version of ./Cert_analyzer.pdf which in-
cludes text, i.e., is searchable, as ./Cert_analyzer.pdf contained all pages as
images.

./Zugangsdaten/mpg.de_ ▬▬▬▬▬▬▬▬▬.csv This is a CSV file listing ▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬credentials. For each entry, several data points are provided:

ip An IPv4 address.
url An (HTTP) URI, in all cases for services below mpg.de.
login A username.
password A redacted string, presumably supposed to contain a password,

but redacted by replacing all characters with ▬.
computer_name The name of a host.
operating_system The operating system installed on a host.
malware_path An absolute path on a windows file-system.
date A non-ISO8601 date string without timezone information.

50 of 70



Fo
r P
ub
lic
Re
lea
se

Report on the Security State of Networks of Max-Planck Institutes

Based on these contents we assume that this file contains credentials re-
ceived via a threat intelligence feed that, for example, collects data retrieved
frommalware credential collection/control systems [3]. The remaining data
then corresponds to additional metadata that could be collected about the
infected hosts. In total, information from ▬▬ hosts identified by their IP
address is listed, concerning ▬▬ unique URLs on ▬▬▬ unique domains and ▬
▬ unique logins. Even though some critical domains are present (▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬), the majority of entries
belongs topublic services, e.g., applicationportals, andpublic researchdata
shares.

./——StudyandDeliverables.pdf A letter by ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ titled ‘Study
of Vulnerabilities’, describing the scope of the work that forms the basis of
the report, and describing the deliverables. The letter states that ▬▬▬ per-
formed ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ Information col-
lected in that stage is then used for analyzing the security posture of an
organizations, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

The listed deliverables are:

“action items report” An overview of immediate action items. We assume
that this refers to ./Action_Items_Report_mpgesellschaft.pdf.

“Certificates issues summary” Issues with certificates, including a rank-
ing of their severity. We assume this refers to ./Cert_analyzer.pdf.

“Vulnerabilities summary” A list of DNS related issues and vulnerabilities.
We assume this refers to ./Vuln_analyzer.pdf.

‘An Excel File’ Afilewithdetails of all issues found ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Given
that this refers to a single file, we assume it references ./mpg.xlsx.

Overall, this letter provides limited information on the actual methodology
used. Instead it remains general, even though common place statements
are underlined with buzz-words or terms likely known to decision makers.
For example, the section on ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ starts with ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬ a statement too general to carrymeaning, while focusing onwell-
known terms ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ thereafter, i.e., ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬, without providing a connection between these terms ▬▬▬▬▬▬▬▬▬▬▬. Similarly,
the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ section states that ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. i.e., refers to vulnerabilities likely to have received atten-
tion (▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬), without making a statement on what ▬▬▬▬▬▬▬▬▬ en-
tails.

./mpg.xlsx An Excel file containing various datasets. The individual sheets
correspond to files in ./mpg.xlsx-csv-Files/. Hence, for a detailed descrip-
tion, we refer to these individual paragraphs.

./mpg.xlsx-csv-Files/mpg.Network tests.csv This file lists port-scan re-
sults for ▬▬ different hosts attributed to the MPG. For each host, it provides
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Over these ▬▬ hosts
it finds ▬ unique open ports ranging ▬ services, see Table 6.
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Table 6: Overview of open ports.

Port Service Count Port Service Count Port Service Count

▬ ▬▬▬▬ ▬▬▬ ▬▬ ▬▬▬▬▬▬▬▬ ▬▬ ▬▬▬ ▬▬▬▬▬ ▬▬
▬▬ ▬▬ ▬▬ ▬▬▬▬ ▬▬▬▬ ▬▬ ▬ ▬▬ ▬▬
▬ ▬▬▬▬ ▬ ▬▬▬ ▬▬▬▬ ▬▬ ▬▬▬ ▬▬ ▬▬

▬▬▬ ▬▬▬▬ ▬▬ ▬▬▬ ▬▬▬ ▬ ▬▬ ▬▬▬▬▬▬▬▬ ▬
▬▬▬ ▬ ▬▬ ▬ ▬▬▬▬ ▬ ▬▬▬ ▬▬▬ ▬
▬▬ ▬ ▬ ▬▬▬▬ ▬ ▬ ▬▬▬▬ ▬▬▬▬ ▬
▬▬▬ ▬ ▬▬▬▬ ▬▬ ▬▬▬ ▬▬▬ ▬
▬▬▬▬ ▬▬▬ ▬ ▬▬▬▬ ▬▬▬▬ ▬▬ ▬▬▬▬ ▬▬▬▬ ▬

./mpg.xlsx-csv-Files/mpg.External connections.csv This file lists ▬▬ ‘ex-
ternal connections’.

Hyperlink ▬▬▬▬▬ occurrences.
Authoritative nameserver ▬▬▬▬ occurrences, of which the Top 3 entries are

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. These Top 3 are responsible for ▬▬▬▬▬ (
▬▬▬▬).

NS DNS record ▬▬▬▬ occurrences, of which the Top 3 entries are ▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. These Top 3 are responsible for ▬▬▬ (▬▬▬▬).

Script inclusion ▬▬ occurrences, of which most are common CDN locations
for such assets ( ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬).

CSS inclusion ▬ occurrences, of which most are common CDN locations for
such assets (▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬).

MX DNS record ▬▬ occurrences, of which ▬▬ are ▬▬▬▬▬▬▬▬▬▬▬▬▬▬.
Image inclusion ▬▬▬▬ occurrences.
Iframe inclusion ▬▬▬ occurrences.
WHOIS email ▬▬ occurrences.
Font ▬▬ occurrences.
CNAME record ▬▬ occurrences, of which the Top 3 destinations are ▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬, accounting for ▬▬▬▬▬▬ of all entries.
SOA DNS record ▬▬▬ occurrences, of which the Top 1 (▬▬▬▬▬▬▬▬▬) accounts for

▬▬▬▬▬▬▬▬▬ of all entries.
XML HTTP request ▬▬ occurrences.
Ping request ▬▬▬▬ occurrences.
Redirect ▬▬ occurrences.
Script inclusion (Redirected) ▬ occurrences.
Image inclusion (Redirected) occurrences.
CSS inclusion (Redirected) ▬ occurrences.
Media inclusion ▬ occurrences.
Media inclusion (Redirected) ▬ occurrences.

Based on these statistics, we assume that ‘external connections’ refers to
all HTTPor DNS connections that are not strictly tied below themain domain
of the MPG (mpg.de).
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./mpg.xlsx-csv-Files/mpg.Action Items.csv This file lists ▬▬▬▬ ‘action items’.
Based on the number of entries and naming scheme, we assume that this
file is a superset of ./Action_Items_Report_mpgesellschaft.pdf. The cate-
gories in this file are ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

The general classes of issues are:

Fix Web issue ▬▬▬ occurrences; This category consists of missing ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ headers.

Fix Mail server issue ▬▬▬▬ occurrences; This category is dominated bymiss-
ing ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ records. Furthermore, minor is-
sues ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬110▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ are listed. 110▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬Vulnerable application ▬▬ occurrences; Here, sub-categories exist, rang-

ing fromweb frameworks ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, over webservers ▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬ and server-side execution environments ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, to web-
applications ▬▬▬▬▬▬▬▬▬▬▬▬▬. Criticality reaches from ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

Fix PKI issue ▬▬▬occurrences; This category includes ▬▬ sub-categories, tech-
nically forming a sub-set of the categories found in ./Cert_analyzer.pdf.
However, the occurrences between both files do not match. Here, we
find:

• ‘Certificate will expire within 7 days’ (urgency 7)
• ▬▬ ‘External domain mismatch’ (urgency 7)
• ▬▬▬ ‘Internal domain mismatch’ (urgency 5)
• ▬▬▬ ‘Self-Sign Certificate’ (urgency 7)
• ▬ ‘Weak certificate algorithm’ (urgency 7)
• ‘Symantec certificate’ (urgency 7)
• ▬▬▬ ‘Certificate will expire within 30 days’ (urgency 6)
• ▬▬ ‘Expired certificate’ (urgency 5)
• ▬▬ ‘Wildcard domain mismatch’ (urgency 4)
• ▬▬ ‘Old certificate’ (urgency 2)

Fix DNS issue ▬▬ occurrences; The category contains ▬ subcategories with
a criticality ranging from ▬ to ▬. The subcategories are:

• ▬▬ ‘Inconsistent resolution from declared nameservers’ (urgency
6)

• ▬ ‘Inconsistent resolution’ (urgency 6)
• ▬ ‘Nameserver is inconsistently resolved’ (urgency 6)
• ▬ ‘Unresolved authoritative nameserver’ (urgency 6)
• ▬ ‘The domain is resolved to reserved IP.’ (urgency 6)
• ▬ ‘Single authoritative nameserver’ (urgency 5)
• ‘Single nameserver in NS record’ (urgency 5)
• ▬▬▬▬▬▬ ‘Authoritative nameservers are not geo-separated’ (urgency
4)

• ▬▬ ‘Nameservers are not geo-separated’ (urgency 4)
Fix Network issue ▬▬▬ occurrences; The category contains ▬▬ subcategories

with a criticality ranging from to . The subcategories are:

• ▬ ‘MySQL accepts connection’ (urgency 8)
• ▬ ‘MS SQL accepts connection’ (urgency 8)
• ‘Postgres accepts connection’ (urgency 8)
• ▬ ‘Postgres no SSL’ (urgency 7)
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• ▬ ‘SFTP weak authentication method’ (urgency 2)
• ▬▬▬ ‘FTP weak authentication method’ (urgency 2)
• ▬▬ ‘SMTP deprecated port’ (urgency 2)

Login over HTTP is possible ▬▬ occurrences without further diversification
(▬▬▬▬▬▬).

Dangerous hyperlink connection ▬▬ occurrences without further diversifi-
cation (▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬).

SSLV2 ▬▬ occurrences without further diversification ( ▬▬▬▬▬▬▬▬▬▬▬▬▬).
Wordpress user enumeration ▬▬ occurrences ( ▬▬▬▬▬▬▬).
Login only over HTTP ▬▬ occurrences without further diversification (▬▬▬▬▬▬▬

▬▬▬▬▬).
Deprecated application ▬ occurrences; All of these relate to instances of ▬

▬▬▬▬▬ ( ▬▬▬▬▬▬▬).
Dangerous script inclusion occurrence with an ▬▬▬▬▬▬▬▬▬▬, concerning ▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

./mpg.xlsx-csv-Files/mpg.External assets.csv This file lists ▬▬▬▬▬▬ ‘Exter-
nal assets’. For each item, an ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬are specified. However besides the self-descriptive
values for ▬▬▬▬▬▬▬▬▬▬▬▬, no information on the nature of these values is pro-
vided. We assume that the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ refers to MPG controlled systems
referencing ▬▬▬▬▬▬▬▬▬▬▬▬▬▬. We have no information concerning the nature of
the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ field, even though it implies that ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

Overall, we find ▬▬▬ ‘Hyperlinks’, with the remaining items ranging from DNS
dependencies to script and web-asset inclusions.

./mpg.xlsx-csv-Files/mpg.Internal connections.csv This file lists ▬▬▬▬▬ ‘in-
ternal connections’. For each item, a ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ seemtobe similar to ./mpg.xlsx-csv-Files/mpg.Ex-
ternal assets.csv.

Here, the two largest categories are ▬▬▬▬▬ ‘Hyperlinks‘, and ▬▬▬▬ ‘Authoritative
nameservers’.

./mpg.xlsx-csv-Files/mpg.Web tests.csv This file contains ▬▬ records re-
lated to basic web configuration issues, for example, missing HSTS head-
ers, or a missing referrer-policy. For each entry, ▬▬▬▬▬▬▬▬▬▬ is provided, along
with a ‘Grade info’. The latter seems to be automatically generated from
an automated security analysis as, e.g., typos (doubled dots at the end of
sentences) repeat throughout the file.

./mpg.xlsx-csv-Files/mpg.DNS tests.csv This file lists ▬▬▬▬ items related
to ▬▬▬, providing ▬ categories (▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬). In total, ▬▬▬▬ entries do not
have any additional information beyond ▬▬▬▬▬▬▬▬▬▬. The remaining items are
split over several common ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬111. 111See, for example, ‘pri-

vate’ addresses as defined in
RFC1918 [24]../mpg.xlsx-csv-Files/mpg.Vulnerabilities.csv The contents of this file re-

lates to the ‘Vulnerable Applications’ category from ./mpg.xlsx-csv-Files/-
mpg.Action Items.csv. However, in contrast to the abstract ‘urgency’ in ./mpg.-
xlsx-csv-Files/mpg.Action Items.csv, this file now states a numeric field as
being a CVSS score112. 112See [12].
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./mpg.xlsx-csv-Files/mpg.Organizational FQDNs.csv This file lists ▬▬▬▬▬
▬▬▬▬▬▬, providing further metadata like ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. However, there is no apparent dis-
tinction between hostnames/FQDNs and zones.

./mpg.xlsx-csv-Files/mpg.Mail tests.csv This file lists ▬▬▬▬findings for email
configuration related issues. The tags for individual systems are ▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ Furthermore, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The file does not provide further elabo-
ration on why a domain was included. Furthermore, it does not provide any
information on whether mail sending or receiving is concerned.113 Finally, 113Please see Holzbauer et al.

for a comprehensive discus-
sion on email sending mea-
surements [14]; Furthermore,
an online test is available at
https://email-security-scans.org/.

of ▬▬▬ entries, seem to be web-hosts (www.), and ▬▬ entries have a null MX,
common practice to signal that email receipt is disabled for a name114.

114See, RFC7505 [20].

./mpg.xlsx-csv-Files/mpg.InternalCloudassets.csv This file lists ▬▬▬host-
names of internal cloud assets. Overall, it contains information on ▬▬▬ cloud
providers, specifically: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. It is
not clear why ▬▬▬ was included, given comparable entities ▬▬▬▬▬▬▬▬▬▬▬▬, which
are also used by the MPG, were not included115. 115For a comprehensive per-

spective on cloud use in aca-
demic contexts, please see [10]../mpg.xlsx-csv-Files/mpg.Login pages.csv This file lists ▬ login pages of

MPG systems over ▬▬▬▬▬ categories, specifically ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. In addition, for each item, information on whether ▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ is provided.

./mpg.xlsx-csv-Files/mpg.Certificate tests.csv This file lists ▬▬▬ entries.
Each entry consists of ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Information in this file corre-
sponds to the information found in ./Cert_analyzer.pdf. Of the ▬▬▬ entries in
this file, ▬▬▬▬ have no findings.

./mpg.xlsx-csv-Files/mpg.TLS tests.csv This file contains ▬▬▬▬▬TLS related
observations. Each entry consists of ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, and a ▬▬▬
▬▬▬may be listed multiple times with different ▬▬▬▬▬▬▬▬▬▬▬. Tests range over a
variety of known ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, ranging from supporting outdated versions
of ▬▬▬▬▬▬, and common attacks like ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Additionally, ▬▬▬▬
entries do not have a finding. Please note that this file does not list the port
and type (TLS vs. StartTLS) for any of the findings,

./mpg.xlsx-csv-Files/mpg.External Cloud assets.csv This file lists ▬▬▬▬▬▬
▬▬▬▬, of which ▬ are hyperlinks. The ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ is a superset of what we
found in ./mpg.xlsx-csv-Files/mpg.Internal Cloud assets.csv. Specifically,
now we find: ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬.

./mpg.xlsx-csv-Files/mpg.Port scan.csv This file contains ▬▬▬▬ entries,
presumably port scans. Each entry contains ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. In total, ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, which expose ▬▬
▬▬▬▬▬▬▬▬▬▬▬▬. The two most frequent ones are ▬▬▬▬▬▬. No information on ▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬116 is provided. 116See Section 2.

./Readme.md This file contains further information on the shared version
of the report, and has likely been created by ▬▬▬▬▬▬▬▬▬▬▬▬▬ the MPG ▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

./Vuln_analyzer.pdf This file lists an aggregated view of the vulnerability
information listed in other parts of the report.

./Vuln_analyzer.txt A plain-text version of ./Vuln_analyzer.pdf.
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./Vuln_analyzer.searchable.pdf A searchable (OCR included) version of

./Vuln_analyzer.pdf.

▬▬▬▬▬▬▬▬▬▬▬ ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬

6.2 Comparison on Methodology

The ▬▬▬▬ report does not provide any information on its methodology. This
means that we cannot compare it to our methodology, see Section 2.

6.2.1 Estimation and Assumptions on —— Methodology

Even though ▬▬▬▬▬ did not share methodological information, based on the
dataset description in Section 6.1, we canmake specific assumptions about
the used methods:

Automation As noted in Section 6.1, the structure of the report, the volume
of information, and repeated typos lend themselves to assuming a semi-
automated or fully automated process. This also aligns with, e.g., our ob-
servation regarding hosts with zero MXes being included in the report.

FocusonHTTP/Web Even though the report contains aport-scan in ./mpg.-
xlsx-csv-Files/mpg.Port scan.csv, the majority of reported vulnerabilities is
web-related, with the exception of specific TLS, DNS, and Mail findings.

Initial Asset Discovery The file ./mpg.xlsx-csv-Files/mpg.Organizational
FQDNs.csv contains a list of names related to theMPG. Given the remainder
of the evaluation focuses on ‘the organizational domain’, it is conceivable
that the initial discovery focused on assets below ‘mpg.de’. Furthermore,
someFQDNs are incomplete, i.e., they startwith a delimiter (.example.com).
We assume that the file has been (initially) gathered using certificate trans-
parency logs, and further hosts in relation to theMGPwere then discovered,
e.g., using traceroutes, RIR data, or crawling. Please see Vermere et al. [30]
for a comprehensive overview of asset discovery procedures.

Crawling The report, as well as ./▬▬▬▬▬▬ Study and Deliverables.pdf empha-
size the exploration of dependency trees in digital infrastructure. Based on
the report assets and the high frequency of hyperlinks as a connection type
across several data files, we hence assume that, from the initial list of po-
tential assets, the major technique used was web crawling.

Focus on Known Vulnerability Identification Considering the list of iden-
tified vulnerabilities, see, e.g., ./Action_Items_Report_mpgesellschaft.pdf
and ./mpg.xlsx-csv-Files/mpg.Vulnerabilities.csv, and in conformance with
our assumption regarding an at least partially automated process, we as-
sume that the bulk of vulnerability analysis was performed using an auto-
mated frameworkwhich comparedpresented version strings fromdelivered
sites and port banners to a CVE and/or vulnerability database. The urgency
is then looked up based on CVE(s) assigned to the identified software and
version combination. In specific cases, e.g., when dealing with certificates,
supported TLS versions, and DNS/mail related services, it is likely that an
active measurement approach was used to retrieve concerned resources
and/or test whether, e.g., ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.
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This framework may have been self-developed or an off-the-shelf solution
like, for example, Nessus117. However, from the data itself, we cannotmake 117https://www.tenable.-

com/products/nessus/nessus–
professional

a conclusive statement on the used software.

Frequency and Time of Evaluation The report by ▬▬▬▬▬▬ does not contain
indications of the exact time at which the assessment was conducted, or
whether multiple scans/evaluations were conducted. The file ./Zugangs-
daten/mpg.de_▬▬▬▬▬▬▬▬.csv places thedata in early ▬▬▬▬▬▬▬▬. However, ./Cert_an-
alyzer.pdf lists ▬ domains with certificates expiring within a week. The ear-
liest expiring listed certificate expires on ▬▬▬▬▬▬▬▬, the last expiring one ex-
pires ▬▬▬▬▬▬▬▬▬. This places the time at which data for ./Cert_analyzer.pdf
was gathered and/or analyzed on ▬▬▬▬▬▬. At the same time, ./▬▬▬▬▬ Study and
Deliverables.pdf dates from ▬▬▬▬▬▬▬▬▬▬. In summary, this means that we can
place the scans having taken place between ▬▬▬▬▬▬▬▬▬ and ▬▬▬▬▬▬▬▬, but are
unable to establish whether multiple scans were conducted to revisit and
verify earlier results.

6.2.2 Similarities and Differences in Methodology

Here, we compare our approach to that we assume to have been in place
for ▬▬▬▬ based on our assumptions above. Please note, that the publication
of ground-truth information on ▬▬▬’s methodology may demonstrate our as-
sumptions to be, at least partially, inaccurate, therefore also influencing the
outcome of our comparison below. Until such further information becomes
available, we will however make this assessment based on these assump-
tions.

Automation While both, our scan and the process used by ▬▬▬▬▬▬ start out
froma (semi) automated data collection process, we additionally performed
a qualitative analysis of potential vulnerabilities, see Section 2 using two in-
dependent analysts, following qualitative research best practices [22]. This
allows us to identify configuration issues and vulnerabilities beyond well-
known issues. Especially given issues with self-developed software, mis-
handled enterprise systems, and non-common or sector specific outdated
applications, this enables us to identifymore potential issues. Furthermore,
our additional manual analysis process enables us to provide more detailed
guidance on mitigation actions, and enables an analysis of security posture
beyond individual vulnerabilities.

Focus on HTTP/Web Our approach follows a TCP/Service-Level focused
approach, inwhichwe start fromnetwork segments, identify open ports and
then analyze running services. ▬▬▬▬’s approach appear to be web-centric,
which limits perspectives on vulnerabilities mostly to web-related services,
especially those running on standard web ports. This means that findings
we have, for example concerning outdated network appliances118, do not 118▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬show up as action items in ▬▬▬▬▬’s methodology, despite being of high impor-
tance. Please also see the section on ‘Scope’ below.

Initial Asset Discovery & Crawling Both, ▬▬▬▬▬ and us start out from FQDNs
collected frompublic andnon-public data feeds. However, whilewealso ad-
ditionally leverage RIR data to identify network segments utilized by MPIs,
we filter this data to ensure we limit those address spaces to MPIs’ net-
works. While this reduces our visibility and may exclude networks not used
by MPIs, it also reduces the amount of collateral damage.

57 of 70



Fo
r P
ub
lic
Re
lea
se

Report on the Security State of Networks of Max-Planck Institutes

In contrast to our work, ▬▬▬▬ explores web dependencies and the use of ex-
ternal cloud assets. Furthermore, the focus on web-dependencies means
that ▬▬▬▬ fully explores site-maps for MPG related web presences, reach-
ing far beyond the organization itself, with a majority of observations being
related to major CDN based library inclusions and external hyperlinks/re-
source embeddings. However, this also means that the scope for ▬▬▬▬▬▬ is
significantly less discrete, see Section 6.3 below.

Focus on Known Vulnerability Identification While ▬▬▬▬ focused on the
identification of well-known vulnerabilities, we took a more nuanced ap-
proach in linewith our objective to assess general security posture, see Sec-
tion 2. While our approach also partially considers software versions to es-
tablishwhether a system is orphaned, we do not perform a detailed analysis
of software versions, especially not software and library versions deeper in
the web-stack, see Section 2.

While this may lead us to missing crucial vulnerabilities, e.g., in outdated ▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ instances, we consciously decided to limit our scope
here, as it reduces the amount of potential false-positives, thereby benefit-
ing our objective of estimating overall security posture reaching beyond up-
dates itself. In more plain terms, we decided to reduce noise by, e.g., false
positives due to static site exports (web applications) or long-term-support
versions (see, for example, stable versions of Linux distributions backport-
ing security fixes without changing version numbers, in favor of gaining a
better exploration of security posture overall, e.g., by identifying orphaned
systems, structural exposure issues etc.

Both approaches are viable and issues discovered in either should be mit-
igated. However, the approach by ▬▬▬▬▬▬ requires additional follow up work
for verification and analysis, which has not taken place in the report by ▬▬▬▬
▬▬, judging from the amount of findings and reporting for these findings re-
maining automated, see the detailed file descriptions above.

Frequency and Time of Evaluation The scan conducted by ▬▬▬▬▬▬ has been
conducted in ▬▬▬▬▬▬▬▬▬▬, while results became available in ▬▬▬▬▬▬▬▬. Our scans
have been conducted from ▬▬▬▬▬▬ to ▬▬▬▬▬▬▬, with the report becoming avail-
able in late ▬▬▬▬▬▬▬. As such, the overall processing time between the two
reports is similar.

Concerning the frequency of scans, no information is available that ▬▬▬▬▬▬
conducted repeated scans, potentially limiting the perspective on non-per-
manent hosts, e.g., the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ we discuss in Sec-
tion 3 and for individual institutes in the appendix.

6.3 Comparison on Scope

▬▬▬▬ did not provide any information on the selected scope of their engage-
ment. Hence, a ground-truth comparison is not possible. We therefore base
our comparison again on assumptions wemake based on what we can infer
from the data provided in the ▬▬▬▬▬ report.

6.3.1 Estimation and Assumptions on —— Methodology

Included Hosts The file ./mpg.xlsx-csv-Files/mpg.Port scan.csv lists port-
scans for ▬▬▬▬▬ hosts, of which ▬▬▬ have open ports. We used bttf-whois [28]
to attribute these addresses to ASNs as they were announced on ▬▬▬▬▬▬▬▬▬▬.
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Of those ▬▬▬▬▬▬ hosts, ▬▬▬▬▬ addresses are in networks announced by ▬▬▬▬▬▬▬▬▬
▬▬, ▬▬▬▬ have been announced by ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, and by other European re-
search networks ( ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬). This leaves ▬▬ addresses, ofwhich ▬▬▬were
not announced at the time (▬▬▬▬▬▬▬▬▬▬▬▬), ▬▬▬ are RFC1918 [24] addresses, and
three are reserved (0.0.0.0, 127.0.0.1 (localhost [5]), and 192.0.2.1 (TEST-
NET-1 [1])). This leaves ▬▬ hosts of third parties, including ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

Of the ▬▬▬▬▬ hosts with open ports, ▬▬ addresses are in networks announced
by ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, ▬▬▬ have been announced by ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, and ▬▬ by
other European research networks (▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬). This leaves ▬▬ hosts of third
parties, including ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

IncludedNames There are ▬▬▬▬different names inmpg.Organizational FQDNs.csv,
of which ▬▬▬ have a direct relation to an MPG related domain name (▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬). This stretches over ▬▬ PSL public suffixes, with the most common
ones being ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. The majority of indirectly related domains
seems to concern event- and collaboration/research specific sites119. 119See Section 4 why this is to

be expected.
External assets include ▬▬▬▬▬ unique names, of which at least ▬▬▬ have been
exposed to a vulnerability assessment of some sorts based on these sites
having received additional remarks indicating a vulnerability. The external
assetswhich have been subjected to a vulnerability assessment cluster over
▬▬▬▬ different PSL private suffixes and ▬▬▬▬▬ different PSL public suffixes. The
top private suffix is ▬▬▬▬▬▬▬▬▬▬▬▬with ▬▬ different external assets, followed by ▬
▬▬▬▬▬▬▬▬▬▬▬▬▬, ▬▬▬▬▬▬▬▬▬▬▬▬▬ and ▬▬▬▬▬▬▬▬▬▬▬. In general, likely due to the inclusion
of hyperlinks as external assets, the top-hits here include mostly research
organizations and German universities. However, we also find national and
international government organizations like ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Furthermore, taking a look on public suffixes of
domains subjected to a vulnerability scan, naturally, the top hit is ▬▬▬▬▬▬▬▬,
followed by ▬▬▬▬▬▬▬▬ and ▬▬▬▬▬▬▬▬▬.

However, we also find that apparently also names under potentially sensi-
tivepublic suffixes/ccTLDs—especially given theestimated timeof the scans—
have been included, specifically ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ and ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Sites
in ▬▬▬▬▬ that were subjected to a vulnerability assessment include ▬▬▬▬▬▬▬▬▬▬▬
▬, the ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬, which—following the archiving
data on archive.org120—has seen limited reachability from ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ 120See ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬.▬▬▬▬▬▬▬▬▬▬▬▬▬▬. This may be related to an increase in ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬. Furthermore, the news
site ▬▬▬▬▬▬▬▬▬▬▬▬▬ has been subjected to a vulnerability assessment. For ▬▬▬,
we find ▬▬▬▬▬ academic sites ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ as well as one ▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.

Even though the methodology of the ▬▬ project has not been documented,
i.e., we are not able to determine the addresses from which the scans by ▬
▬▬▬▬ originated, it is conceivable that vulnerability assessments are consid-
ered an attack, and the origin of those attacks could have been traced back
to ▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬.
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6.3.2 Similarities and Differences in Scope

Here, we compare the scopeof our assessmentwith the scopeweestimated
for ▬▬▬▬▬ based on the provided data.

IncludedHosts As documented in Section 2, we used a set list of networks
which we scanned, see Table 1. Even though ▬▬▬ does not provide such a
list, we can assume that hosts/addresses noted in the report were in fact
included in the scope. This means that we can compare our scope to that of
▬▬▬▬ within four parameters:

• The number of hosts included in ▬▬▬▬▬’s port-scan, but not in ours.

• The number of hosts included in our report, but not in ▬▬▬▬▬▬’s.

• The number of hosts noted as out-of-scope for our report121, but that 121See Section 2 on networks
that were excluded.were included by ▬▬▬▬.

• The number of hosts included in both reports.

Additionally, we can also evaluate these parameters over the findings in
terms of open ports.

In total, we find that ▬▬▬▬▬▬▬ included ▬▬▬▬▬▬▬ hosts, of which ▬▬▬ are also in-
cluded in our set, while ▬▬▬▬▬ hosts are included in the ▬▬▬▬ scan while not
being part of our evaluation. Of those, ▬▬▬▬ hosts included in the ▬▬▬▬ report
arepart of networkswhichwere later excluded fromour evaluation, seeSec-
tion 2. Our evaluation, in total, spans networks covering ▬▬▬▬▬ hosts.

The ▬▬▬▬▬▬▬▬▬ found open ports for ▬▬▬ hosts, while we found open ports for ▬
▬▬ hosts122. Overlap between these two sets is, however, limited, as only ▬ 122Please note that the ▬▬▬▬

▬ report does not distinguish
between UDP and TCP. We hence
assume all ports to be TCP.

▬▬ hosts with open ports are in both sets, of which we find the same open
ports for hosts, while ▬▬▬▬▬▬▬ finds more open ports in ▬ cases, and we
find more open ports in ▬ cases. In addition, our set contains ▬▬▬ hosts
with open ports not found by the ▬▬▬▬▬▬▬▬▬▬▬, while ▬▬▬▬▬ found ▬▬ hosts with
open ports not showing up in our scans, of which ▬▬▬ are in networks which
were later excluded from our evaluation, see Section 2. Of the remaining
▬ hosts with open ports found by ▬▬▬, ▬▬▬▬ were part of the addresses we

scanned. Concerning the ▬▬▬ we found and ▬▬▬▬▬▬ did not find, ▬▬▬ are also
listed in ./mpg.xlsx-csv-Files/mpg.Port scan.csv. A possible explanation for
this reduced visibility on our part would be that these hosts did not respond
to our initial ICMP requests, or our conscious choice of a tight scope in terms
of included networks to reduce collateral damage, also see the limitations
we outline in Section 2.7. As we do not have any information on the ac-
tual scan methodology and request frequency of the ▬▬▬▬▬▬▬ project, we can
only speculate on the reasons for hostswe observe to have open ports, even
though they did not. Possible options include that we scanned a larger/d-
ifferent list of ports, hostswere only intermittently online123, were deployed 123Hence, were only observable

in our repeated scans.after the ▬▬▬▬▬▬ scan, the scanning frequencyof the ▬▬▬▬▬▬project causedpacket-
loss, and/or ▬▬▬▬ used a too low retry value to be resilient against packet loss.

Included Names Our scans did not focus on names. Even though our eval-
uation did recover various names, this was not part of our objective. How-
ever, by using amore restrictive scopewith a set list of networks to scan, we
can be certain to not have accidentally scanned networks of foreign entities.
This is not the case for the methodology used by ▬▬▬▬.

Furthermore, bydocumentingourmethodology and followingmeasurement
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best-practices, operators could inform us about issues caused by our scans
and out-of-scope systems, see Section 2. We have no information on how
the scanning infrastructure operated by ▬▬▬▬▬▬▬ was configured, and if best-
practices for abuse handling were followed. Furthermore, we do not have
any information on whether abuse requests by scanned networks were re-
ceived and/or appropriately handled.

6.4 Comparison on Findings

Our comparison on scope follows from the assumptions on the ▬▬▬▬▬ report
outlined above. Noneof our critical findingswere coveredby the items listed
in ./Action_Items_Report_mpgesellschaft.pdf. While somehigh severity find-
ings (extremely orphaned systems still/only supporting SSLv2), high impact
events were missed by ▬▬▬▬▬. This includes the compromised system found
in our study, several outdated Enterprise applications124, see Section 2.8. 124▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬

▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
Instead, findings and ▬▬▬▬▬▬▬▬▬ from the ▬▬▬▬▬▬ report focus on web based vul-
nerabilities, especially of front-facingweb-services125. Web facing systems, 125▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬ are ▬▬▬▬▬▬▬▬▬▬

vulnerabilities.of course, hold potential for reputation loss, if they are defaced126, might be
126An attacker changing a web
presence to demonstrate they
were able to compromise a sys-
tem.

used to distribute malware, expose internal credentials if these are shared
across systems, or allow lateral movement via co-located applications on
the same system. However, usually, these systems are at least isolated via
a DMZ from core systems holding research data/PII and internal infrastruc-
ture. As such, the compromise of a web presence is not comparable to the
impact of, e.g., internal infrastructure, like research systems, groupware so-
lutions, or building automation systems being compromised or used in any
form of extortion127, being compromised. Especially structural issues128 127See ransomware; Even

though the term is commonly
bound to attacks that encrypt
information, e.g., building au-
tomation systems allow different
extortion attacks as well.
128See our analysis in Section 4.

have to be identified andmitigated to sustainably improve security posture.

Please note that this does not mean that web related issues should not be
mitigated, or that aweb server being compromised is not an issue. However,
the organizational setup should function in a way that ensures systems do
not become orphaned/outdated, while also ensuring that a compromise—if
it takes places—does not allow lateral movement or subsequent compro-
mises, and is quickly detected and mitigated.

6.5 Comparison on Recommendations and Analysis

The report of the ▬▬▬▬ project does not contain an analysis of findings going
beyond individual observations. Besides a list of ‘action items’, no recom-
mendations are provided. Hence, we cannot compare our analysis and rec-
ommendations to the ▬▬▬▬▬▬▬ report.

6.6 Summary

In summary,wefind that the ▬▬▬▬ report provides limited information in terms
of used methodology. It leaves its scope undefined, and an analysis of the
provided data indicates that the scopemayhave included systemsof foreign
entities. It does not provide an in-depth security analysis andmisses impor-
tant vulnerabilitieswhile focusing its evaluationona limitedpre-determined
set of mostly web-related vulnerabilities. This means that the scope and
methodology is unsuited for assessing the security posture of diversified
research infrastructure as found for, e.g., the MPG129, as it will miss major 129See Section 4.
issue clusters in the form of (misconfigured) enterprise systems, orphaned
systems, and sector specific/in-house applications. Yet, despite using this
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narrow perspective, analyzing the port-scans in the ▬▬▬▬▬▬▬▬ report indicates
a comparable (and sometimes exceeding) coverage of the MPG infrastruc-
ture, i.e., would have allowed for similar conclusions as ours, if the scan data
would have been analyzed. However, the report does not provide such an
analysis. Especially evaluations for off-port services and general security
posture, as well as the major issue clusters we identified, are not part of the
report.

Furthermore, automated analysis without manual refinement lead to a re-
port that states large numbers in terms of detected vulnerabilities, while
staying vague on the specific relationship to security, implications, and over-
all risk despite citing CVSS values. We did not find indications ofmanual ver-
ification of vulnerabilities, i.e., whether they are false-positives, and if this
was performed, no information on this was included in the report.

Potential Impact If provided to decision makers, such a report could neg-
atively inflict on the relationship between operations and management130, 130See Limoncelli et al. on ‘visi-

bility and perception’ [21].or could trigger spontaneous activities in a bid to ‘improve security’131. The
131See Dietrich et al. [7]reporting of high numbers for high criticality events (e.g., CVSS scores over

8) creates immediate negative visibility for operations, while the report does
not include a contextualizing analysis discussing organizational mechanics
and potential root-causes, effectively taking a ‘blame focused’ approach at
issue remediation132. Similarly, spontaneous activities carry the risk of un- 132See Kaur et al. for perspec-

tives on just culture in infras-
tructure operations and lessons
learned from the safety sci-
ences [19, 18].

intended consequences133. Furthermore, spontaneous activities may have

133Please see our observations
on 2FA related issues found in
the MPG in Section 3.

a negative impact on non-monetary incentives, see Section 4.1.6, if pres-
sure is applied134, or if changes are rolled out that disregard the unique

134▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬▬
▬▬▬▬▬▬

nature of research networks, again, see Section 4.1.2. In those cases, a
report with limited contextualization and analysis as the one provided by ▬▬
▬▬may negatively impact the security posture of an organization. Finally, in
line with prior work on notification fatigue [29], a large report with many po-
tential false-positives that are rated highly on the CVSS score also holds the
potential of reducing operators willingness to engage with subsequent se-
curity evaluations, or take critical vulnerability assessments seriously, see
also criticism of the CVSS score [23].

Please note that we did not assess whether similar effects materialized in
response to the ▬▬▬▬ report. If we describe anecdotes of such effects, these
are observations based on a relative concurrence to the ▬▬▬▬▬▬▬▬ report and
do not imply a statement on a causal relationship.
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7 Conclusion
Here, we briefly summarize our findings regarding our objectives and high-
light key action items/immediate next steps. The objectives of our investi-
gation were:

• Identify security issues that require immediate or immanent mitiga-
tion due to a high likelihood of causing events or incidents.

• Assess the overall security posture of the MPG, focusing on structural
and organizational shortcomings.

• Identify action items and strategies to sustainably improve the secu-
rity posture of the organization.

• Evaluate findings of this internal investigation against the information
that was provided by the ▬▬▬▬▬▬ project.

Findings In our scans, we find several critical issues and a plethora of other
issues of varying severity. Thesemust bemitigated. For this, we provide de-
tailed information and mitigation recommendations in the appendix of this
document, grouped per institute.

Security Posture Overall, we find that the security posture varies between
different institutes, similar to the extend of infrastructure used by institutes.
Even though some institutes demonstrate an increased number of critical or
high severity issues, the overall security posture, especially in instituteswith
larger infrastructures is comparable to sector competition. Furthermore, by
clustering our findings, we identify organizational root-causes in the nature
of the digital infrastructure in the MPG as a research organization, prolifer-
ating the emergence of these issue-clusters. Our further analysis finds or-
ganizational mechanics relevant in maintaining secure digital infrastructure
for the MPG. Specifically:

• A highly decentralized environment.

• Unique requirements of research infrastructure and researchers asusers.

• Employee churn among scientific employees.

• Use of enterprise toolchains and infrastructure that is not tailored to
the organization’s requirements.

• Capability retention in digital infrastructure operations.

Especially these characteristics as a research network create a unique en-
vironment that is distinct from standard enterprise networks, restricting the
applicability of standard enterprise practices to improve IT security. How-
ever, we also find that the high degree of decentralization in terms of opera-
tion is amajor asset for the organization’s security status, as it makes lateral
movement after the compromise of an individual institute less likely.

Recommendations Based on our analysis, we suggest to improve IT secu-
rity within the MPG by addressing root-causes, mostly focusing on bottom-
upgovernance135 andorganizational improvements. A corner stoneof these 135Governance here does not

mean a strict top-down approach
as it is often understood. In-
stead, we refer to bottom-up
governance, i.e., the process of
nurturing emergent (self) or-
ganization and enabling self-
improvement in an organization,
see also D2.1 of CS4E [16].

improvements is leveraging and expanding existing distributed expertise,
improving network and service segmentation, the introduction of an opera-
tional excellence framework, and the formation of a team that actively ad-
dresses operational requirements of research infrastructure, ensuring high
levels of operational excellence.
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Comparison to the ▬▬▬▬ report Finally, we compare our results to the re-
port by the ▬▬▬▬▬▬▬project received in early 2023. Wefind that the ▬▬▬▬▬▬ report
lacks a documentation of its methodology, and does not provide an analysis
of its results. Based on the data provided in the report, we conjecture that it
utilizes a mostly automated methodology, focusing on pre-determined web
related vulnerabilities, leaving misconfiguration and individual instances of
issues out of scope. Web related issues are scored based on versionmatch-
ing, prompting high CVSS scores for issues without reported manual verifi-
cation of severity, while underestimating security issues outside this narrow
perspective. Hence, the used methodology is unsuited for investigating the
security state of non-standardized infrastructures with many sector and in-
house applications, as found in research networks like those of the MPG.

Comparing our results, we find that the ▬▬▬▬▬ report failed to identify the bulk
of our critical and high-severity findings in its ‘action items’, including the ▬▬
▬▬▬▬▬▬▬▬▬▬ discussed in Section 2. We also find that the report includes port-
scans that would–if analyzed–have allowed the identification of the criti-
cal/high severity issueswe identified. Furthermore, despite lacking ground-
truth on the utilized scope, we find indications in the provided data that the
▬▬▬▬ report included foreign entities in its vulnerability assessment.

Finally, in conjunction with our observations on automated evaluation and
the lack of analysis, we note that the report–due to the way the information
was analyzed and presented–carries the risk of causing harm to the security
posture of an organization, mainly due to sozio-organizational effects in the
context of operator visibility, inner-organizational trust, ‘just culture’, and
notification fatigue.

Therefore, in summary, we conclude that, while likely well intentioned, the
report holds risks for causing harm (out-of-scope scans, organizational ef-
fects), takes a narrow and automated perspective that is methodologically
unsuited for investigating the security postureof research infrastructure (web-
focus, automatedanalysis). Furthermore, the report requires extensive follow-
up work to assess the severity of findings, which have to be manually as-
sessed and validated, without providing guidance on that process.

Key Action-Items

Remediation of issues: The findings and mitigation recommendations in
the appendix should be distributed in the organization and addressed
following the associated severity ratings. Appendix I provides infor-
mation on how to execute this process.

Evaluation of ▬▬▬▬ findings: Despite the ▬▬▬▬ report having technical limita-
tions, findings from that report should be manually verified.

Implementation of recommendations: Werecommend to consider imple-
mentingour organizational suggestions, especially concerningpreserv-
ing decentralization and not utilizing a standard enterprise approach,
while creating appropriate support structures for operators to handle
challenges of a research environment and establishing an operational
excellence framework within the organization.

Institute specific support and analysis: As outlined in Section 3, security
posture varies between institutes, and some institutes collected sig-
nificant technical debt. Support should be provided in conformance to
the organizational recommendations made in this report.
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I Findings per Institute

I.1 Description

Here, you can find a summary of findings for each institute. This summary
includes a list of findings and recommendations specific to the institute be-
yond the general recommendations in Section 5. Findings are classified in
four categories highlighting the urgency for addressing them:

Critical: Immediate Mitigation: This category includes events that are at
least incidents. Furthermore, these incidents must either allow unau-
thorized access to a system, allowing further access to privileged in-
formation. Similarly, cases where PII of third parties is revealed, or
physical harm is enabled fall in this category.

High: Critical Findings: Critical issues must be mitigated as soon as possi-
ble. Theyusually pose ahigh likelyhoodof leading to an incident but do
not signify an immediately ongoing incident; This also includes cases
of non-specific threats that are easily mitigated.

Medium: Urgent Findings: These issue are those that pose no immediate
threat but should be addressed in the near future, and might benefit
lateral movement, or indicate limitations in operational procedures.

Low: Chores: Findings of low criticality that should be addressed/picked up
in regular maintenance. This includes issues like, for example, updat-
ing out-dated libraries outside of security support, for which no vul-
nerabilities are known yet.

Please note that the urgency we attribute to an observation might not cor-
relate to how critical it actually is upon closer inspection. However, we set
these urgencies to provide guidance on the order in which items should be
investigated. This also means that items we consider critical may not re-
quiremitigation upon closer investigation, or issues rated lowermay require
more immediate attention upon closer investigation. However, without de-
tailed knowledge of the corresponding infrastructure, this can not be easily
determined. Hence, we leave it in the hands of local staff.

To guide this process we provide recommendations and further steps for
each findingwedocument. Please note, again, that these recommendations
may not always be applicable and it depends on the local situation on how
applicable recommendations are. Operators can reach out to the report’s
author in case further input is needed.

Please also note that findings are provided for each host defined by an IP
address exposed to the Internet, as it is not always possible to determine
whether two addresses ultimately belong to the same host. Correspond-
ingly, finding and recommendationsmaybeprovidedmultiple times forwhat
is ultimately the same host.

I.2 Access to Machine-Readable Data

All institutes can request a copy of the data that was collected about them in
machine readable form the author. Please see the ‘Contact’ section on the
first page of this document. When contacting the author, please use your
official MPG email address and include a list of prefixes/addresses you are
responsible for. Data will be provided as an archive of JSON files.
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I.3 How to Use the Appendix
Central Management/Leadership For central management in charge of
distributing thefindingsof this report, we recommend the followingapproach:

• Provide each institute with a copy of the redacted version of this re-
port, along with the Appendix specific to that institute.

• Request feedback on a timeline for first feedback on the findings in the
report, ideally within one week.

• The timeline should include milestones for:

– Assessing all ‘Critical’ findings and providing feedback on the in-
dividual findings. The focusof that report shouldbeon theneeded
support tomitigate those issues, or–if presented issues were de-
termined to not be an issue–a documentation of that.

– Assessing all ‘High’ findings and providing feedback on the indi-
vidual findings. The focus of that report should be on the support
that is needed to mitigate those issues, or–if presented issues
were determined to not be an issue–a documentation of that.

– Feedbackon theplan to assess ‘Medium’ and ‘Low’ criticality find-
ings, and whether it is feasible within the workload of day-to-day
operations.

Individual Institutes For individual institutes, upon receipt of the report,
we recommend the following approach:

• Elect an internal incident coordinator who is in charge of coordinating
communication. This does not have to be a technical person. It can
be useful to select somebody in a good position to nudge people to
follow-up on issues; Team-assistants often have a talent to do that in
a non-authoritative way.

• Have the coordinator print the institute’s appendix136. 136This could be done in a ticket
system; However, entering the
data may ultimately cost more
time than it saves to have all
issues in a ticket system. Ul-
timately, paper vs. tickets is a
personal choice of teams. We
recommend paper.

• In the team, jointly go over the ‘Critical’ and ‘High’ findings; Share your
general impression, for which the coordinator takes notes.

• Dispatch each ‘Critical’ and ‘High’ finding to a person in charge of ver-
ifying it (jointly decide who).

• Discuss and agree on how long it will take to assess ‘Medium’ and ‘low’
issues, if each team member–for example–will use 15 minutes each
day to look at at least three ‘Medium’ or ‘Low’ findings.

– Thehandle notes down thepersonon their authoritative print out.
– the person receives an extra copy of the pages for the finding(s)

they are responsible for.

• Starting with ‘Critical’ findings first, followed by ‘High’ findings, inves-
tigate each issue. Note down on the report-copy:

– Re-assess the criticality of the issue given internal knowledge of
the infrastructure.

– Read the mitigation recommendations and determine whether
a feasible option is included (Document on print out, e.g., tick-
marking steps in lists.).

– Documentwhether the findingwill be risk accepted, orwhichmit-
igation will be implemented.

– Document theestimated time-to-completion and resourceneeds
for the mitigation.

– As soon as the process has been completed, hand the printout of
each completed task to the coordinator.
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• The coordinator transfers key items from individual findings to their
authoritative copy;
– Issue criticality assessment (Matches rating from report/Lower/Higher).
– Issue mitigation plan.
– Issue mitigation resource needs/timeline.

• The team meets and drafts a response on the report, including:
– Feedback on ‘Critical’ and ‘High’ findings (based on information

recorded in the authoritative print-out).
– Mitigation timelines/plans.
– Mitigation resource/support needs.
– Timeline for revisiting ‘Medium’ and ‘Low’ findings.
– The coordinator communicates the results to central.

• Mitigation for ‘Critical’ and ‘High’ findings proceeds following the time-
lines the teamestablished; Progress is feed back to the local coordina-
tor, who can sent, e.g., monthly aggregate progress reports to central
if desired by them.

• The team starts processing ‘Medium’ and ‘Low’ findings, updating the
coordinator once an item has been assessed.
– For all items, focus onwhether their rating (with internal informa-

tion) should have been different and notify the coordinator.
• As time permits, plan regular sessions revisiting especially ‘Critical’
and ‘High’ rated issues. Furthermore, you can use these meetings to
try to identify ‘patterns’ in ‘Medium’ and ‘Low’ findings.
– Ensure that–whatever is discussed in these meetings–no reper-

cussions are launched against people who might have had a role
in decisions or actions that contributed to an issue. This is a mat-
ter of trust and culture.

– It can be useful to adopt a ‘Chatham House’ rule for these meet-
ings, i.e., you are allowed to discusswhat was said outside of the
meeting, but not who said it (this might be somewhat difficult,
especially in smaller teams).

– It can improve the situation, if–before discussing issues–a round
is made in which everyone notes a (major) technical mishap they
had, no matter if it was caught in time or lead to an incident.

– Assess what (ultimately) caused the issue.
– Assess whether external (out of your control) factors contributed

to the issue as well, or contribute to actions and behavior that
lead to the issue.

– Assess whether the issue fits a pattern with other issues.
– Assesswhether you canmake changes to your infrastructure that

make it less likely that the issue occurs again in the future. This
might be (more) monitoring, redesigning your network/separa-
tion of services, use of a different vendor/setup, etc.

– If an improvement is not feasible (limited resources, i.e., time/staff
or funding, not compatiblewith theuser-base/users’ needs, etc.),
first discuss it independent of those constraints.

– Document results and action items; Especially if external con-
straints contribute to issues, communicate them upwards (see
‘Managing your Manager’ in [21]).

• In general, please see Section 5.2.3, and consider whether that ap-
proach (see the full description by Limoncelli et al. [21]) might work
out for the team.
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II Institute Summaries
The redacted version of this report does not include the summaries for in-
dividual institutes.
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