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We compare the cross sections for valence-electron photoionization and autoionization after
C 1s-to-bound and O 1s—to-bound excitation of CO, physisorbed on Ni(110). Clear evidence is
found for different selection rules for radiative excitation versus radiationless decay into the same
ion states. All ion states that belong to the class of two-hole—one-particle states, in particular those
in the inner-valence-electron regime, where the one-particle picture for photoionization is known to
break down, are observed with very large intensities in autoionization spectra, but are hardly ob-
servable at all in photoionization. Combining photoionization and autoionization, we can charac-
terize the ion-state wave functions according to their oxygen and carbon parentage. Differences be-
tween O 1s—2m, and C 1s—2m, decay into the normal single-hole states are discussed in terms of
symmetry breaking via electron-hole localization and vibrational coupling in the core-to-bound ex-
cited state. Our interpretation is based on an ab initio Green’s-function calculation for the ion
states in the outer and inner valence regions followed by explicit calculations of the radiationless au-
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toionization rates.

I. INTRODUCTION

Photoemission has failed so far to allow for detailed
spectroscopic investigations of the region of inner valence
ionizations of adsorbed molecules. From the viewpoint
of the gas phase, the inner-valence region appears partic-
ularly interesting because here the simple one-electron
picture of photoemission is known to break down.! In
other words, instead of observing only two inner-valence
ion states, for example the 30, and 20, states in CO,—
connected with the ionization of CO-o-bond orbitals—a
whole series of ion states, dominated by two-hole—one-
particle configurations (shakeup states) is found experi-
mentally.> Due to these difficulties, very few attempts
have been made by photoelectron spectroscopy to investi-
gate the inner-valence ionizations of adsorbed mole-
cules.’>™> Several groups have recently chosen a different
approach to tackle this problem: Electron spectroscopy
via autoionization of highly excited states of the adsor-
bate.>” !> These highly excited states are populated via
core-to-bound excitations with synchrotron radiation,® ¢
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and radiationless decay into valence ion states of the ad-
sorbate. This is shown schematically in Fig. 1 (second
and third panels from the left). If the photoelectron spec-
trum is recorded with the same photon energy as the au-
toionization spectrum, the two spectra occur at the same
kinetic energies (left panel, Fig. 1). Since the two spectro-
scopic methods probe the same set of ion states it appears
natural to put the two sets of electron spectra on the
same binding-energy scale. We have studied in the
present paper photoionization and autoionization of CO,
physisorbed on Ni(110). We have chosen this system for
several reasons: CO, is a molecule whose adsorption be-
havior has been studied in some detail recently using
angle-resolved photoelectron spectroscopy (ARUPS),!
x-ray photoemission (XPS),!® high-resolution electron-
energy-loss spectroscopy (HREELS),'"!° near-edge-
absorption fine structure (NEXAFS),!® and diffuse low-
energy electron diffraction (DLEED) (Ref. 18) measure-
ments. It is known that CO, can be physisorbed at
liquid-nitrogen temperatures. The created adsorbate is
two to three layers thick, as judged from the attenuation
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FIG. 1. Schematic total-energy-level diagram for ground and
excited states of the neutral N-electron system (left panel), the
single-hole-state (N —1)-electron system, and the double-hole
state (N —2)-electron system. Wiggly arrows indicate photon
excitations, straight arrows radiationless decay channels. The
energy scale is broken in order to separate valence- and core-
excited states.

of the substrate valence band.!” The adsorbate is not a
condensed layer in the classical sense because the cover-
age saturates. As reference for later studies, where we in-
tend to study chemisorbed systems including coupling be-
tween adsorbate and metal surfaces, we neglect this cou-
pling in the present case. This allows us to connect this
study with previous works on the inner-valence ioniza-
tion of CO, in the gas phase using photoelectron spectros-
copy,? as well as with NEXAFS measurements, which
probe the initial state of the autoionization decay. The
present study is relevant to understand the lifetime of
these core-to-bound excited states.’ In addition, in
photon-stimulated desorption from adsorbates, mul-
tielectron excitations, which can be assigned on the basis
of the present technique, play a key role.”°

II. EXPERIMENTAL DETAILS

The experiments were performed in two different mag-
netically shielded ultrahigh-vacuum systems containing
facilities for low-energy electron diffraction (LEED),
Auger spectroscopy (AES), residual-gas analysis with a
quadrupole mass spectrometer, and photoelectron spec-
troscopy. The resolution was typically 1 eV. Excitation
of photoelectrons was achieved by synchrotron radiation
from the exit slit of a high-energy toroidal-grating mono-
chromator (TGM) attached to the storage ring BESSY in
Berlin. The base pressure in the system was below 1078
Pa.

The Ni(110) crystal was spot welded to two tungsten
rods mounted on a sample manipulator. With liquid ni-
trogen the crystal could be cooled to 85 K. Heating was
possible by electron impact onto the reverse side of the
crystal. The surface was cleaned by argon-ion bombard-
ment. After annealing, the cleanliness was checked with
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AES, and surface order and geometry were established by
LEED.

Upon adsorption of CO, (purchased from Linde AG,
purity 99.999%) at all the temperatures used, no sharp
LEED patterns were observed. Only the background of
the sharp substrate LEED pattern appeared blurred upon
adsorption. It turned out that interaction between CO,
and the ion pump as well as the filaments of the ioniza-
tion vacuum meter within a CO, pressure range
107%-10"* Pa leads to formation of CO. Therefore, this
pressure range was avoided. The ion pump and all fila-
ments were switched off during admission of CO,. The
autoionization spectra shown in Fig. 2 are difference
spectra. The spectrum of clean Ni has been subtracted
from the adsorbate spectrum. In order to judge the
difference spectra properly, it is important to realize that
below 6 eV binding energy relative to E, the Ni spec-
trum can be represented by a flat line. Therefore, no
artificial features are introduced in the spectra shown.

.Physisorbed

physisorbed

Intensity (arb. units)

Binding Energy (eV)

FIG. 2. Comparison of the autoionization spectra of phy-
sisorbed CO, on Ni(110) after C 1s—27 and O ls —27 excita-
tion with the gas-phase photoelectron spectrum of CO, (Ref. 2).
The photoelectron spectrum has been shifted by 0.9 eV to lower
binding energies (see text).
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III. THEORETICAL DETAILS

The intensities measured in a photoelectron spectrum
are governed by the following matrix elements if we
adopt the sudden approximation:?!

T<|{¥,|A-ply,)|?
~ |3 (0 Apl ) (Winla W) |7, (D
k

where W, and ¥; are initial and final states, respectively.
Wi | represents the nth final eigenstate of the ion. The &,
and @ stand for the bound and continuum one-electron
eigenstates, and a, is the annihilation operator of the kth
electron. p is the momentum operator and A the vector
potential of the photon field. The energy differences, i.e.,
the ionization potentials, measured in a photoelectron
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spectrum, are determined by the difference of the total
energies of the neutral system and of the ion. Both these
quantities, the ionization energies and intensities, are cal-
culated in the present paper via an ab initio Green’s-
function method. The Green’s-function calculations are
based upon ab initio self-consistent-field (SCF) calcula-
tions and include the effects of electronic correlation and
reorganization. In view of the fact that we are particular-
ly interested in the inner valence region, where satellite
lines with appreciable intensities accompany the main
lines, we have used the so-called extended two-particle-
hole Tamm-Dancoff Green’s-function method (extended
2ph-TDA). This method can be used in the entire
valence region. It is accurate to third order in the
electron-electron interaction and contains selected
infinite summations such that the self-energy retains the
correct analytical structure over the entire energy range.

TABLE I. Orbital energies (€), extended 2ph-TDA ionization potentials (Ep) (in eV), and pole strengths (P) for carbon dioxide.

Only lines with Ejp <50 eV and P >0.01 are given.

Ref. 29 This work
Orbital —€ Ep P —€ Ep P Assignment of the main configurations
17, 14.84 12.63 0.90 14.84 13.76 0.91 1m; !
38.45 0.01 36.74 0.01 (7, a2 (4o, 17, '60,) (4o, '1m; '50,)!
(3o, '17,'60,)" (30, 'lm,'50,)® (1w, 1w, '3m,)
17, 19.58 16.62 0.83 19.58 18.05 0.84 Ir, ' (1w, 22m,)!
22.75 0.01 22.48 0.02 (mg 2m,)"? (1my 23m,)’
28.33 0.04 27.74 0.04 (mg2m,)" (w37, 1wt (30.'lm;'60,)’
32.37 0.03 31.90 0.01 (3o, '1m; '50,)" (40, '1m,'50,) (1m;?3m,)’
(40, 17,60, )’
30, 20.27 16.83 0.89 20.28 18.56 090  30,'
36.97 0.01 (40430, '50,) (40, '30,'60,)
40, 21.79 18.12 0.87 21.79 19.86 088  4o,' _
33.68 0.01 26.93 0.01 Bo, "m; 20" (4o 1w, "2m,)" 4o,
36.39 0.02 32.95 0.01 (30,%0,) (30, 'l7;'27,)* (17;%50,) (40, %0,)
36.54 0.01 30,' (30,%50,) (40,%50,) (30,%0,)
(40, 17, 2m, )} (o, 1w 2m,)!
20, 40.35 33.07 0.02 40.35 32.84 0.01 (40;'30,'60,) (4o;'lm;"27,)* (o, 'lm, '2m,)
(40, '30,'50,)°
34.40 0.03 34.22 0.06 (1w, %40,)' 20, (17, %0,)
35.30 0.54 34.51 0.01 Um, "1r;'50,) (1o, '1m, '60,)’°
38.30 0.04 35.16 035  20,' (17, %40,) (40, 'lm;"2m,)
38.76 0.03 36.26 0.01 (1w, "lmg '60,)' (1w, 'lm, '50,) (4o 'lm;'2m,)!
(40;'30,'50,)°
39.10 0.13 37.98 0.08 (4o, 'lm; 37" (o, 'lo;'3m,) 20,
45.25 0.02 38.44 0.16  20,' (40, 'lm;'37,)" (30, 'lm; '2m,)
(40;'177;’217,‘ )3
38.77 0.15 (40, "1, 37, 20, o, 'lw,'2m,)
30, 41.78 33.18 0.01 41.78 32.95 0.01 (30,%60,) (3o, 'lm;'2m,) (17, 50,) (40,%60,)
35.39 0.22 : 35.15 0.15 30,' (30,%50,) (40,%50,) (40, %60,)
(30,%0,) (4o, 'lm,2m,)" (3o, 1, 2m,)
36.84 0.26 36.54 0.18 30, (30,%50,) (40,%50,) (30,%0,)
(407 "1m; 27, Bo, oy 2m,)
37.96 0.01 37.67 0.01 o, 17 37,03 (4o 1w, 37,003
39.42 0.01 39.43 0.32 30, (lm;%70,)
39.83 0.20 40.31 0.16 (17, %0,) 3o,
40.54 0.11
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For the expansion of the ionic-state wave functions, all
single-hole (h), single-particle (p), 2hlp, and 2plh
configurations which arise in the given basis set are used.
The mixing of configurations of different particle number
in the Dyson equation introduces the ground-state corre-
lation effects and leads to the implicit inclusion of double
excitations. This method is extensively discussed in Ref.
22 (for an earlier version of this method, see Ref. 23).
The multiroot Davidson method?*?* is used to extract
about 20-50 solutions for each symmetry, where the di-
mension of the matrices is about 2300. Some numerical
aspects have been presented in Ref. 26. The Green’s-
function calculation is based on an SCF calculation
which uses a large basis set including one set of d-type
polarization functions,?’ namely [11s5p1d]/(5s3p1d).
[The exponential parameters of the d-type functions are
a;(C)=0.6, a,(0)=0.8.] The SCF calculations were per-
formed with the program MUNICH of Diercksen and
Kraemer.?® The orbital energies and the results of the ex-
tended 2ph-TDA calculation are shown in Table I. The
orbital basis had to be slightly truncated in the extended
2ph-TDA calculation. The three core orbitals and their
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virtual counterparts, as well as virtual orbitals above 120
eV, have been neglected. For comparative purposes we
show in Table I the result of an earlier, similar but slight-
ly less extended, calculation by Domcke et al.?’

For the calculation of the autoionization intensities we
have to consider the following matrix elements according
to Wentzel’s ansatz:*

Iab & 2 2 c;bcvb< A¢;¢W1m |H|¢ia ><<Dia ‘H‘ Aq)vwlm ) ’

Lmup,v
(2)

where H is the Hamiltonian, and A the antisymmetriza-
tion operator. We have assumed in Eq. (2) that the states
involved in the radiationless transition can be described
by

I\l/:'zleutr>=|d)15__,21,) s (3)

|‘yibon) = Azcyb ¢‘L\l/[m> ’ (4)

. . u . .
i.e., a single determinant representation for the core-to-
bound excited neutral state, and a configuration interac-

TABLE II. Autoionization matrix elements for pure configurations (s, singlet coupled doublet state;

t, triplet coupled doublet state).

Wave function

C Is—2m, O Is—2m,
Configuration of the
final state CO, NO,* (170" CO, COF™* (170°)

30;221ru 0.07134 0.15245 0.23873 0.84779
s 30,20, 127, 0.078 33 0.14567 0.31967 0.078 78
s 30, '40,; 127, 0.154 37 0.32970 0.39076 0.964 09
t 30, 40, 12m, 0.00000 0.007 82 0.129 83 0.36593
s 30, 17, "2m, 0.11920 0.21675 0.20304 0.742 50
t 30, 1w, 2, 0.062 58 0.11341 0.092 42 0.340 16
s 30,30, 12m, 0.093 40 0.188 36 0.399 12 0.156 15
s 3o, 1w, 2m, 0.00000 0.000 00 0.31375 0.32411
s 20, '40,; 2w, 0.11985 0.22222 0.368 35 0.06051
s 20, N, 12m, 0.178 90 0.28173 0.19013 0.045 81
s 20,30, 27, 0.178 09 0.31105 0.37545 0.009 43
s 20, 1w, 27, 0.000 00 0.00000 0.293 81 0.02000
40,7 2m, 0.16702 0.356 50 0.34216 0.67302
s 4ag_'lfr; 2, 0.182 39 0.33065 0.276 30 0.78159
t 4o, 1w, 2, 0.09575 0.173 58 0.093 49 0.207 71
s 40, '30; 27, 0.14291 0.287 35 0.509 48 0.174 50
s 4o, 1w, "2m, 0.000 00 0.00000 0.426 97 0.34117
1, 27, 0.244 57 0.376 59 0.18702 0.71011
s oo 2w, 0.27224 041941 0.209 54 0.795 82
s 3o 1w, 127, 0.21332 0.364 30 0.30021 0.14787
s 1o "lw; 2w, 0.00000 0.000 00 0.408 69 0.438 37
3o, 27, 0.150 15 0.28441 0.38363 0.02402
s 30, 'l 12m, 0.00000 0.000 00 0.46391 0.064 55
1w, 22m, 0.000 00 0.000 00 0.446 57 0.13531
30, ! 0.296 22 0.393 14 0.34067 0.479 38
20, 0.23286 0.26138 0.32281 0.03208
40, 0.45325 0.59843 0.38778 0.40192
17! 0.35435 0.38892 0.201 58 0.27546
30! 0.277 65 0.33799 0.393 14 0.059 86
1o, ! 0.000 00 0.000 00 0.31149 0.12024
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tion representation for the final ion state. The coefficients
in the configuration expansion are taken from the extend-
ed 2ph-TDA calculation. The ¥, are spherical waves
characterized by a set of angular momentum quantum
numbers (I,m) describing the emitted electron, and cen-
tered at the core-hole site. Within this hierarchy of ap-
proximations, the calculation of the autoionization rates
reduces to the calculation of a sum of two-electron in-
tegrals as shown in Ref. 31 of the type

X1 (D ()1 /P13, (DX, (2))

where x|, and Y, , represent one-electron orbitals of the
1s and the active valence electrons v, and v, involved,
and ¥,,, represents the outgoing electron. The integrals
are evaluated according to the one-center approxima-
tion’? employing the atomic radial integrals of
McGuire.>> We know from previous studies on diatomic
molecules that a proper description of the screening pro-
cess in the initial core-to-bound excited state is very im-
portant.31 We have therefore used, as successfully done
before,’! equivalent core wave functions3*3 to approxi-
mate the screened initial-state wave functions. In partic-
ular, to describe the initial state of the autoionization de-
cay after C ls excitation we use the SCF determinant of
NO,, after O 1s excitation the SCF determinant of COF.
Note that while the equilibrium geometries of the latter
systems are bent (NO,: 134.25°) we have used almost
linear (170°) geometries because CO, is a linear molecule.
The bending by 10° facilitated the convergence of the
SCF calculations. We take the result as representing the
linear case. We have checked this for NO,. For the SCF
calculations of these species we employed minimal basis
sets. This is reasonable, because only the one-electron
wave functions, not their energies, enter the intensity cal-
culations. Table II collects the calculated autoionization
matrix elements for some selected configurations. In to-
tal, 72 configurations, all of which are either single-hole
states or two-hole—one-particle configurations involving
the 2, orbital, have been considered in the calculations.
The 2hlp configurations involving other virtual orbitals
have been neglected. However, some of the ion states,
especially those at higher binding energies, contain these
latter configurations. In all cases the vector of the
configuration interaction coefficients has been renormal-
ized, only considering configurations that contain the 2,
orbital. This approximation is based on the assumption
that the spectator electron is a pure 2w, electron. The
relatively narrow 7 resonance in the CO, NEXAFS spec-
trum!8 allows this conclusion to be drawn.

IV. RESULTS AND DISCUSSION

At the bottom of Fig. 2, the gas-phase photoelectron
spectrum of CO, taken with #v=100 eV in the range be-
tween 10 eV and 70 eV binding energy is shown.? The in-
tensity scale of the spectrum above 20 eV binding energy
has been multiplied by a factor of 10 in order to show the
spectral features more clearly. This spectrum has to be
compared with the computed photoelectron spectrum
shown at the bottom of Fig. 3. It is quite clear that the
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bands below 20 eV binding energy, ie., the Il , *II,,
23, and 23, states of CO,", representing electron emis-
sion from the 1m,, 17,, 30, and 40, orbitals of CO,, be-
long to the class of normal single-electron hole states. All
other ion states observed are dominated by 2hlp
configurations. Only the relatively intense features just
below 40 eV binding energy supposedly contain a consid-
erable amount of single-hole-state character due to cou-
pling to the two CO,-o-bond orbitals which are situated
in this energy range. As is obvious from the spectra, the
intensity of the 2h1p states is rather low as compared to
the single-hole states. It is even much lower for lower
photon energies, and it does not increase far above the in-
tensities observed in Fig. 2 for higher photon energies.’
The reason for the relatively low intensity of the two-
hole—one-particle states as compared to the single-
particle states in photoemission is well known: 2hlp
states, which are among the W}, -ion states in Eq. (4), gain
intensity mainly by borrowing it from the single-hole
states according to Eq. (1).2! An assignment of the
features in the photoelectron spectrum in Fig. 2, especial-
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FIG. 3. Comparison of the calculated autoionization spectra
after C 1s—2m, and O 1s—2m, excitation with the calculated
photoelectron spectrum of CO,.
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ly in the 2hlp-state region, has been attempted on the
basis of ab initio many-body calculations of Domcke
et al.?®: The three lowest-lying ion states in the 2h1p re-
gion are due to the three I, states originating from the
g %2m, configuration, ie., the HOMO-LUMO excita-
tion, coupling to the 1w, -valence ion state. The low-
energy states of the latter group have been assigned to the
triplet-coupled doublet states, the high-energy states to
the singlet-coupled doublet states. The present extended
2ph-TDA calculation corroborates the conclusions drawn
earlier.

Both the previous and the present calculations suggest
that the bands between 30 and 40 eV arise from 20, and
30, ionization. Six or seven rather intense components
are distributed over 6-7 eV. Five of these have 2, and
2, character. The X, states are calculated to have
higher binding energies on the average compared with
the 3, states. It is interesting to note that, according to
both computations, the dominating configurations con-
tributing to the wave functions of the X, states do not in-
volve excitations into the lowest unoccupied 7 orbital.
Only rather high-lying unoccupied orbitals are involved
in the configurations. In our previous photoemission
study? we have assigned the two most intense peaks at
36.9 and 38 eV to the remnants of the 20, and 30, ie,
the CO o-bond orbitals. These peaks are already situated
beyond the double-ionization threshold situated at 36.4
eV in CO,. Therefore, a strong mixing of these single-
hole-state configurations with the double-ionization con-
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tinuum must be expected. Below 40 eV we find a struc-
tured background but no intense features.

In the middle and at the top of Fig. 2 the autoioniza-
tion spectra of CO, physisorbed on Ni(110) after
C 1s—2m, and O 1s—2w, excitation are shown. The
binding energies (see Table III) of the normal hole states
found in the (C 1s— 2, )-autoionization spectrum are
compatible with those determined via photoemission on a
CO, physisorbate reported earlier (see Table III). They
are rigidly shifted by 0.9 eV, as compared with the gas
phase, which is due to a combination of polarization sta-
bilization of the final ion state in the molecular solid,’
and image potential screening by the metal. The initial
state of the autoionization process has been studied via
EELS in the gas phase by Wight and Brion,* and in the
physisorbed phase by Illing et al.'® using NEXAFS.

The discussion of the C 1s —2m, autoionization spec-
trum shall proceed in two steps. The first step concerns
autoionizations into the normal single-hole states below
20 eV binding energy. As is obvious from the compar-
ison with the photoelectron spectrum, only the two bands
due to ionization of the 1m,/30, and 40, orbitals show
up in the autoionization spectrum, while the 17, ioniza-
tion, being the most intense one in photoemission, shows
negligible intensity in autoionization. The reason is clear
by considering the fact that two electron integrals deter-
mine the autoionization rate. A rule of thumb to evalu-
ate the magnitude of the two-electron integrals is to con-
sider the overlap between the strongly localized core hole

TABLE III. Binding energies (in eV) of CO, ion states. The asterisk indicates binding energies of

CO, gas shifted by 0.9 eV.
CO, physisorbed
CO, gas Autoionization
Ion state PES*® Auger® PES® C 1s—2m, 0 Is—2m,
1, 13.8 12.9
II, 17.3 16.4 16.6 broad
2, 18.1 17.3
3, 19.4 18.5 18.7
A 22.8 21.9* 21.5
B 25.1 24.2* 22.7
C 26.9 26.0* 26.5
D 29.8 28.9* 28.2
E 30.7 29.8* 304
F 32.2 31.3* 31.1
G 334 32.5*
H 35.0 34.1* some intensity
I 355 34.6* but no peaks
K 36.9 36.0* 36.7
L 38.0 38.0 37.1* 36.9
M 40.6 394 39.7*
o 43.5 43.5
P 46.0 47.4
48.1
Q 53.6 52.7 52.7
2See Ref. 2
®See Ref. 36.

°See Ref. 37.
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and the delocalized valence electrons. The 17, one-
electron state has, by symmetry requirements, vanishing
atomic coefficients on the carbon center where the core
hole is created. Consequently, the intensity of autoioni-
zation into the ZIIg states should, indeed, be small. The
calculated autoionization spectrum shown in the middle
of Fig. 3 reveals the above-discussed features, and basi-
cally explains this part of the experimental autoionization
spectrum.

The second step concerns the two-hole—one-particle
states above 20 eV binding energy. We have drawn
correlation lines starting from the positions of the ion
states in the inner valence region as determined from the
high-resolution gas-phase study.? Obviously, compared
with the region of single-hole states, the two-hole—one-
particle states dominate the spectrum, i.e., they are the
most intense bands in the spectrum. This general feature
is well reproduced by the calculations shown in the mid-
dle of Fig. 3. A more detailed assignment has to be rath-
er tentative even on the basis of the present involved cal-
culations. We recognize the problem more clearly if mea-
sured and calculated spectra are plotted on the same en-
ergy scale as shown in Fig. 4: Between 20 and 25 eV
binding energy, the calculation predicts two rather weak
bands, with almost equal intensities due to autoionization
into the 2Hu states, which show up in the photoelectron
spectrum as weak satellites and have been assigned above

Experiment
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u CO,/Ni(110)
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=
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0. 10 20 30 40 50 60
Binding Energy (eV)

70

FIG. 4. Direct comparison between measured and calculated
autoionization spectra after C 1s—2m, excitation. The calcu-
lated spectrum has been shifted by 0.9 eV to lower binding ener-
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to originate from the 17, *2m, configuration. The small
peak with maximum at 21.5 eV (see Table III) is assigned
to these states. In the range 27-28 eV the calculated
spectrum exhibits a broad structure which represents the
envelope of 15 states situated very close in energy. Fig-
ure 5 contains a detailed assignment of the calculated in-
tensities to specific 2h1p configurations. Each symmetry
is shown on a separate panel. The states belong to either
%, or *A,, symmetries, and originate from
configurations where a 17, 127, electron-hole pair or a
1w, '2m, electron-hole pair is coupled to a 40, ' or a
30, ! hole. Singlet coupling in the electron-hole pair
dominates over triplet coupling. The comparison with
the experimental data suggests that the observed shoulder
at 26.5 eV should be assigned to this feature. Above 30-
eV binding energy we calculate a manifold of autoioniza-
tion lines, and it appears very difficult to assign a certain
group of states to an observed spectral feature. The glo-
bal maximum of the experimental autoionization spec-
trum is situated at 30.4 eV, whereas the calculated global
maximum is shifted to considerably higher energy, name-
ly approximately 37 eV. Clearly, the calculated max-
imum strongly depends on the linewidth of the Lorentzi-
an chosen to convolute the calculated line spectra. Since
it is not obvious that the linewidth has to be constant, the
comparison of the intensity maxima is not particularly
meaningful. We shall therefore concentrate on a discus-
sion of the most prominent single contributing states in
this energy range. Those states have either 22&,‘ or I,
symmetry. States of Zl]g symmetry do not contribute due
to symmetry requirements as discussed in connection
with the autoionization rate of the single-hole states. The
configurations contributing to these states are inner
valence single-particle states 20, ' and 30, ' and 2hlp
states where 7~ !7* electron-hole pairs are coupled to the
former single-hole configurations. In addition, there are
contributions from 3o, 27, 4o, 27, and 17, 27,
configurations. The latter configurations lead to 2II,
states. Experimentally, we find beneath the broad, in-
tense feature a well-resolved peak close to 37 eV. This
peak closely aligns with the remnants of the single-hole
20, ' and 30, ' states, and it is very tempting to propose
this as an assignment. Above 40-eV binding energy three
very broad features are found experimentally. A final as-
signment in this region on the basis of calculations is not
possible at the moment. Note, however, that these bands
reside considerably above the double-ionization continu-
um threshold. It is therefore quite likely that these states
can be assigned on the basis of the CO, Auger spectrum
reported by Moddeman et al.® These authors report in-
tense Auger transitions at double-hole binding energies,
i.e., the difference between core-hole binding energy and
measured kinetic energy, which are included in Table III
for comparison with the binding energies determined via
autoionization. Obviously, the observed peaks correlate
with the Auger energies. However, the intensities deter-
mined in Auger spectroscopy differ from those observed
in the present autoionization spectra. This is not surpris-
ing, because the decay starts from an excited state of the
neutral, and not from the core ionized state as in Auger
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spectroscopy. It corresponds to a transition from the left
panel to the right panel in Fig. 1, and thus is a three-
electron process. Several calculations have been per-
formed to assign the double-ion states. We shall come
back to the assignment of these double-ion states after the
discussion of the O 1s — 2, autoionization decay.
Again, we adopt the same procedure for the discussion
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of the O 1s—2m, autoionization spectrum as was used
for the C 1s—2m, autoionization spectrum. The spec-
trum is shown at the top of Fig. 2.

First we investigate the energetic region of the single-
hole states. If there is any intensity at all, it is very low,
and there are basically no pronounced features visible.
At first glance this is a very surprising result, because all
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valence ion states contain oxygen character, and there-
fore in contrast to the carbon spectra we had expected to
find peaks due to spectator decay into all four valence ion
states. There are several reasons for this interesting be-
havior. One can be found via analysis of the calculated
autoionization spectrum shown at the top of Fig. 3. Un-
like the case of C 1s — 2, autoionization, where the core
hole is created at the center of symmetry, and thus does
not lead to a left-right distortion of the wave function,
the creation of the O 1s — 2, hole pair is equivalent to
creation of a COF “equivalent-core”” molecule, which no
longer has a center of symmetry. Clearly, there are two
degenerate localized “FCO” and “OCF” states. The
one-electron wave functions of these COF molecules are
strongly polarized in the sense that the occupied orbitals
are more localized on the ‘“core-hole” site, while the
unoccupied ones are more localized on the “neutral” oxy-
gen site. Since the decay is determined by the overlap of
the valence orbitals with the core-hole site, the autoioni-
zation rate for the spectator electron, which resides in an
“unoccupied” orbital, decreases considerably. This is
verified in the calculated spectra by the relatively weak
intensities in the single-particle region, and clearly re-
vealed via the direct comparison of measured and calcu-
lated spectra as shown in Fig. 6. Note that the 1,
state does show a little intensity since it is not forbidden
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FIG. 6. Direct comparison between measured and calculated
autoionization spectra after O 1s — 2 excitation. The calculat-
ed spectrum has been shifted by 0.9 eV to lower binding energy.
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by symmetry. If we compare our calculated spectra with
the measured spectrum in Fig. 2 we realize that the ob-
served intensity is even lower than the calculated one.
However, a comparison with the corresponding spectrum
in the gas phase taken by Thomas*® shows that the calcu-
lated intensities are of the correct order of magnitude.
The fact that we are dealing with a molecular solid rather
than an isolated molecule may cause this effect. In such a
molecular solid, the electronic ion states show energy
dispersions as a function of crystal momentum, as has
been demonstrated for physisorbed CO, by Bartos
et al.'” Consequently, the ion states are even more delo-
calized in the solid as compared to the isolated molecule,
and therefore the linewidth increases even further.

Yet another effect has to be taken into account. So far
we have only considered the electronic part of the transi-
tion rate, neglecting vibrational coupling. However, even
for small molecules, it has been shown that the linewidths
and shapes in autoionization bands after core-to-bound
excitation are drastically dependent on vibrational cou-
pling and lifetime effects in the initial and final states in-

NUCLEAR MOTION VIBRATIONAL COUPLING

asymmetric stretch bending IN CO,
>
g asymmetric strech
z C-O—0=30
wy e
13 e A
o~
T o
>
o
1 i
|
e |
o~ |
7 |
. |
G 0—C—0 R —
IONIC CO,
bending 1
| ® — T
AN
L. :

als

NEUTRAL CO,

0—C—0 L
135 0 -135 8

135" 0°-135 6

FIG. 7. Schematic representation of the coupling between
electronic excitation and vibrational motion in the neutral
ground state, the core-to-bound excited state, and the valence
ionized states.



41 AUTOIONIZATION VERSUS PHOTOIONIZATION OF . .. 10519

I L 1 1 o3 L ) i 1
P ooe]2 (a)k 3 ) (o)}
<
s 0.5 4 ] r 2 [} Rt'
N s] 2
0.4 Qv n o *%1 o b
’ P L B ) < w ~N
~ o " g:} ~ N
0.3 ] \f wn BN -1
o~
] -1 < 0.1 4 ~F
024 l}(j g L -
> 9 -
z \ ™ -
o 0.1 y a
N ) |
-~ - Va -
c
< oo , . L b 1L = oo - , ,
0 10 20 30 40 50 o 10 20 30 40 50
Binding Energy (eV) Binding Energv (eV)
0.1S ol i S | " 1 1 1
o 2 2 06 2 / L
c / e
5 3 w «©
Zu @© 9 : = o« 0.5 n - N
2 2 o VALE 9 & 2 ] u = o
o pE— Mo T « ° [ [Ye)
-~ 0.10 4 [«2] : -~ - = has o2} N -
o @ 0.4 ] @ s Q
< w =} — o ~
\Q .(\_‘ 0.3 4 2 et gt ~(Q‘) © “-9
~ ) [ @ . r
N o 5 ©  oN= .
0.05 ~ = L= L o — - - <)
o o 0.2 4 = \ AN L
N ) N VESS > \ -1 |
z put N\ | o8 - In 2
s — ~ o 17 oy @ 0-1 -
u L
% 30-1 = 26 = o N
t u N / t \I [ LA
= 0.00 r L — i = o0p0 . Al | o
0 10 20 30 4o 50 0 10 20 30 40 <0
Binding Energy (eV) Binding Energy - (eV)

0.3 L 1 1 1
o 2 (c)
: .
o [a2]
s ),
CRN ~ a
n
~
o1 ]
™
be N
o 7o)
.
o
e J//// It
- 0.0 T T T T
0 10 20 30 40 50
Binding Energy (eV)
0.15 . . | .
v 2
E A
7 u
£
o
= 0.10 L
0.05 L
.
2 ’ ‘
4
o
A
=~ 000 . : by
0 10 20 30 40 50
Binding Energy (ev)

FIG. 8. (a) Calculated autoionization intensities after O 1s— 27, excitation into final ion states of 2%, and X, symmetry. The
main configurations contributing to the ion states are given. (b) Calculated autoionization intensities after O 1s— 27, excitation into
final ion states of Zﬂg and %I1, symmetry. The main configurations contributing to the ion states are given. (c) Calculated autoioniza-
tion intensities after O 1s— 27, excitation into final ion states of ?A, and 2A, symmetry. The main configurations contributing to the
ion states are given for some states.



10 520

volved in the radiationless decay.** By analyzing their
influence, the study of autoionization, in principle, allows
us to deduce information about the competition between
electronic and vibrational decay in core-to-bound excited
states.” Figure 7 shows a schematic representation of the
potential-energy surfaces of the ground state, the two
core-to-bound excited neutral states, and two low-lying
ionic states of CO,. We have chosen the bending coordi-
nate to represent the main distortion of the molecule
upon excitation. The bending distortion is due to the
well-known Renner-Teller effect*! accompanying the
creation of an electron or a hole in a degenerate 7 orbital
of CO,. This effect has been discussed in detail for photo-
ionization and electronic excitation of CO, by several
groups.’®*24 The bending angle can be estimated to be
in the neighborhood of 135°.3 Taking vibrational cou-
pling into account, the intensity observed in the autoioni-
zation spectrum is then a function of the energy spanned
over all possible transitions between vibrational levels of
the initial state for the decay and the final ion states. As
has been discussed in detail by Cederbaum and
Domcke,*? and by Clark and Miiller®? for the similar case
of O 1s core ionization in CO,, the fact that there are two
degenerate localized states leads to coupling of the an-
tisymmetric stretching mode. This coupling occurs in
addition to the coupling of the bending mode, which is
due to the above-discussed Renner-Teller effect. The
potential-energy surface in the O 1s —2m, excited state
therefore shows double-minimum potentials in both nor-
mal coordinates. As a consequence, the equilibrium
geometry of the O 1s—2m, excited state is a bent CO,
species with two inequivalent C—O bonds. The C—O
bond involving the excited oxygen is shorter than the
other one, and shorter than the C—O bond length in
ground-state CO,. These vibrational coupling effects
spread out the autoionization intensity over a consider-
able interval. This can also be recognized in the gas-
phase autoionization spectra after O 1s— 2, excitation
reported by Thomas,*® where the normal-hole states ex-
hibit very broad low intense bands. The intensity is con-
siderably less peaked than in the case of O 1s — 2 decay
in CO, where these effects do not occur. Upon condensa-
tion of CO, into a molecular solid, the band widths of the
autoionizations into the normal single-hole states increase
even further so that there is hardly any intensity found in
the experimental spectrum in Fig. 2 (see also Fig. 6). It is
clear that such effects cannot occur in the case of the
C 1s—2m, excited state, where the electron-hole pair is
created on the central carbon atom.

While there are pronounced differences between the de-
cay of the O 1s—2w, excitation and C 1s — 2w, excita-
tions in the regime of normal-hole states, the situation in
the regime of the 2hlp ion states is rather similar. The
overall shape of the calculated spectrum after Lorentzian
convolution is very similar in both cases (Fig. 3). Only a
more detailed discussion of the main autoionizing states
reveals some differences between O 1s and C 1s excita-
tion. The broad feature between 25- and 30-eV binding
energy is basically due to the same states as in the case of
the C 1s—2m, excitation. In the energy region above
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30-eV binding energies there are two states that exhibit
considerably higher intensities than the rest of the states
(see Fig. 6). In Fig. 8 the detailed assignment of the cal-
culated intensities is given. The state at approximately
35-eV binding energy is dominated by a lw, 22w,
configuration and gives rise to a >, state, the second one
at around 38 eV has 40;'117'““12#,‘ character and is a ZZg
state. Between 31 and 34 eV a set of *II ¢ states with con-
siderable intensities is found. The relatively high intensi-
ties of these states is characteristic for O 1s—2m, au-
toionization because, as discussed above, 2IIg states are
symmetry forbidden in the case of C 1s — 2, autoioniza-
tion. Also, the ZAg)u states are more intense in the former
case. The inner valence single-hole states, i.e., the 20, 1
and 30, ! states, also exhibit considerably higher intensi-
ties for the oxygen decay as compared with the carbon
decay.

If we now try to assign the experimentally observed
features on the basis of our calculations, we find, as in the
case of the carbon decay, that the states with higher in-
tensities are calculated at too-high binding energies.
However, the calculated intensity pattern strongly sug-
gests that the splitting in the global maximum of the au-
toionization spectrum is caused by the two most intense
states originating from the 17, 227, and 40, 'l7, '2m,
configurations. The zl'Ig states, which are characteristic
for the oxygen decay, may contribute to the higher inten-
sity of the peak at lower binding energy.

V. SUMMARY AND CONCLUSIONS

We have presented the autoionization spectra after
C 1s—2m, and O 1s—2m, excitation (taken at the
storage ring BESSY, Berlin) of CO, physisorbed on a
Ni(110) surface. The data are compared with the photo-
electron spectrum of gaseous and condensed CO,. To in-
terpret, analyze, and assign the spectra we have carried
out ab initio Green’s-function calculations of the photo-
electron as well as the autoionization spectra of CO,.
Briefly, the main results can be summarized as follows.

(1) The fact that photoelectron spectra are governed by
dipole selection rules, while autoionization spectra are
determined by the Coulomb interaction, documents itself
in the spectra. The relative intensities of the ion states in
the spectra completely change when going from photo-
emission to autoionization. This allows a more detailed
characterization of ion states.

(2) The comparison of autoionization states after core-
to-bound excitations localized at different sites of a mole-
cule allows one to extract information about the distribu-
tion of valence electrons in the system. This fact holds a
lot of potential, for example in connection with the study
of molecular adsorption at surfaces.

(3) It is very important to consider the screening of the
core hole created in the excitation process. The intensi-
ties of the spectator lines, especially, are very sensitive to
asymmetries in the wave functions introduced via screen-
ing.
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(4) Vibrational coupling can play an important role in
the determination of the observed linewidths.

(5) In order to reach satisfactory agreement between
experimental and computed spectra, relatively large-scale
calculations are necessary, in particular in the calcula-
tions of the binding energies of the high-lying ion states
in the inner-valence region. It appears that the one-
center approximation to the radiationless decay rates
gives qualitatively reasonable answers.

We conclude by stating that autoionization may prove
a useful supplementary spectroscopy to study adsorbate
systems in the future. Via the comparison of decay chan-
nels originating from excitations at different positions
within a given system, one should be able to get unique
spectroscopic information about the distribution of
valence electrons in the adsorbate. Autoionization spec-
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troscopy has the advantage over Auger spectroscopy that
the final state is the same as in photoelectron spectrosco-
py, thus allowing direct comparison of the two electron
spectroscopic methods. A disadvantage, of course, is the
fact that to study autoionization one is bound to use tun-
able XUYV radiation, i.e., to use synchrotron radiation.
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