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Mixtures of particles that interact through phoretic effects are known to aggregate if they belong to
species that exhibit attractive self-interactions. We study self-organization in a model metabolic cycle
composed of three species of catalytically active particles that are chemotactic toward the chemicals that
define their connectivity network. We find that the self-organization can be controlled by the network
properties, as exemplified by a case where a collapse instability is achieved by design for self-repelling
species. Our findings highlight a possibility for controlling the intricate functions of metabolic networks by
taking advantage of the physics of phoretic active matter.
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Introduction.—Catalyzed chemical reactions are intrinsi-
cally and locally out of equilibrium, making catalytic
particles a paradigmatic example of systems in which the
physics of active matter comes into play [1]. In parti-
cular, catalytic activity coupled to a chemotactic, gra-
dient-response mechanism such as diffusiophoresis [2,3]
enables the self-propulsion of individual colloidal particles
via self-phoresis [4,5], as well as collective behavior
mediated by effective interactions between active colloids
[6–10]. In addition, catalytic activity is essential to the
function of biological systems, allowing for the occurrence,
as a part of metabolism, of reactions that would otherwise be
kinetically inhibited [11]. Metabolic processes often require
enzymatic catalysis to occur in a space- and time-localized
manner, necessitating some degree of self-organization of
the participating enzymes [12–19]. In particular, many
enzymes have been shown to spontaneously form transient
aggregates, known as metabolons [20].
Simple cases of spontaneous self-organization in mix-

tures of several catalytic components have been previously
studied both in theory [21–26] and in experiment [27–31].
However, the influence of the sometimes complex topology
of reaction networks on the self-organization of the meta-
bolic components has not yet been elucidated. Indeed, many
catalytic processes of biological and industrial significance
—from cellular metabolism [32] to carbon fixation [33]—
involve a closed chain of catalytic reactions, where the
product of one catalyst is passed on as the substrate of the

next one, i.e., ametabolic cycle. Because the spatial arrange-
ment of catalysts may strongly affect the overall rate of the
reactions [17,18,26], it is important to understand under
which conditions such spatial reorganization may happen
spontaneously and whether it can be triggered in generically
stable systems via network-mediated effects. In this Letter,
we study the chemotactic self-organization of three species
of catalytically active particles that participate in a model
catalytic cycle. We find that a mixture of only self-repelling
catalytic species can undergo self-organization via network
effects emerging from the metabolic cycle topology.
Model.—We consider catalytically active particles that

produce and consume a set of chemicals, with activities αðkÞm

corresponding to the rate of production (if positive) or
consumption (if negative) of chemical k by active species
m. These particles are also chemotactic: synthetic colloids
typically move via hydrodynamic-phoretic mechanisms
[1,27,28,31]; whereas the mechanism underlying the
observed chemotaxis of biological enzymes is still debated
[34–42]. In a concentration gradient of chemical k, species

m develops a velocity vðkÞm ¼ −μðkÞm ∇cðkÞ, where μðkÞm is a
mobility coefficient. The combination of catalytic and
chemotactic activities results in effective interactions

between the active species going as vm;n ∝
P

k α
ðkÞ
n μðkÞm ,

where vm;n represents the velocity of m in response to the
presence of n; see Fig. 1(a). Importantly, these interactions
are nonreciprocal, in the sense that we generically have
vm;n ≠ −vn;m [21].
We use a continuum model for the concentration ρm of

the active species m and the chemical concentration cðkÞ,
which reads

∂tρmðr; tÞ ¼ ∇ ·

�
Dp∇ρm þ

X
k

μðkÞm ð∇cðkÞÞρm
�
; ð1aÞ
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∂tcðkÞðr; tÞ ¼ DðkÞ∇2cðkÞ þ
X
m

αðkÞm ρm: ð1bÞ

Here, Eq. (1) is a continuity equation with Dp being the
diffusion coefficient of the colloidal particles, which we
assumed to be equal for all active particles for simplicity,
and the drift velocity following the concentration gradients
of all chemicals. Moreover, Eq. (1b) is a reaction-diffusion
equation for the chemicals, with DðkÞ representing the
diffusion coefficient of chemical (k), and the reaction term
accounting for the local activity of all catalytic species.

To determine when such a mixture undergoes an insta-
bility, we perform a linear stability analysis of these
equations [43]. We find that a perturbation ðδρm; δcðkÞÞ
around an initially homogeneous state ðρ0m; cðkÞh Þ fol-
lows the general eigenvalue equation −

P
M
n¼1 Λm;nδρn ¼

½λþDpq2�δρm, where Λm;n ¼
P

k½αðkÞn μðkÞm =DðkÞ�ρ0m rep-
resents the response of species m to species n, mediated by
all chemical fields, and λðqÞ is the growth rate of a
perturbation with wave number q. The coefficient Λm;n

is negative (positive) if species m is attracted to (repelled
by) species n. Throughout the rest of this Letter, we re-
scale the mobility coefficients for brevity, such that

μðkÞm =DðkÞ → μðkÞm . The system undergoes an instability if
any mode has a positive growth rate λ > 0. We focus on the
eigenvalue with the highest growth rate associated with the
q2 ¼ 0 mode, corresponding to the longest wavelength,
which represents a macroscopic instability.
Metabolic cycles.—We focus on the particular case of

metabolic cycles composed of three active species
[Fig. 1(b)], where species m converts its substrate sm into

its product pm¼smþ1, with catalytic activity αm ¼ αðpmÞ
m ¼

−αðsmÞm > 0, as depicted in Fig. 1(b). As the cycle is closed,
the species indices are periodic, with species 4 being
identical to species 1, and species 0 being identical to
species 3.
The species have a chemotactic response to both their

substrate and product, with respective mobilities μðsÞm ≡
μðmÞ
m and μðpÞm ≡ μðmþ1Þ

m . The resulting interaction matrix has
the following (nonvanishing) coefficients [Fig. 1(c)]:

Λm;m−1 ¼ αm−1μ
ðsÞ
m ρ0m, Λm;m ¼ αmΔμmρ0m, and Λm;mþ1 ¼

−αmþ1μ
ðpÞ
m ρ0m, where Δμm ≡ μðpÞm − μðsÞm and is, in general,

asymmetric, reflecting the nonreciprocal nature of the
interactions between the catalytic species.
We now calculate the eigenvalues λðq ¼ 0Þ for Λm;n as

defined above and find two eigenvalues given by [43]

λ� ¼ −
1

2

X3
m¼1

αmΔμmρ0m � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�X3
m¼1

αmΔμmρ0m
�2

− 4
X3
m¼1

αmαmþ1

�
ΔμmΔμmþ1 þ μðpÞm μðsÞmþ1

�
ρ0mρ0mþ1

vuut ; ð2Þ

as well as one null eigenvalue λ0 ¼ 0. The system will be
linearly unstable when (the real part of) the largest
eigenvalue λþ becomes positive.
Substrate-sensitive species.—A simple class of cycles

whose parameter space can be explored in full generality
involves those in which the catalytic particles are only
chemotactic toward their substrate, i.e., μðpÞm ¼ 0. This
subset of cycles is particularly relevant, as most experi-
ments on enzymes have shown them to chemotax in
concentration gradients of their substrate [35,37,38].

We thus have three activities αm and three substrate

mobilities μðsÞm , with the mobility difference reducing to

Δμm ¼ −μðsÞm . Species in such a cycle then only interact
with the previous species in the cycle and with themselves,

with Λm;m−1 ¼ αm−1μ
ðsÞ
m ρ0m, Λm;m ¼ −αmμ

ðsÞ
m ρ0m, and

Λm;mþ1 ¼ 0. Note that the self-interaction always has the
opposite sign to the interaction with the previous species in
the cycle, which further limits the possible interaction
patterns the catalytic species can exhibit.

(a)

(b)

(c)

FIG. 1. (a) Emergence of field-mediated, nonreciprocal inter-
actions between particle n, which perturbs the chemical field cðkÞ
around itself, and particle m, which develops a velocity in
response to the resulting chemical gradient. (b) Metabolic cycle
of three species. Each converts their substrate into a product that
acts as the substrate of the next species and moves in response to
gradients of both chemicals. (c) Example of a set of species-
species interactions emerging from the combination of effective
field-mediated interactions and metabolic cycle topology. With
this particular choice of parameters, each species is self-repelling,
and the species pair 1–3 exhibits chasing interactions.
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In the context of this reduced parameter space, and assu-
ming species 1 is self-repelling (i.e. α1Δμ1 > 0), one can
solve ReðλþÞ>0 for all parameter values, yielding a comp-
rehensive two-dimensional stability phase diagram as
shown in Fig. 2 [43], which depends only the normalized
self-interactions ðα2Δμ2ρ02=α1Δμ1ρ01Þ and ðα3Δμ3ρ03=
α1Δμ1ρ01Þ. The corresponding parameter-free instability line
is plotted as a dashed line on Fig. 2, with the dark orange and
light orange regions below that line corresponding tounstable
metabolic cycles. As the instability line is above the light
orange region corresponding to overall self-attracting mix-
tures in Fig. 2 (

P
3
m¼1 Λm;m < 0), we uncover that it is not

necessary for the metabolic cycle to be composed of overall
self-attracting species in order to self-organize, as opposed to
mixtures involving simpler interaction schemes [22,25,46] or
metabolic cycles of two species [43]. This result does not,
however, extend to cycles composed only of self-repelling
species (Λm;m > 0 for all m), which are always stable, as
shownby the fact that the corresponding top-right quadrant in
Fig. 2 is always above the dashed stability line. This implies

that some amount of self-attraction is still necessary for the
catalytic particles to self-organize in this limited interaction
network.
Self-organization of purely self-repelling species.—We

now consider the general case with both nonzero substrate
and product mobilities, for which each species interacts
with both the previous and the next species in the cycle
according to a pattern set by its substrate mobility μðsÞ, its
product mobility μðpÞ, and their difference Δμ. By solving
for ReðλþÞ > 0 in Eq. (2), we find that a cycle that is overall
self-repelling can be made unstable provided the following
condition is satisfied:

X3
m¼1

αmΔμmρ0m αmþ1Δμmþ1ρ0mþ1

< −
X3
m¼1

αmμ
ðsÞ
mþ1ρ0mþ1 αmþ1μ

ðpÞ
m ρ0m: ð3Þ

The condition (3), which involves terms mixing pairs of
catalytic species, can be rewritten as

P
Λm;mΛmþ1;mþ1 <P

Λm;mþ1Λmþ1;m and thus sets a bound on the self-
interactions of pairs of species relative to their cross-
interactions. This inequality implies that, in the case of
an overall self-repelling cycle where

P
3
m¼1 Λm;m > 0, the

presence of species pairs that interact reciprocally offer an
alternate route to instability.
We find that a striking new feature of this general case is

that cycles composed only of self-repelling species
(Δμm > 0 for all m) can be unstable. More specifically,
if any of the species m verifies one of the following
inequalities [43]:

αmþ1μ
ðpÞ
mþ1ρ0mþ1 > αmΔμmρ0m; ð4aÞ

μðsÞm > 0; ð4bÞ

1

αmμ
ðsÞ
m ρ0m

h
αm−1μ

ðpÞ
m−1ρ0m−1αmμ

ðsÞ
m ρ0m

þ αmþ1μ
ðpÞ
mþ1ρ0mþ1

�
αmμ

ðpÞ
m ρ0m

þ αm−1μ
ðpÞ
m−1ρ0m−1

�i
> 0; ð4cÞ

a region of the parameter space exists (in red in Fig. 2) in
which a set of three self-repelling species is unstable
according to the condition given in Eq. (3). This behavior
is illustrated, for a particular set of parameters for which
species 1 obeys inequalities Eqs. (4a) and (4c), by the
stability phase diagram shown in Fig. 2. For this choice of
parameters, the stability line is contained in the top-right
quadrant, which corresponds to a mixture of three self-
repelling species. Thus, in some regions of the parameter
space (Fig. 2, dark red), the destabilizing pair interactions

FIG. 2. Stability phase diagram for cycles involving at least one
self-repelling species. Species 1 taken to be self-repelling
(α1Δμ1 > 0). Solid line: stability line in normalized self-inter-
action plane for a specific choice of parameters. Dashed line:
parameter-free instability line below which cycles with null

product mobilities μðpÞ1;2;3 ¼ 0 are unstable. Note that this line
lies always below the top-right, all-self-repelling quadrant. Dash-
dotted line: parameter-free boundary between overall self-attract-
ing and self-repelling catalytic mixtures. Gray markers: coor-
dinates of Brownian dynamics simulations, found to be unstable
if the marker is a circle or stable if it is a triangle. The blue marker
corresponds to the coordinates of the simulation shown in Fig. 3.
For the expressions of the stability lines and the values of the
parameters, see the Supplemental Material [43].
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are able to overcome self-repulsion and lead to the
formation of a cluster of three species in the absence of
self-attraction. We recall that cycles of strictly substrate-
sensitive species, which are stable above the dashed line
drawn in Fig. 2, exhibit no such region independent of the
choice of parameters. An increased complexity of inter-
actions is therefore needed in order to overcome self-
repulsion. Note in particular that, while condition (4b)

appears simple, repulsion from the substrate (μðsÞm > 0) acts
against self-repulsion (Δμm > 0). Requiring both condi-

tions simultaneously implies that μðpÞm > μðpÞm > 0, i.e.,
species m must be repelled from its product particularly
strongly (more than it is repelled from its substrate). We
have confirmed this analytical prediction using Brownian
dynamics simulations (Fig. 2, gray circles and triangles).
By scanning the coordinates of Fig. 2 for a set of
parameters given in the Supplemental Material [43], we
broadly recover the predicted instability line.
The results of a simulation of an unstable cycle of three

self-repelling species, with parameters corresponding to the
blue point in Fig. 2 and the interactions shown in Fig. 1(c),
are shown in Fig. 3 (see Ref. [43] for simulation param-
eters). In order to uncover the (de)stabilizing effect of each
species or species pair, we simulate solutions of one (a) and
two (b) species that interact in the same manner as they

would in the full cycle. In Figs. 3(a1)–3(a3), we find that
each catalytic species taken on its own does not cluster,
because of being self-repelling. Figures 3(b1) and 3(b3)
demonstrate that mixtures of particles belonging to species
pairs (1,2) and (3,1), when considered together, are also
stable and lead to the formation of small dynamic mole-
cules. However, as shown in Fig. 3(b2), mixtures of
particles of species 2 and 3 are unstable and lead to the
formation of a mixed cluster coexisting with a dilute phase.
A favorable choice of parameters allows species 2 and 3 to
destabilize the whole ternary (1,2,3) mixture of catalysts,
despite the stabilizing effects of the individual species and
the rest of the species pairs. The resulting structure is a
cluster mixing all three species coexisting with a dilute
phase.
Discussion.—Using a simple model, we have shown that

three catalytically active species involved in a model
metabolic cycle are able to undergo a self-organizing
instability through chemical field-mediated effective inter-
actions. In the case of a cycle involving species that are
only chemotactic toward their substrates, we find that,
while self-organization is possible if the mixture of
catalytic species is overall self-repelling, at least one of
the species must be self-attracting for the instability to
occur. However, in contrast to this case and to what was
previously known for phoretic particles [22,25,46], we find

(a1)

(b1)

(a2)

(b2)

(a3)

(b3)

(c)

FIG. 3. Instability of a generic three-enzyme cycle triggered by the presence of a single instability-favoring pair. (a1)–(a3) Single-
species interactions: all particle species are self-repelling, and thus single-species suspensions stay homogeneous. (b1)–(b3) Pair
interactions: of the two-species mixtures, 1-2 and 3-1 mixtures form small molecules but remain homogeneous, while 2-3 is unstable and
results in the formation of a 2-3 cluster coexisting with a gas of species 2. (c) Despite all species being self-repelling, the instability of the
2-3 pair causes the instability of the full three-species mixture, resulting in the formation of a cluster, which coexists with a gas of species
2. Note that species 1 (red) also participates in the cluster, despite not aggregating with either of the other species (b1),(b3). In all panels,
the inset at the top represents the effective interactions among species, whereas the corresponding chemical reaction network is depicted
at the bottom. The reaction networks in (a),(b) are open, as they involve substrates and products that must be externally supplied or
removed (boxed sm and pm). The full reaction network in (c) is closed. See also the Supplemental Material and Videos 1–7 in [43] for a
description of the simulation parameters and videos.
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that the system can self-organize even when all species are
self-repulsive through instability-favoring pair interactions,
in the general case of species chemotactic to both their
substrates and products. Clustering of self-repelling particle
species is an already known phenomenon in active matter,
for instance, driven by a mixture of short-range repulsion
and self-propulsion [47,48]. The system we described here
constitutes a new example of this phenomenon with unique
features, exhibiting clustering through long-ranged inter-
actions tied to complex reaction networks.
We found here that the topology of the reaction network

between catalytically active particles can tightly couple to
the spatial self-organization phenomena that they display.
While we considered minimal catalytic cycles with only
three species, future work may explore larger, biologically
realistic cycles. Interestingly, our Letter shows that, for a
three-species cycle, instability can occur if the species are
overall self-attracting or if a more complex condition
involving pairs of species [Eq. (3)] is satisfied. We
speculate that, for larger cycles, additional higher-order
conditions involving groups of three and more species may
exist, further facilitating self-organization in these systems.
Numerical experiments with randomly generated cycles
seem to confirm this expectation [43]. In related work, we
have also shown that the number of species in the cycle can
have a strong effect on the resulting dynamics, with cycles
of even and odd number of species displaying entirely
different behavior [46]. Future work may also consider
noncyclic topologies of the catalytic network (e.g.,
branched), as well as the effect of self-organization on
the metabolic properties of the system [15,17–19,26].
Furthermore, our work may find application in engineering
synthetic functional structures with shape-shifting capacity
at the microscopic or molecular scale [49]. In particular,
experiments exploring metabolism-induced self-organiza-
tion could be performed using mixtures of colloids coated
with different enzymes that participate in the same catalytic
pathway [50,51].
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