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Abstract — The effect of a diffusivity edge is studied in a system of scalar active matter confined
by a periodic potential and driven by an externally applied force. We find that this system shows
qualitatively distinct stationary regimes depending on the amplitude of the driving force with
respect to the potential barrier. For small driving, the diffusivity edge induces a transition to
a condensed phase analogous to the Bose-Einstein-like condensation reported for the nondriven
case, which is characterized by a density-independent steady state current. Conversely, large
external forces lead to a qualitatively different phase diagram since in this case condensation is
only possible beyond a given density threshold, while the associated transition at higher densities
is found to be reentrant.
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Introduction. — Systems for which detailed balance
is broken at the microscopic scale are known as active
matter [1]. This property endows them with the ability
to exhibit collective behaviour impossible at equilibrium.
Notable examples are the possibility of active particles to
phase separate without attractive interactions [2—4], or
to exhibit long-range orientational order in two dimen-
sions [5-7].

In recent years, intensive efforts have been made to
study the rich phenomenology of active systems via min-
imal models that capture their key features. Active
particles are indeed routinely modelled as persistent walk-
ers [8-11], and in a lattice gas setting as agents with
an internal polarity setting a preferred hopping direc-
tion [12-15]. Without large-scale orientational order, the
macroscopic dynamics of active systems is often captured
by a nonlinear drift-diffusion equation describing the evo-
lution of the particle density field [2,15-17]. Furthermore,
because such equation describes a dynamics evolving far
from equilibrium, its effective diffusivity and mobility a
priori do not satisfy a Fluctuation Dissipation Relation
(FDR) [18].

(2) E-mail: benoit.mahault@ds.mpg.de (corresponding author)

Due to the interplay between activity and particle
interactions, some mean field active dynamics may be
formulated in terms of an effective diffusivity that vanishes
or becomes negative beyond a certain density thresh-
old [2,19]. The class corresponding to a diffusivity re-
maining identically zero at large enough densities, which
hereafter we will refer to as diffusivity edge, was intro-
duced phenomenologically in [4]. There, it was shown that
the coupling of the diffusivity edge with harmonic confine-
ment triggers the formation of a point-like condensate at
the ground state of the potential, while the correspond-
ing transition exhibits remarkable similarities with Bose-
Einstein Condensation (BEC) [20]. More recently, this
BEC-like condensation transition was reported in numer-
ical simulations of a model of magnetic microswimmers
confined in a quasi-one-dimensional channel [19]. The
BEC-like transition observed in the diffusivity edge class is
furthermore reminiscent of condensation phenomena aris-
ing in various mass transport models [21-26].

In this work, we study the influence of an external driv-
ing on the behaviour of a scalar active matter system
presenting a diffusivity edge. Working in one dimension,
we achieve a nonvanishing steady state current by confin-
ing the dynamics in a tilted periodic potential. Due to
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its generic nature, this setup plays a fundamental role in
the modelling of a plethora of physical systems [27]. For
example, it serves as a minimal model for active ratch-
ets [28,29] at the origin of the rectification of the motion
of microswimmers in asymmetric geometries [30,31] or the
transport of asymmetric objects in active baths [32,33].

Although for weak external driving forces such that the
potential has local minima the phenomenology of con-
densation resembles that observed at zero drive [34], the
strong force regime where the potential is monotonous
leads to striking differences. For strong forces our study
indeed reveals the existence of a particle density threshold
below which condensation cannot arise. The condensa-
tion transition at large enough densities, moreover, leads
to the formation of a condensate occupying a finite vol-
ume, such that upon cooling the system may undergo a
subsequent evaporation transition, leading to reentrance.
All the theoretical results presented below are system-
atically compared to direct numerical simulations of the
continuous theory governing the dynamics (details about
numerical methods are given in the Supplementary Mate-
rial Supplementarymaterial.pdf (SM)).

Scalar active matter with diffusivity edge. — We
consider the following one-dimensional phenomenological
evolution equation for a scalar density field p(z, t):

Oip+0,J =0,  J=—M(p)pd,U — D(p)dup, (1)

where U (x) is an externally applied potential, while M (p),
and D(p) respectively denote the p-dependent effective
mobility and diffusivity. When the microscopic dynam-
ics satisfies detailed balance, the ratio between M(p), and
D(p) obeys a FDR and is thus equal to the tempera-
ture of the system. With broken detailed balance, on
the contrary, D(p)/M(p) is not constrained by any FDR.
A number of non-interacting active systems, however, sat-
isfy a generalised FDR accounting for the renormalization
of their effective diffusivity by activity [2,8,19,35]. Here,
we therefore assume such a relation in the dilute limit, and
define an effective temperature as

D

kpTeg = })li% ﬁ, (2)
which we will moreover use as a control parameter for the
dynamics. For finite densities, due to the nonequilibrium
character of active dynamics the ratio D(p)/M(p) has a
priori no reason to remain equal to kgT,g. In particular,
here we impose a diffusivity edge beyond a threshold p.
such that D(p)/M (p) =0 for p > p.

When U(z) is harmonic, such diffusivity edge induces
the formation of a singular condensate at the ground state
for Teg below a transition temperature T, [4]. Remark-
ably, although the dynamics described by eq. (1) is fully
classical the corresponding condensation transition carries
signatures of BEC. The BEC-like condensation moreover
holds for periodic potentials presenting degenerate min-
ima [34]. To investigate how the BEC-like condensation

transition is modified by the presence of an external drive,
we consider here the external potential U(z) = V(x)— Fz,
whose periodic part V(z) has a peak value V}, at @ = 0
and satisfies V(z+ L) = V(z) with L denoting the period,
while F'is a stationary uniform driving force.

The steady state solution. — We now calculate the
steady state solution of eq. (1), which satisfies 9,.J = 0.
For I # 0, it is thus associated with a non-vanishing uni-
form current J. We moreover assume a constant mobility
M(p) = My, and a step diffusivity profile such that

D(p) = MsksTex®(pe — p), (3)
where O is the Heaviside step function. This simple way to
implement the diffusivity edge, while it allows for analyt-
ical progress, does not qualitatively modify the properties
of the condensation transition at F© = 0 as compared to
more realistic mobility and diffusivity profiles [4,34]. As
we discuss in the final section, for I’ # 0 the properties of
the system are also largely insensitive to the specific shape
of D(p). In what follows, we rescale space and time such
that L and MV}, are set to unity.

Assuming that the dynamics evolves on a ring, due to
the translational invariance of the problem we express sta-
tionary density profiles over a single period of V' (z). With
the above choice of parameters, we derive the steady state
solution of eq. (1) via usual techniques [27] (see also the
SM for calculation details). Defining 8 = (kpTes) ! as the
inverse effective temperature and assuming the density to
be lower than p. everywhere, we obtain

I.(1)

plx) = BV Je PV <W - I+(=’E)> ;4

with I (z) = fox exp[BU (z')]da’. The expression of the
steady state current is then obtained from the normaliza-
tion condition p = fol dzp(zx), with p denoting the mean
density in the system (see the SM).

Although the integrals in the expression of the steady
state profile (4) can be numerically determined for an arbi-
trary periodic potential V' (z), it is instructive to consider
the case of a sawtooth potential with anisotropy parame-
ter a € (0;1), such that

v(@vb(lg)X{l’ vErsa

af(a—1), a<z<l,

and which is to be extended periodically with unit period.
Note that with this choice the potential U (z) is symmetric
under the combined transformations F' — —F and o —
1 — «, such that we only consider positive values of F
without loss of generality. The piecewise linearity of (5)
conveniently leads to an exact expression for the density
profile (4). Denoting pp as the maximum value of the
density, we find that for py < p. the expression for the full
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Fig. 1: Stationary density profiles, eq. (6), for a = 15

in the three regimes described in the text: panels (a), (b), (c) respectively

correspond to f = —0.7, f = 0 and f = 0.2. Curves with increasing transparency correspond to an increase of the effective
temperature T.g, while black lines correspond to Teg — 0. In all panels dots indicate numerical simulation results, while solid

lines correspond to the theoretical prediction. In each case the
line.

profile can be recast as p(z) = poR(z) with

(1—eﬁvbf)z% —af (zeﬁvbf — 1) , 0<z<aq,

R(z)= (1) PN

—(1+ af)(zePWf — 1), a<z<l,

(6)
where we have defined the dimensionless force f = F/F. —
1 with F, =W, /(1 — @), and

BVi(1+af)

11—«

N = z(l feﬁvbf) —af (zeﬁvbf - 1).

po can moreover be expressed in terms of the steady state
J(1—a)

current .J, which yields
"= Fal) (a“ )

Looking back at the expression of the potential (5), it is
clear that F, corresponds to the value of the external forc-
ing such that the full potential U becomes monotonous.
In the following, we thus distinguish between the dynam-
ical regimes associated with f < 0 (F < F¢) and f > 0
(F > F.), which we will respectively refer to as subcritical
and supercritical. As shown in fig. 1, the solution (6) in
the subcritical regime consists of two convex branches de-
caying from pg at x = «. For f = 0, on the contrary, due
to the vanishing potential slope in the range o < x < 1 the
corresponding branch decays linearly from pg, while in the
supercritical regime it takes a concave shape. The maxi-
mum value of the density, pg, typically increases with gV,
and p, while it decreases with increasing f. In the limit
BV, > 1 of small effective temperatures the expression of
po moreover simplifies as

zZ=e€

2(1 — eV 1)
1— zePW%f

(7)

=BV f(l+af) (f<0),
52 (f=0),
po (8)
BV>1 1 —
(1—-a)(l+a«af) (F>0),

I1+a(f-1)

while for large effective temperatures fluctuations domi-
nate over the confinement, such that the density profile is
nearly uniform and py ~ p for SV}, < 1 and for all f.

insets sketch two periods of U(x) separated by a vertical dashed

The solution (6), however, holds only so long as pg re-
mains below the diffusivity edge p.. When py = p., the
stationary density profile becomes singular at x = « which
reflects the fact that the system undergoes a condensation
transition [4]. Using (7) and calculating J from the nor-
malization of p, we find that the corresponding condition
on the parameters p/p., V4, a and f reads

(1—a)(z=1)(e?¥o! —1)
BV f(1t+af)
2(eP%S — 1) + af (zePVBf — 1)

(zePVoF — 1)1 +a(f —1)) —

P
Pe

(9)
We now analyse the properties of the transition and the
nature of the condensate and discuss how they are affected
by the presence of a nonzero driving force. From now on
we fix a = 1—70 for all numerical evaluations. In all figures
theoretical results are displayed with solid lines while nu-
merical data from simulations of eq. (1) are shown with
symbols.

The subcritical regime. — For f < 0 the potential
U(z) exhibits a local minimum at x = a. This case is
therefore qualitatively similar to the nondriven case ad-
dressed in ref. [34]. The transition lines obtained from (9)
at fixed f and p are shown respectively in fig. 2(a), (b)
(see the blue and yellow curves). They predict the exis-
tence of a transition for all p < p., while the transition
temperature in the limit of vanishing densities reads

o f(+af)
pe l—a

kpTe

~ 10
Vo p<pe (10)

For Tog < T, the density profile in the condensed phase
can moreover formally be written as

p(x) = poed(x — @) + pR(z)

with the function R(z) defined in eq. (6). This solution
thus consists of a smooth part with maximum density
given by p. and a singular condensate located at the local
potential minimum x = «. The condensate fraction, ¢,
is then determined from the density normalization. The
expression of ¢. in the general case is rather lengthy and
does not yield much physical insight, but taking the limits

(Ter <Tc),  (11)
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Fig. 2: Phase diagrams computed from the condition (9), show-
ing the effective transition temperature as a function of mean
density p at fixed f (a) or as a function of f at fixed p (b). In
panel (a) the two vertical dashed lines mark the density ratio A
(cfr. eq. (15)) below which no condensation occurs in the limit
Teff — 0.

of small and large effective temperatures it simplifies as

Pe T
% i (1 p) (1 Teff>'
(12)
These expressions correspond to those derived in [34], and
match well with the full solution in the low temperature
regime (fig. 3(a)). The presence of a weak driving force
thus does not qualitatively modify the scaling of the con-
densate fraction with effective temperature but only af-
fects the value of the transition temperature 7.
Since the condensate is located at a local minimum of
the potential, it does not contribute to the global current
J. Therefore, the latter is obtained from eq. (7) by replac-

ing po with p., namely
) -1
<af + W) (Teg < To).
(13)

Remarkably, J does not depend on the mean particle den-
sity p, which reflects the fact that increasing p does not
affect the smooth part of the distribution (11) (cfr. inset of
fig. 3(b)), but only leads to an increase of the condensate
fraction ¢.. This feature is analogous to the divergence
of the isothermal compressibility at Teg = 7. found in
the nondriven case [4,34], which implies that the confin-
ing pressure exerted by the potential is independent of p.

The BEC-like condensation transition at F© = 0 is
moreover associated with a singular behaviour of sev-
eral observables such as the mean internal energy (U) =
fol dzp(z)U(z) or the heat capacity C = d(U)/dTeq [4].
For FF > 0, the explicit expressions of these thermody-
namic functions, although they can straightforwardly be
obtained from eq. (6), are generally quite lengthy and we
do not report them here. Some asymptotic results are
given in the SM. Figure 3(c), (d) shows that their behav-
ior at the transition is qualitatively similar to the non-
driven case, with (U) exhibiting a discontinuous slope at
Teg = T¢, resulting in a discontinuous jump of C. In addi-
tion, in the limit of strong confinement, the mean particle

Te ff
T’

¢

C B> 1

pcf(]- + af) Z(]- i

(T

0.7

T b
(a) 0.6 MF (b)

0.117
05 J

0.4 plpe

0.3
0.2

0.1

U TerlTe 00
1072 107! 10° 10! 71072
1 5
(Uyp Vy (c)

T Te
107" 10 10! 10?

0.0

Cloks (d)
4

3

—1t 2 /
1

=2t
Terdl T J&\\nﬁm
0 o 10" 107

1072 107" 100 10! 10? 1072 107" 10

Fig. 3: Subcritical (f < 0) condensation transition with
f = —1 (blue) and f = —0.7 (orange). (a) Condensate fraction
¢ for p/pe = 0.33 (the black dashed line shows the low temper-
ature approximation (12)). (b)—(d) Stationary current J (b),
mean internal energy (c) and heat capacity (d) as a function
of Tegr. The inset in (b) shows J vs. p at fixed Tog = 0.1, con-
densation occurs at g/p. &~ 0.19. Dots, squares and triangles
respectively correspond to p/p. = 0.1, 0.3 and 0.66.

current can be expressed as

Tt
1—a pe T, Teg > T¢),
J ~ 77;)(:‘]0(1 + af) e 1+Otaf% Tets Tort ( off C)
BVp>1 11—«
1 (Teff < Tc)a
(14)

which highlights that the condensation transition is asso-
ciated with a cusp in the decay of J with the effective
temperature (fig. 3(b)). Finally, eq. (14) also indicates
that the presence of a condensate leads to a faster decay
of the current with the effective temperature.

The supercritical regime. — We now address the case

f >0, which marks a qualitative change in the phase dia-

gram of the system (see the green and red curves in fig. 2).

Indeed, it appears from eq. (8) that for f > 0 the con-

densed phase can be reached at zero effective temperature
only for p > A\p. with

A{a—avz (f =0),

G>o.

(1—a+af)/(1+af)

Taking f = 0, numerical simulations of eq. (1) reveal
that the condensate remains point-like (fig. 4(a)). There-
fore, density profiles in the condensed phase are described
by eq. (11). This case is thus analogous to the subcrit-
ical regime, with however some qualitative differences in
the low effective temperature limit. Taking f = 0 and
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Fig. 4: Condensed density profiles for f = 0 (a) and f = 0.2 (b)
at fixed p/p. = 2/3 for various effective temperatures. Curves
with increasing opacity correspond to decreasing Teg. In (a)
the point-like condensate density is truncated for clarity. The

inset in (b) shows how the condensate width varies with Teg.

BV, > 1 in eq. (13), we find that the current vanishes
linearly with the effective temperature,

J ~ Pc kpTes
Tes—0 1 —a Vp

(Teff < Tc;f = 0)7

in contrast with the faster exponential decay found in the
subcritical regime (see eq. (14)). Correspondingly, we find
that in the limit of zero effective temperature the con-
densate does not contain all the mass of the system but

carries a finite fraction equal to ¢, P 1 — Ape/p. This
eff
feature can be explained by the fact that, since for f =0

the potential is no more confining, it allows for spatial co-
existence between a point-wise condensate at x = a and
a residual gas phase even for Tog = 0. Figure 4(a) shows
that this gas phase is indeed located in the region where
the net force balances to zero, and hence can persist even
for Teg = 0 without inducing a global current.

Considering now the supercritical regime at f > 0, we
find from numerical simulations of eq. (1) that the con-
densate is only point-like at Teg = T¢, while for Teg < Tt
it consists of a uniform domain of finite density extending
from & = o with a width w (fig. 4(b)). Therefore, f =0
marks a depinning transition from a point-wise conden-
sate to an extended condensate occupying a finite volume.
Consequently, for f > 0 cooling down the system from 7
may result in the condensate density becoming lower than
pe at Tog = Ty < Tg, leading to a low-temperature evap-
oration transition. We find that such a scenario typically
occurs for p < Ape, and therefore that in the supercriti-
cal regime the transition to condensation is reentrant, as
shown in the phase diagrams of fig. 2. In the SM we more-
over provide a theoretical argument for the supercritical
reentrant transition in the low effective temperature limit.
Reentrant condensation transitions have been observed in
models of two-species zero-range processes [36], while in
the context of active matter reentrance was also predicted
for motility induced phase separation [37].

To study the condensed phase at f > 0, we describe the
density profile as a piecewise function defined on the three

intervals [0; o], [a; z*] and [z*; 1] with * = a4 w. Solving
eq. (1) for a steady state with constant current J for z <
a and x* < z, while assuming a uniform condensate of
density poe/w > p. in between, we obtain

Ja(l — z z
%@;‘)(1za‘l)+pcza‘l, 0<z<a,
pde/w, a < x<z*,
plx) =9 _ ;
7201 J1 -0 e
ARl F S e
f *
tpee’ VP T=a z* <uwx <1,
(16)
where we have used the fact that p(a) = p(z*) = pe.

The periodicity condition p(0) = p(1) then allows to ex-
press the condensate width w as a function of the current
J. Finally, a closed expression for the current is obtained
from J = —V; ! fol dzU’(z)p(x) which, after eliminating
¢c, leads to (details in the SM)

:_ pe(l+af) 1_1+5be(1+04f)£ (Toi < T0)
£>0 K z 1-—« Pe offt = fel
(17)

where k = a1 — a)(1 — 271 + AW (1 + af)%

Since for f > 0 the condensate occupies a finite volume,
it contributes to the global current that now explicitly
depends on the mean particle density, in contrast with
eq. (13) derived in the subcritical regime. Equation (17)
can then be used to calculate the condensate width w as
well as the condensate fraction ¢, in the SM. Close to the
transition, we find that both expressions simplify as

T, T,
-1, ¢ o 1-=-2E

Tors ST T

o<t Toi (f>0)
such that near the threshold the condensate density decays
linearly with the effective temperature: po./w o< Tog/Te.

In the condensed phase, we moreover find that the solu-
tion (16) matches perfectly with the profiles obtained from
numerical simulations of eq. (1) (fig. 4(b)). Furthermore,
the thermodynamics of condensation carries the BEC sig-
natures similarly to the subcritical regime (fig. 5). The
current and mean energy indeed exhibit a discontinuous
slope at Tog = T, associated with a discontinuous jump
of the heat capacity. Remarkably, in the reentrant regime
these features also hold for the evaporation transition at
Tex = Te, despite the condensate not being point-like in
this case.

In the limit of small effective temperatures, we find that
the condensate width approaches 1 — o from below as

(f >0),
while the current and condensate fraction converge to

7 pf o2 f
JTef?;o 1=\’ 1_m, (f >0).

c ~
Tetr—0

67004-p5



Jonas Berx et al.

1.0 0.7
¢ @} TImF
0.8t
0.5F
0.61 0.4Ff
0.4 0.3
0.2f
0.2t
0.1f
00 Teiil Te 00 Teil Te
©o107? 107! 10° 10" 7107 1071 10° 10" 10% 103
-1 4.0
(UYB V,y () Clpks (d)
3.0t

y

2.0
-2
1.0
Tert/ Te 00
1072 107" 10 10! 102 777 1072 1071 10° 10" 107

Fig. 5: Transition to condensation in the supercritical regime
(f > 0), with f = 0 (green) and f = 0.2 (red and black,
respectively corresponding to the regimes without and with
reentrance). Squares, diamonds and triangles respectively cor-
respond to p/pc = 0.3, 0.33 and 0.66. Vertical lines indicate
the condensation and evaporation (happening only for the data
shown in black) thresholds Tc and Te.

As a consequence of the depinning transition, in the su-
percritical regime the current saturates to finite values for
Teg = 0. Similarly to the f = 0 case, the condensate
fraction moreover saturates to a finite value, which high-
lights a gas-condensate coexistence. Indeed, the density
distribution at Teg = 0 and f > 0 simply consists of two
disconnected plateaus with respective values

E{af/(lJraf), 0<z<a«

Ter—0 A | 1, a<r<l

(f>0).

Generalization to the sinusoidal potential. — All
the results obtained so far correspond to the step diffu-
sivity profile (3) and the sawtooth periodic potential (5),
which allow for exact derivations. To assess their gener-
ality, we now consider a different setting for which the
diffusivity edge is reached as (keeping the previous nota-
tions)

D(p) = MskpTert(1 — p/pe)? ©(pe — p),

while the periodic potential is sinusoidal: V(x) = %[1 -
cos(mzx)]. As expected, this choice leads to density profiles
smoother than obtained previously with the sawtooth po-
tential (fig. 6(a)). Looking at the condition for the full
potential to be monotonous, the threshold associated with
the depinning transition is in this case F. = 74, /2.

In the subcritical regime for which f = F//F.—1 < 0, nu-
merical simulations of eq. (1) reveal that the phenomenol-
ogy of the transition is similar to that described previously.
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Fig. 6: Condensation transition in a sinusoidal potential with
Vi, = 1. (a) Density profiles for Teg > T and Teg < T with
f = —0.05. The potential is also shown with its minimum
(black dot). (b) Scaling of J with the mean density while cross-
ing the transition at p/pc ~ 0.26 at fixed Teg = 0.5. (c) Phase
diagram showing T as a function of . (d) Current and conden-
sate fraction as a function of Teg at p/pc &~ 0.096 and f ~ 0.02.

Here lines are drawn as a guide for the eye.

Given a mean particle density p < p. and a driving force
f < 0, there always exists a value T, > 0 of Teg such
that the maximum density reaches p. and the system con-
denses. In this case, however, the maximum of the density
profile (4) is distinct from the local minimum of the to-
tal potential U(x) (fig. 6(a)). Therefore, the condensate
is generally not point-like but has a finite width. Conse-
quently, the condensate contributes to the current J which
increases sub-linearly with the mean particle density for
Teg < T¢ (fig. 6(b)). The condensate width, however, is
in general fairly small and converges to zero as Teg — 0,
such that its effect on J is hardly appreciable in numerical
simulations.

Taking now f > 0, similarly to what was described
previously for the sawtooth potential there exists a fi-
nite density threshold below which no condensation occurs
(fig. 6(c)). Noting that the supercritical regime is defined
as when the potential becomes strictly monotonous, the
zero-temperature density profile indeed obeys in steady
state (assuming that U is smooth) J = —p(x)U’(z) such
that, after using the normalization condition,

v /0 o)

Hence, we deduce that in the limit of vanishing effective
temperatures condensation only happens for p > Ap. with

—1

plx) = p (Teg =0).  (19)

f>0

dy
U’ (y)|

A= minl[U" (@) | (20)
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For the sinusoidal potential, we find A\ = +/f/(2+ f)
which is in agreement with our numerical simulations
(fig. 6(c)). More remarkably, our numerical results point
towards a reentrant transition with the system undergoing
an evaporation transition at Teg = T, < T, highlighting
the generality of this feature (figs. 6(c), (d)).

Conclusion. — We have studied the effect of nonzero
steady state currents on the BEC-like condensation in-
duced by a diffusivity edge. In contrast with the nondriven
case, the condensate at nonzero drive might occupy a finite
volume similar to what was observed in mass transport
models with finite-range interactions [22,23]. Moreover,
the stationary current is found to be essentially indepen-
dent of the mean particle density in the condensed phase of
subcritical regime, a feature that has also been described
for the externally driven zero-range process [38]. The most
prominent differences with respect to previous studies of
the diffusivity edge class were observed in the supercriti-
cal regime. There, we found that condensation can only
occur beyond a minimum particle density, while the cor-
responding transition is reentrant at moderate densities
due to the presence of an evaporation transition at low
effective temperatures.

The results presented here highlight the similarities be-
tween the diffusivity edge class and a variety of mass
transport models. Characterising further these similar-
ities at the dynamical level, e.g., to study the coarsen-
ing of the condensate or to investigate the presence of
kinematic waves such as those observed in the zero-range
process [38], requires to go beyond the mean field level
considered here. Introducing noise in the dynamics would
moreover allow to study the interplay between other fea-
tures of externally driven Brownian motion, such as the
enhanced effective diffusion [39,40], with the BEC-like con-
densation.
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