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The inference of source parameters from gravitational-wave signals relies on theoretical models
that describe the emitted waveform. Different model assumptions on which the computation of these
models is based could lead to biases in the analysis of gravitational-wave data. In this work, we
sample directly on four state-of-the-art binary black hole waveform models from different families,
in order to investigate these systematic biases from the 13 heaviest gravitational-wave sources with
moderate to high signal-to-noise ratios in the third Gravitational-Wave Transient Catalog (GWTC-
3). All models include spin-precession as well as higher-order modes. Using the “hypermodels”
technique, we treat the waveform models as one of the sampled parameters, therefore directly
getting the odds ratio of one waveform model over another from a single parameter estimation run.
From the joint odds ratio over all 13 sources, we find the model NRSur7dq4 to be favoured over
SEOBNRv4PHM, with an odds ratio of 29.43; IMRPhenomXPHM and IMRPhenomTPHM have an odds ratio,
respectively, of 4.70 and 5.09 over SEOBNRv4PHM. However, this result is mainly determined by three
events that show a strong preference for some of the models and that are all affected by possible
data quality issues. If we do not consider these potentially problematic events, the odds ratio do
not exhibit a significant preference for any of the models. Although further work studying a larger
set of signals will be needed for robust quantitative results, the presented method highlights one
possible avenue for future waveform model development.

I. INTRODUCTION

Following the direct detection of gravitational waves
(GWs) in 2015 [1, 2], we have direct access and con-
straints on strong-field gravity [3].

With close to 90 significant observations of binary
black hole (BBH) mergers [8], hyperparameters charac-
terizing population models [9] as well as more stringent
bounds on strong-field gravity parameters from combin-
ing multiple events [10] have been estimated. Ongoing
and future observing runs of the LIGO-Scientific, Virgo,
and KAGRA collaborations will operate at higher sensi-
tivities and enable us to see many more events. However,
as the statistical biases reduce through improved detec-
tor sensitivities and by combining multiple events, the
systematic effects from the GW models employed to an-
alyze our data will start dominating. Several studies have
been made to expose this problem with future-generation
detectors, e.g. Ref. [11].

Typically, GW source properties are inferred by an-
alyzing the data with multiple waveform models where
the estimates broadly agree. This serves as a consis-
tency test between different models developed employ-
ing different techniques. Separate analyses are therefore
performed on a single event to obtain estimates of the
same. However, while individual sources may be consis-
tent, combining the data may expose a bias or prefer-
ence for one model over another. In this work, we in-

fer the parameter properties of the 13 heaviest and sig-
nificant BBH observations by Advanced LIGO [12] and
Advanced Virgo [13] in GWTC-3 [8] and quantify the
preference for one waveform model over another from
the combined GW data. The choice of events is deter-
mined by the fact that, for one of the models employed,
the region of validity covers only high values of the bi-
nary’s total mass; moreover, the shorter duration of sig-
nals produced by high-mass systems reduces the compu-
tational cost of the analysis. Reference [14] has looked
at a very similar problem from a technical point of view,
performing a joint Bayesian analysis with three differ-
ent models on a large set of simulated events, showing
consistent results with the ones obtained via a Bayesian
model averaging method, and with a significant gain in
terms of computational cost. However, the analyzed sig-
nals were all simulations apart from one real GW event,
GW200129_065458, also included in our suite of events.
The focus of our work is instead on real events, with the
goal to investigate possible systematic biases caused by
the different waveform approximants. We employ four
waveform models: NRSur7dq4 [15], IMRPhenomXPHM [16],
IMRPhenomTPHM [17], and SEOBNRv4PHM [18]. In Ref. [19],
all the events in GWTC-3 are analyzed with the
NRSur7dq4 model, finding, in some cases, different
results with respect to the ones obtained with the
IMRPhenomXPHM and SEOBNRv4PHM models in the LVK
analyses.
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For our study, we focus on the method introduced in
Ref. [20], henceforth referred to as hypermodels. The pur-
pose of our study is to obtain a quantitative measure of
selection, in this case by using the odds ratio, between
one waveform and another from a combination of GW
events.

We outline our analysis method in Sec. II, by giving an
overview of the models used in Sec. II A and the inference
techniques in Sec. II B. We summarize our results on the
individual events and the combined analyses in Sec. III.
We conclude in Sec. IV.

II. METHODS

A. Waveform models

We consider for our analysis four state-of-the-art BBH
waveforms, all including precession [21, 22] and higher-
order modes [23]. The employed models are briefly de-
scribed below.

1. NRSur7dq4

NRSur7dq4 [15] is a time-domain surrogate model that
extends the previous NRSur7dq2 [24] to higher values of
mass ratio. Surrogate models [25, 26] are constructed
by interpolating over a set of precomputed waveforms, in
this case numerical-relativity (NR) waveforms built over
the parameter space for precessing BBH systems. This
approach produces very accurate waveforms, since it does
not rely on any approximation, except for the numerical
discretization in the simulations. However, due to the
computational cost of NR simulations, only a limited pa-
rameter space region can be covered. In particular, the
NRSur7dq4 model is valid for mass ratio values up to
q ≤ 6 and for total mass values M ≳ 66M⊙ (cf. Fig. 9
in Ref.[15] for the precise range of validity as a function
of the system’s mass ratio). NRSur7dq4 includes all the
subdominant modes up to ℓ ≤ 4.

2. SEOBNRv4PHM

SEOBNRv4PHM [18] is a time-domain, effective-one-body
precessing waveform built from the aligned-spin model
in Ref. [27]. The effective-one-body formalism (EOB)
[28, 29] maps the dynamics of two bodies into the dy-
namic of a reduced-mass body moving in a deformed
metric. The gravitational waveforms computed with
this approach are accurate but slow to generate. For
SEOBNRv4PHM, the precessing sector is calibrated to NR
simulations. It includes the subdominant harmonics
(ℓ, |m|) = (2, 1), (3, 3), (4, 4), (5, 5), and it is valid for
mass ratio values in the range 1 ≤ q ≤ 50.

3. IMRPhenomXPHM

IMRPhenomXPHM [16] is a phenomenological, frequency-
domain approximant based on the non-precessing
IMRPhenomXHM model [30], and constructed via the so-
called “twisting-up” procedure [21, 31, 32], which allows
to map non-precessing systems to precessing ones. Phe-
nomenological models [33, 34] are built from piecewise
closed-form expressions, which make them computation-
ally cheap. The model is constructed separately for the
three different inspiral, intermediate, and ringdown re-
gions. In the inspiral and ringdown region, the infor-
mation available from the post-Newtonian expansion or
black hole perturbation theory is integrated with some
phenomenological coefficients calibrated to NR simula-
tions, while the intermediate region is fully calibrated to
NR waveforms. This approximant includes the subdom-
inant modes (ℓ, |m|) = (2, 2), (2, 1), (3, 3), (3, 2), (4, 4),
which are calibrated to NR waveforms individually. The
model is valid for spins magnitude up to 0.99 and q ≤
1000 (while its recommended usage region is q ≤ 20, due
to its calibration to NR simulations).

4. IMRPhenomTPHM

This approximant also belongs to the family of phe-
nomenological models, but it is built in the time domain.
Although working in the frequency domain offers an addi-
tional speed-up when computing the noise-weighted in-
ner products, a time-domain model allows a direct de-
scription of the system’s dynamics. IMRPhenomTPHM [17]
is built from the non-precessing model IMRPhenomTHM
[35] via the “twisting-up” procedure, which is however
different to the procedure applied in the frequency do-
main. This model includes the subdominant harmonics
(ℓ, |m|) = (2, 1), (3, 3), (4, 4), (5, 5). The parameter range
of validity is defined by: m2 ≥ 0.5M⊙, with m2 being
the secondary mass, and spin magnitude |χ1,2| ≤ 0.99 for
q ≤ 200 (while its recommended usage region is q ≤ 20,
due to its calibration to NR simulations).

B. Bayesian framework

Analyzing GW signals in a Bayesian framework al-
lows both inference of the source parameters and a com-
parison between different possible models describing the
GW waveform. The source parameters θ⃗ can be recov-
ered from the detector data d evaluating the posterior
p(θ⃗|d,Ω), where Ω is the waveform model. In this con-
text, Bayes theorem reads

p(θ⃗|d,Ω) = p(d|θ⃗,Ω)p(θ⃗|Ω)
p(d|Ω)

, (1)

where p(d|θ⃗,Ω) represents the likelihood of observing the
data d given the model Ω and the specific set of pa-
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rameters θ⃗, and p(θ⃗|Ω) the prior probability density. We
employed the same default priors used in the parameter
estimation analysis for these events in the LVK catalog
papers [8, 36], adjusting them as follows in order to re-
spect the region of validity of all the four approximants
considered: q ≤ 6, χ1,2 ≤ 0.99, m2 ≥ 0.5M⊙. For some
events, we also adjust the prior on chirp mass to ensure
Mc ≥ 26M⊙, to allow for the validity of NRSur7dq4 in
the entire region of the prior volume. The denominator
in Eq. 1 is the evidence for the model Ω, and is deter-
mined by the requirement that the posterior distribution
must be normalized

p(d|Ω) =
∫

dθ⃗ p(d|θ⃗,Ω)p(θ⃗|Ω). (2)

The evidence allows us to compare different models, say
ΩA and ΩB , computing the odds ratio

OA
B =

p(ΩA|d)
p(ΩB |d)

=
p(d|ΩA)

p(d|ΩB)︸ ︷︷ ︸
BA

B

p(ΩA)

p(ΩB)︸ ︷︷ ︸
πA
B

= BA
B × πA

B , (3)

where the Bayes factor BA
B is the ratio of the evidence

for the two models given the data, and πA
B is usually set

to 1, meaning that we do not have any a-priori preference
for one of the models.

The posterior probability density and the evidence can
be estimated with stochastic sampling methods. In par-
ticular, here we employ the hypermodels approach intro-
duced in Ref. [20], with a Metropolis-Hastings MCMC
algorithm [37, 38], based on the implementation of the
Bilby-MCMC sampler [39].

C. Hypermodels

The waveform model Ω employed during the sampling
is substituted with a hypermodel Ω = {Ω0,Ω1, ...,Ωn−1},
with n being the number of models we want to study. The
parameter space investigated by the sampler, therefore,
becomes {θ⃗, ω}, where θ⃗ are the usual source parameters,
while ω is a categorical parameter ω ∈ [0, 1, ..., n−1] rep-
resenting the waveform approximant. We define a map-
ping between the value of the parameter ω and a specific
waveform approximant, so that at each iteration the sam-
pler picks a value of {θ⃗, ω} and generates the waveform
with parameters θ⃗ and the approximant corresponding to
ω. We employ a uninformative prior π(ω) = 1/n, which
translates into a prior odds πA

B = 1 for all the combina-
tions of models considered. Among the final N posterior
samples, we can distinguish the samples for each wave-
form ℓ from the value of the ω parameter. If nℓ is the
number of samples for the ℓ-th approximant, its prob-
ability with respect to the other waveforms is given by
pℓ = nℓ/N . The odds ratio between two models ω = A
and ω = B is computed as

OA
B =

pA
pB

=
nA

nB
, (4)

The error on pA,B is given by the variance of a Poisson
process, yielding σ2

pA,pB
= pA,B/N ; thus, propagating

the uncertainty, and ignoring any correlation, the vari-
ance for the odds ratio OA

B is given by

σ2
OA

B
≈ (OA

B)
2

N

(
1

pA
+

1

pB

)
. (5)

III. RESULTS

We analyze 13 events of GWTC-3, using the data
available on GWOSC [40, 41],focusing on the ones with
the highest total mass (M > 59.4M⊙), and with mod-
erate to high signal-to-noise ratios (SNRs). If h(θ⃗) is
the GW signal, with θ⃗ the binary’s parameters, the

optimal SNR is defined as
〈
h(θ⃗)|h(θ⃗)

〉1/2

. In partic-
ular, we consider events with a network SNR ρnet ≥√
Nd × 82, where Nd is the number of interferometers

detecting the event, corresponding to at least a signal-
to-noise ratio 8 per detector. The waveform mod-
els employed include higher-order modes, and we used
the ones that are available for all models: (ℓ,m) =
(2, 1), (3, 3), (4, 4), (2,−2), (2,−1), (3,−3), (4,−4). For
SEOBNRv4PHM, the sampling rate must ensure that the
Nyquist frequency is larger than the ringdown frequency.
For most events, this means that the required sampling
rate was higher than the one used for the LVK cata-
log papers [8, 36]; therefore we estimated the events’
power spectral densities (PSDs) in the needed frequency
range, using BayesLine [42] and the same settings as in
Ref. [8, 36]. The new PSDs are released together with
this paper [43].

For our analysis runs, the waveform templates are gen-
erated starting at flow = 20 Hz, the same lower fre-
quency used for the analysis, for all the models apart
from SEOBNRv4PHM, for which the waveform needs to be
generated starting from lower frequencies to have all the
modes in band [44].

The detector frame masses and spins estimated with
the various models are reported in Table I and Table II,
respectively, while Table III shows the median value,
along with its 90% confidence interval, of the distribu-
tion of the logarithm of the samples’ likelihood, logL.
In general, we expect that higher values of logL corre-
spond to a higher probability for a given model. However,
Table III reports the median of the recovered logL dis-
tribution, therefore, since the shape of the distribution
will affect the median value, in some cases the model
with the largest logL value might not correspond to the
model with the largest probability.

Regarding the spins, information is reported through
the effective inspiral spin

χeff =

(
m1χ1,∥ +m2χ2,∥

)
M

, (6)
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Mc [M⊙] q

Event NRSur SEOB IMRX IMRT Combined NRSur SEOB IMRX IMRT Combined

GW150914 31.0+1.1
−1.2 30.6+1.6

−1.5 30.6+1.3
−1.6 31.1+1.2

−1.2 30.9+1.3
−1.5 0.9+0.1

−0.2 0.9+0.1
−0.2 0.9+0.1

−0.2 0.9+0.1
−0.2 0.9+0.1

−0.2

GW190519_153544 66.4+6.7
−11.6 66.2+8.1

−12.0 64.6+7.8
−10.6 67.5+7.4

−12.5 65.7+7.8
−11.4 0.6+0.3

−0.2 0.6+0.2
−0.2 0.6+0.3

−0.2 0.6+0.2
−0.2 0.6+0.3

−0.2

GW190521_074359 40.4+2.0
−3.2 40.7+2.8

−2.7 39.4+2.3
−2.4 40.8+1.9

−3.0 40.4+2.5
−2.9 0.8+0.2

−0.2 0.8+0.2
−0.2 0.8+0.2

−0.2 0.8+0.2
−0.2 0.8+0.2

−0.2

GW190620_030421 58.6+7.2
−10.9 60.3+9.8

−10.3 58.9+9.2
−12.9 60.1+6.6

−11.0 59.5+8.2
−11.3 0.7+0.3

−0.3 0.7+0.3
−0.3 0.6+0.3

−0.3 0.7+0.3
−0.3 0.7+0.3

−0.3

GW190630_185205 29.5+1.5
−1.8 29.3+1.9

−1.9 29.4+1.7
−1.6 29.6+1.6

−1.8 29.5+1.6
−1.8 0.7+0.3

−0.2 0.6+0.3
−0.2 0.7+0.3

−0.2 0.7+0.3
−0.2 0.7+0.3

−0.2

GW190910_112807 43.3+3.6
−3.7 43.3+3.9

−3.7 43.2+4.1
−4.2 43.5+3.9

−3.5 43.3+3.9
−3.8 0.8+0.2

−0.2 0.8+0.2
−0.2 0.8+0.2

−0.2 0.8+0.2
−0.2 0.8+0.2

−0.2

GW191222_033537 52.6+5.4
−6.2 51.6+7.3

−6.6 51.0+6.6
−7.0 52.8+5.6

−5.9 52.2+6.1
−6.6 0.8+0.2

−0.3 0.8+0.2
−0.3 0.8+0.2

−0.3 0.8+0.2
−0.3 0.8+0.2

−0.3

GW200112_155838 33.8+2.5
−1.9 34.1+3.4

−2.5 33.8+2.6
−2.3 34.0+2.7

−2.0 33.9+2.8
−2.1 0.8+0.2

−0.2 0.8+0.2
−0.3 0.8+0.2

−0.3 0.8+0.2
−0.2 0.8+0.2

−0.2

GW200224_222234 40.3+3.9
−3.8 40.7+3.7

−3.8 40.6+3.1
−3.7 40.3+4.4

−3.8 40.5+3.6
−3.8 0.8+0.2

−0.3 0.8+0.2
−0.2 0.8+0.2

−0.2 0.8+0.2
−0.3 0.8+0.2

−0.3

GW200311_115853 32.7+2.6
−2.9 32.6+2.8

−2.6 32.4+2.6
−2.7 33.1+2.9

−3.2 32.6+2.8
−2.8 0.8+0.2

−0.3 0.8+0.2
−0.3 0.8+0.2

−0.3 0.8+0.2
−0.3 0.8+0.2

−0.3

GW190521 112.8+12.1
−13.2 119.3+18.9

−16.9 104.5+16.9
−14.4 114.5+18.7

−14.8 114.5+18.9
−15.4 0.8+0.1

−0.3 0.7+0.2
−0.2 0.7+0.3

−0.1 0.8+0.2
−0.2 0.8+0.2

−0.2

GW191109_010717 60.3+5.6
−9.4 62.2+9.1

−7.5 59.4+13.5
−8.4 66.3+6.8

−8.4 62.9+9.0
−8.2 0.7+0.2

−0.3 0.7+0.2
−0.2 0.8+0.2

−0.2 0.8+0.2
−0.2 0.7+0.2

−0.3

GW200129_065458 29.9+2.5
−1.5 31.6+0.8

−1.3 31.7+2.3
−3.1 31.4+1.8

−1.8 30.9+2.8
−2.4 0.5+0.4

−0.1 0.8+0.2
−0.4 0.7+0.3

−0.3 0.8+0.1
−0.2 0.6+0.4

−0.2

TABLE I. Median values and their 5% and 95% quantiles from the probability density functions of mass parameters, chirp
mass Mc and mass ratio q, for the different models’ posteriors and for the combined one.

with χ1,∥, χ2,∥ being the spin components parallel to the
angular momentum, and the effective precession spin

χp = max

{
χ1,⊥,

q (4q + 3)

4 + 3q
χ2,⊥

}
, (7)

where χ1,⊥, χ2,⊥ are the spin components perpendicular
to the angular momentum. Figure 1 shows the poste-
rior probability density of Mc, q, χeff , and χp for all
the events, comparing the posteriors recovered with the
different waveform models. We can usually place only
weak constraints on χp. Thus, its posterior distribution
is heavily affected by the prior one, which in turn is de-
termined by the source parameters χ1, χ2, and q, and
peaks at non-zero values of χp also in the absence of
precession. Therefore, recovering a non-zero value of χp

does not constitute sufficient evidence of precession, but
we need to check if the posterior distribution is signif-
icantly different from the prior one. This is evaluated
through the Jensen-Shannon (JS) divergence [45], which
estimates the difference between two probability distri-
butions p1 and p2 as

DJS =
1

2

[∑
x

p1(x) log

(
p1(x)

m(x)

)
+

∑
x

p2(x) log

(
p2(x)

m(x)

)]
,

(8)
with m(x) = 0.5(p1(x) + p2(x)). Table IV shows the JS
divergence values for χp posteriors with respect to their

prior distribution, D
χp,prior
JS . We also compare our re-

sults with the ones from LVK analyses in Table V, where
the difference between the posterior distributions is again
evaluated as a JS divergence. Furthermore, the probabil-
ities recovered for each model, together with their errors,
are reported in Table VI for all the events analyzed.

A. Single events

In this section, we comment on the individual event
recoveries with the different waveform models.

1. GW150914

For this event, the parameters and the log-likelihoods
recovered are consistent for all four models. The re-
covered values for the source parameters can be found
in Table I-II, and are consistent with the LVK results
in [36, 46], as shown in Table V. The probabilities for
each approximant are reported in Table VI, where we see
a slight preference for the IMRPhenomTPHM model.
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χeff χp

Event NRSur SEOB IMRX IMRT Combined NRSur SEOB IMRX IMRT Combined

GW150914 −0.02+0.09
−0.11 −0.03+0.11

−0.12 −0.04+0.10
−0.14 −0.01+0.09

−0.10 −0.02+0.10
−0.12 0.35+0.44

−0.27 0.33+0.43
−0.25 0.50+0.39

−0.39 0.39+0.42
−0.31 0.39+0.44

−0.31

GW190519_153544 0.31+0.20
−0.23 0.34+0.21

−0.26 0.33+0.19
−0.26 0.31+0.21

−0.26 0.33+0.20
−0.25 0.50+0.33

−0.32 0.45+0.35
−0.27 0.47+0.36

−0.29 0.52+0.34
−0.34 0.48+0.35

−0.30

GW190521_074359 0.12+0.11
−0.13 0.15+0.11

−0.12 0.08+0.12
−0.11 0.16+0.10

−0.14 0.14+0.11
−0.14 0.44+0.34

−0.31 0.43+0.37
−0.29 0.32+0.39

−0.25 0.45+0.36
−0.31 0.42+0.37

−0.30

GW190620_030421 0.32+0.22
−0.25 0.39+0.20

−0.22 0.35+0.20
−0.28 0.37+0.19

−0.23 0.35+0.21
−0.25 0.51+0.35

−0.33 0.46+0.35
−0.30 0.54+0.35

−0.36 0.46+0.33
−0.29 0.49+0.35

−0.32

GW190630_185205 0.10+0.13
−0.14 0.10+0.14

−0.14 0.09+0.13
−0.13 0.11+0.14

−0.15 0.10+0.13
−0.14 0.34+0.40

−0.25 0.30+0.35
−0.22 0.30+0.38

−0.23 0.31+0.34
−0.23 0.31+0.37

−0.23

GW190910_112807 −0.02+0.17
−0.18 0.00+0.16

−0.20 −0.01+0.17
−0.20 0.00+0.18

−0.18 −0.01+0.17
−0.19 0.43+0.42

−0.34 0.39+0.39
−0.32 0.39+0.45

−0.31 0.40+0.42
−0.32 0.41+0.42

−0.32

GW191222_033537 −0.03+0.19
−0.22 −0.01+0.20

−0.25 −0.05+0.19
−0.24 −0.02+0.19

−0.20 −0.02+0.19
−0.23 0.41+0.44

−0.32 0.41+0.43
−0.32 0.40+0.42

−0.30 0.42+0.43
−0.33 0.41+0.44

−0.32

GW200112_155838 0.04+0.15
−0.13 0.07+0.17

−0.15 0.05+0.14
−0.15 0.06+0.16

−0.13 0.06+0.16
−0.14 0.36+0.42

−0.28 0.35+0.41
−0.28 0.39+0.45

−0.30 0.36+0.41
−0.28 0.36+0.43

−0.28

GW200224_222234 0.09+0.17
−0.15 0.11+0.14

−0.16 0.10+0.14
−0.16 0.11+0.17

−0.16 0.10+0.15
−0.16 0.43+0.41

−0.34 0.39+0.42
−0.30 0.48+0.39

−0.35 0.38+0.41
−0.30 0.44+0.41

−0.33

GW200311_115853 −0.02+0.16
−0.19 −0.01+0.15

−0.19 −0.04+0.16
−0.19 0.01+0.17

−0.21 −0.02+0.16
−0.19 0.44+0.39

−0.34 0.40+0.43
−0.31 0.49+0.39

−0.37 0.48+0.40
−0.37 0.46+0.41

−0.35

GW190521 −0.14+0.35
−0.37 0.07+0.32

−0.38 −0.08+0.35
−0.46 −0.17+0.38

−0.31 −0.10+0.39
−0.38 0.75+0.20

−0.35 0.71+0.24
−0.37 0.49+0.35

−0.34 0.76+0.19
−0.33 0.73+0.22

−0.37

GW191109_010717 −0.42+0.29
−0.27 −0.32+0.38

−0.26 −0.33+0.59
−0.33 −0.24+0.25

−0.28 −0.31+0.36
−0.28 0.60+0.29

−0.26 0.74+0.22
−0.36 0.60+0.31

−0.35 0.85+0.12
−0.33 0.75+0.21

−0.37

GW200129_065458 −0.01+0.14
−0.11 0.07+0.09

−0.04 0.10+0.15
−0.18 0.07+0.13

−0.13 0.04+0.18
−0.16 0.86+0.12

−0.35 0.28+0.52
−0.13 0.82+0.15

−0.39 0.48+0.38
−0.34 0.83+0.14

−0.41

TABLE II. Median values and their 5% and 95% quantiles from the probability density functions of spin parameters, effective-
spin χeff and spin-precessing parameter χp, for the different models’ posteriors and for the combined one.

2. GW190519_153544

In this case, data show a preference for IMRPhenomXPHM
(see Table VI), although parameter estimates and log-
likelihood values are consistent for all the models. As
shown in Table II, we find support for positive, non-zero
values of χeff . This is consistent with the results reported
in Ref. [36].

3. GW190521

GW190521 is the most massive event detected so far,
and one among the ones with the strongest signature of
higher-order modes in the signal [47, 48]. The conse-
quently high values needed for the prior on chirp mass,
combined with the employed prior on mass ratio, cause
potential issues with the IMRPhenomTPHM model since the
computed peak frequency for the ℓ,m = (2, 2) mode
might be below the 20 Hz low-frequency cutoff used for
our analysis. To avoid this issue, for this event, we
adjust the prior on mass ratio such that q ≤ 2. The
recovered values for mass and spin parameters are re-
ported in Table I and Table II respectively. They are
consistent with the results in Ref. [36], where, how-
ever, only the IMRPhenomXPHM and SEOBNRv4PHM ap-

proximants were used1, and with the NRSur7dq4 results
first shown in the discovery paper [47]. We find evi-
dence of precession for the NRSur7dq4, SEOBNRv4PHM, and
IMRPhenomTPHM models, cf. Table IV. The probabilities
for the different approximants are shown in Table VI: the
IMRPhenomTPHM model is slightly favored over the other
ones, while IMRPhenomXPHM is strongly disfavored. Inter-
estingly, these findings are consistent with the fact that
NRSur7dq4, SEOBNRv4PHM, and IMRPhenomTPHM models
include precession in the description of the ringdown,
while IMRPhenomXPHM does not; cf. [17, 18]. Neverthe-
less, the extremely short duration of this event and the
lack of the inspiral part of the signal make it difficult to
draw clear conclusions.
Many works investigated this event from different per-
spectives and explored the possible processes that lead to
the formation of such a system. One of the most investi-
gated hypotheses is the presence of eccentricity [49–51],
which could mimic precession [52, 53]. Multiple alter-
native scenarios that could lead to the emission of this
signal have been proposed, like dynamical capture in hy-
perbolic orbits [54], a primordial BH merger [55], and a

1 In Ref. [36], further analyses computed the precession SNR to be
too small to claim the presence of strong evidence for precession.



6

logL

Event NRSur SEOB IMRX IMRT Combined

GW150914 322.2+2.7
−4.3 321.6+2.5

−4.1 322.2+2.8
−4.0 322.4+2.6

−4.4 322.2+2.7
−4.3

GW190519_153544 114.6+3.7
−4.9 115.4+3.7

−5.3 115.1+3.3
−5.1 114.6+3.2

−5.2 115.0+3.5
−5.1

GW190521_074359 320.0+3.5
−4.8 321.3+3.2

−5.1 319.7+3.1
−4.4 320.6+3.4

−4.6 320.6+3.5
−4.8

GW190620_030421 64.1+3.9
−5.3 64.0+4.1

−5.6 63.7+3.6
−5.4 64.2+3.8

−5.6 64.0+3.9
−5.5

GW190630_185205 117.7+3.1
−5.1 116.8+3.2

−5.1 116.9+3.1
−4.9 117.7+3.1

−5.0 117.4+3.2
−5.1

GW190910_112807 90.5+3.3
−4.6 90.8+3.9

−4.6 90.4+3.1
−4.5 90.4+3.7

−4.5 90.5+3.5
−4.6

GW191222_033537 70.0+2.5
−4.1 69.5+2.5

−4.0 69.3+2.5
−4.0 70.1+2.5

−4.1 69.8+2.6
−4.1

GW200112_155838 166.2+2.9
−4.4 165.5+2.8

−4.6 165.6+2.7
−4.4 166.4+2.9

−4.4 166.0+2.9
−4.5

GW200224_222234 188.1+3.6
−4.5 188.0+2.7

−4.4 188.6+3.3
−4.6 187.4+2.7

−4.5 188.1+3.3
−4.5

GW200311_115853 145.4+2.7
−4.2 146.0+2.6

−4.2 146.2+2.5
−4.3 145.6+2.8

−4.2 145.9+2.7
−4.3

GW190521 88.0+4.2
−5.6 87.4+4.2

−5.4 83.6+4.3
−4.3 88.4+3.6

−5.5 87.8+4.1
−5.8

GW191109_010717 133.3+3.9
−6.2 136.4+5.6

−6.9 132.2+6.9
−6.6 135.9+5.4

−6.7 135.8+5.9
−6.9

GW200129_065458 347.2+4.4
−7.1 341.0+2.6

−3.8 345.3+4.7
−6.4 341.1+5.3

−4.6 346.1+4.8
−7.0

TABLE III. Median values and their 5% and 95% quantiles from the probability density functions of the recovered logL with
the different models and for the combined results. For each event, the highest value of logL is marked in bold.

high-mass BH-disk system [56]. In Ref. [57], an analysis
of this event with a population-based prior led to the con-
clusion that neither of the component masses lies in the
pair-instability supernova mass gap. In Ref. [58], the use
of a high-mass prior showed the possibility of GW190521
being an intermediate-mass-ratio BBH merger. However,
a further investigation carried out in Ref. [59], where
different precession prescriptions and higher-order-mode
contents are investigated with the IMRPhenomXPHM and
IMRPhenomTPHM models, showed that, despite the pres-
ence of a multimodal likelihood for the mass ratio pa-
rameter, the peaks are characterized by very different
probabilities. The parameters recovered by our anal-
ysis are consistent with both the IMRPhenomXPHM and
IMRPhenomTPHM results in Ref. [59], when using models
with the same settings.

4. GW190521_074359

This event shows a preference for the SEOBNRv4PHM ap-
proximant, although the recovered parameters and log-
likelihood values are similar for all four models. Also in
this case, our results are consistent with the ones in the
LVK papers [36], and we find no evidence of precession.

5. GW190620_030421

The LVK studies report this source as a BBH binary
with high effective spin χeff . In our re-analysis, we find all
the waveform families to perform comparably and return
consistent estimates of parameters as well as the values
of log-likelihood. Moreover, the existing LVK analyses
on this event with IMRPhenomXPHM and SEOBNRv4PHM re-
turn consistent results with ours. We also find support
for positive values of χeff , as shown in Table II. The es-
timates of intrinsic parameters from different models are
consistent with each other, however, from the values of
posterior probability (see Table VI), NRSur7dq4 seems to
be the most favored.

6. GW190630_185205

We find consistent estimates of parameters and log-
likelihoods among all models compared, and no evidence
for spin. Among the four models considered, NRSur7dq4
and IMRPhenomTPHM seem to be most preferred by the
data, with almost the same probability.
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FIG. 1. Posterior probability densities for Mc, q, χeff , and χp as recovered with the different waveform approximants and for
the combined posterior, for all the events analyzed.
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Event NRSur SEOB IMRX IMRT Combined

GW150914 0.008 0.010 0.050 0.017 0.015

GW190519_153544 0.010 0.017 0.010 0.011 0.011

GW190521_074359 0.037 0.029 0.027 0.029 0.029

GW190620_030421 0.010 0.006 0.016 0.012 0.006

GW190630_185205 0.030 0.067 0.049 0.065 0.050

GW190910_112807 0.023 0.012 0.009 0.014 0.014

GW191222_033537 0.012 0.011 0.014 0.012 0.011

GW200112_155838 0.012 0.015 0.011 0.014 0.012

GW200224_222234 0.008 0.011 0.024 0.010 0.010

GW200311_115853 0.026 0.018 0.041 0.038 0.031

GW190521 0.243 0.158 0.007 0.264 0.202

GW191109_010717 0.095 0.227 0.070 0.422 0.243

GW200129_065458 0.459 0.005 0.330 0.051 0.378

TABLE IV. Dχp,prior

JS values in bit computed between the pos-
terior of χp obtained with our analysis and the prior distribu-
tion conditioned to χeff , for the posteriors recovered with the
different waveforms and the combined one. Events for which
we find values of χp significantly different from the prior are
marked in italic.

7. GW190910_112807

This event again returns very consistent estimates of
log-likelihoods and intrinsic parameters among the differ-
ent models. In particular, we find no evidence for spins.
From the values of posterior probabilities supported by
all waveforms, we also note that the data have an almost
equal preference for all models.

8. GW191109_010717

We find SEOBNRv4PHM to be the most favored model,
as reported in Table VI. We also recover a high
probability for IMRPhenomTPHM, while NRSur7dq4 and
IMRPhenomXPHM are strongly disfavored. We find ev-
idence of non-zero χp with both SEOBNRv4PHM and
IMRPhenomTPHM, but not for the other two models, as
shown in Table II and IV. For all models, we find signif-
icant support for negative values of χeff , confirming the
results in Refs. [8, 60]. In the latter, the possibility of
formation by dynamical capture for the binary generat-
ing this event is discussed. However, GW191109_010717
was among the O3 events that required data mitiga-

tion due to the presence of glitches. In particular,
GW191109_010717 was affected by a glitch in both the
detectors online at the time of the event, in the frequency
range 25-45 Hz for Hanford and 20-32 Hz for Livingston.
As shown in Ref. [61], different deglitching procedures in-
fluence the posteriors obtained for both χeff and χp. In
particular, if the Livingston data are analyzed only for
frequencies larger than 40 Hz, the support for negative
χeff disappears. However, this result is not sufficient to
label the negative support of χeff as a noise artifact, since
most of the spin information comes from low frequencies,
and, being GW191109_010717 already a signal with a
short inspiral, removing the low-frequency part discards
most of the information, yielding non-informative results.
The presence of glitches overlapping a significant part of
the inspiral for both the detectors is also regarded as the
most likely cause for deviations from general relativity
found for this event by some LVK pipelines [10].

9. GW191222_033537

Although the returned parameter estimates, as well as
log-likelihood values, are quite similar, IMRPhenomTPHM
seems to be the most favored model (see Table VI), while
the least favored model is IMRPhenomXPHM. We find no
evidence for spins.

10. GW200112_155838

We recover similar probabilities for all the ap-
proximants, with SEOBNRv4PHM slightly disfavored and
IMRPhenomTPHM slightly favored, as shown in Table VI.
Consistently, we find no significant difference between the
recovered parameters and log-likelihoods for the different
waveforms. The IMRPhenomXPHM and SEOBNRv4PHM pos-
teriors estimated by our study are consistent with the
LVK ones.

11. GW200129_065458

We find a strong preference for NRSur7dq4 and
IMRPhenomXPHM, while the probability for SEOBNRv4PHM
and IMRPhenomTPHM is close to zero. This discrepancy
is reflected in the posteriors of χp, with NRSur7dq4 and
IMRPhenomXPHM finding strong evidence for high χp val-
ues, cf. Table IV, while for the other two models re-
sults are dominated by the prior. This is consistent with
what was found in the LVK GWTC-3 analysis [8], where
IMRPhenomXPHM recovers χp and SEOBNRv4PHM does not.
In Ref. [62], strong evidence for precession was found
when analyzing this event with the NRSur7dq4 model.
For this event, precession was measured also in Ref. [63],
where the recoil velocity was also estimated. The main
difference between these two works and the LVK analy-
sis [8], which did not find conclusive evidence of preces-
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IMRPhenomXPHM SEOBNRv4PHM

Event D
χp

JS D
χeff
JS DMc

JS Dq
JS D

χp

JS D
χeff
JS DMc

JS Dq
JS

GW150914 0.006 0.001 0.007 0.005 0.005 0.076 0.032 0.052

GW190519_153544 0.002 0.001 0.001 0.001 0.011 0.002 0.014 0.007

GW190521_074359 0.007 0.004 0.005 0.001 0.024 0.033 0.005 0.007

GW190620_030421 0.005 0.001 0.007 0.001 0.001 0.001 0.006 0.001

GW190630_185205 0.002 0.001 0.004 0.002 0.010 0.022 0.025 0.015

GW190910_112807 0.002 0.000 0.002 0.001 0.007 0.002 0.015 0.009

GW200112_155838 0.002 0.007 0.004 0.003 0.009 0.018 0.014 0.026

GW200224_222234 0.001 0.003 0.006 0.001 0.004 0.016 0.018 0.006

GW200311_115853 0.002 0.001 0.001 0.001 0.006 0.006 0.015 0.014

GW190521 0.019 0.003 0.066 0.075 0.020 0.003 0.018 0.035

GW191109_010717 0.024 0.006 0.012 0.006 0.029 0.011 0.016 0.007

GW200129_065458 0.003 0.010 0.005 0.008 0.139 0.046 0.137 0.141

TABLE V. Values of Jensen-Shannon divergence for χp, χeff , Mc, and q, computed between the posteriors recovered by our
analysis and the LVK ones [8, 36] for the available waveforms, IMRPhenomXPHM and SEOBNRv4PHM.

Event NRSur SEOB IMRX IMRT

GW150914 27.55 ± 0.7 16.22 ± 0.8 23.34 ± 0.7 32.88 ± 0.7

GW190519_153544 20.82 ± 0.6 20.95 ± 0.6 40.87 ± 0.5 17.35 ± 0.6

GW190521_074359 14.76 ± 1.2 40.50 ± 1.0 17.53 ± 1.2 27.22 ± 1.1

GW190620_030421 32.98 ± 0.6 19.48 ± 0.6 20.22 ± 0.6 27.32 ± 0.6

GW190630_185205 33.79 ± 0.6 15.36 ± 0.6 18.90 ± 0.6 31.95 ± 0.6

GW190910_112807 22.86 ± 0.6 25.92 ± 0.6 27.85 ± 0.6 23.37 ± 0.6

GW191222_033537 28.11 ± 0.5 20.58 ± 0.6 18.78 ± 0.6 32.53 ± 0.5

GW200112_155838 30.56 ± 0.6 15.61 ± 0.6 19.82 ± 0.6 34.01 ± 0.5

GW200224_222234 21.82 ± 0.6 23.39 ± 0.6 40.43 ± 0.5 14.36 ± 0.7

GW200311_115853 15.68 ± 0.6 27.70 ± 0.6 35.69 ± 0.6 20.93 ± 0.6

GW190521 31.78 ± 0.6 26.39 ± 0.6 4.60 ± 0.7 37.23 ± 0.5

GW191109_010717 7.54 ± 1.6 62.29 ± 1.0 5.06 ± 1.7 25.11 ± 1.5

GW200129_065458 46.94 ± 1.4 0.66+1 .9
−0 .66 51.14 ± 1.3 1.25 +1 .9

−1 .25

TABLE VI. Probability percentages, including errors, for each model in the different events. Events that strongly favor or
disfavor some of the models are marked in italic.
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FIG. 2. Evolution of the joint odds ratio for each approxi-
mant, with respect to SEOBNRv4PHM, as events are added; for
any one event shown on the x-axis, the joint odds ratio is cal-
culated from all the events occurring to the left of that event.
The events in the gray-shaded area are affected by possible
data quality issues. Note that the symmetric error bars 1σ are
included in the data points but too small to be discernible.

sion, is that in the latter data were analyzed only with
the IMRPhenomXPHM and SEOBNRv4PHM approximants. In
Refs. [62] and [63], the NRSur7dq4 model was used, be-
cause, being generated from NR simulations, it is ex-
pected to be more accurate, as shown by the mismatch
computation in Ref. [62]. However, in our study, we do
not find an overall preference for NRSur7dq4. GW200129
data were affected by a glitch overlapping the event in
the Livingston detector [61], therefore, in our analysis, we
used the deglitched data, as was done in Ref. [8]. Refer-
ence [64] explores the influence of data quality issues for
this event, finding that the evidence for precession comes
exclusively from the Livingston strain of data between
20-50 Hz, where such issues are present.

12. GW200224_222234

For this event the recovered parameters and log-
likelihood values are consistent for the different wave-
forms. We find a slight preference for IMRPhenomXPHM,
cf. Table VI. Our results for both IMRPhenomXPHM and

SEOBNRv4PHM are consistent with the LVK ones. We do
not find support for precession.

13. GW200311_115853

Specific to this event, we find no evidence of spin and
consistent source parameters and log-likelihood estimates
among all models. However, IMRPhenomXPHM seems to
be the most favored approximant by the event (cf. Ta-
ble VI).

B. Combined events

Figure 3 shows the cumulative joint odds ratio as a
function of the number of events, while Table VII re-
ports the odds ratio values obtained by combining in-
formation from all the sources analyzed. We do not
find a specific approximant being preferred or disfa-
vored consistently for all the events. Combining re-
sults for all the 13 sources, the NRSur7dq4 model re-
sults favored with respect to SEOBNRv4PHM, with an odds
ratio of 29.43. However, this value is dominated by
the results for GW200129_065458, and without this
event the odds ratio becomes 0.46. This is unexpected,
because NRSur7dq4, being fully informed by NR sim-
ulations, is assumed to be the most accurate model
and therefore to describe the data best. Table VII
shows also how odds ratios change with the three events
with a strong preference for one of the models: while
GW200129_065458 is responsible for NRSur7dq4 being
favored over SEOBNRv4PHM, GW191109_010717, which
instead finds a significant preference for SEOBNRv4PHM
and IMRPhenomTPHM, balances this result; if we do not
take GW191109_010717 into account, NRSur7dq4 and
IMRPhenomXPHM are strongly favored over SEOBNRv4PHM,
with an odds ratio of 243.31 and 57.84 respectively.
In addition, without this event, OIMRT

SEOB = 12.62, and
ONRSur

IMRT = 19.27. Similarly, the results from GW190521
heavily influence the final odds ratio for IMRPhenomXPHM:
if we do not include this event, we obtain OIMRX

SEOB = 26.99.
Without these three sources, we find no significant pref-
erence for any of the models.

We look for possible trends for the preference of given
approximants with respect to the binary parameters,
which would point to the waveforms with the best de-
scription for specific regions of the parameter space. Fig-
ure 3 shows the probabilities recovered for the different
models as a function of the source’s mass and spin pa-
rameters, and the network optimal matched-filter SNR,
as computed by the parameter estimation analyses in the
catalog papers [8, 36]. We do not find any trends with
respect to the binary parameters or the signal SNR.

Interestingly, we find that for all the events that show a
strong preference for one of the models, i.e., GW190521,
GW191109_010717, and GW200129_065458, the pre-
ferred models are not the same, but in each case are the
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ONRSur
SEOB OIMRX

SEOB OIMRT
SEOB ONRSur

IMRX ONRSur
IMRT OIMRX

IMRT

All events 29.43± 1.11 4.70± 0.07 5.09± 0.08 6.26± 0.11 5.78± 0.10 0.92± 0.01

No GW200129_065458 0.42± 0.00 0.06± 0.00 2.69± 0.03 6.82± 0.12 0.15± 0.00 0.02± 0.00

No GW190521 24.44± 0.84 26.99± 0.97 3.61± 0.05 0.91± 0.01 6.77± 0.12 7.48± 0.14

No GW191109_010717 243.31± 26.35 57.84± 3.05 12.62± 0.31 4.21± 0.06 19.27± 0.59 4.58± 0.07

Without all three 2.85± 0.03 4.30± 0.06 4.74± 0.07 0.66± 0.00 0.60± 0.00 0.91± 0.01

TABLE VII. Joint odds ratios including errors. We report results for all the events combined and results without the events
that show a strong preference for some models.

ones that recover precession. This is particularly evident
in the case of GW190521, where IMRPhenomXPHM does
not recover evidence of precession and has a probabil-
ity only of roughly 4%, while the other models, which
show evidence supporting non-zero values of χp, have
all a probability ∼ 30%. Although, as mentioned, the
results for these events might be biased by their short
duration or potential data quality issues, the fact that a
given model recovers precession better than another one
systematically implies a higher probability. Evidence for
this behavior is supported by the fact that the preferred
models are different for the three events, leaving the re-
covery of precession as the only element systematically
connected to higher probability values.

IV. SUMMARY

We analyzed the 13 events with the highest mass and
moderate to high SNR among the ones detected so far by
Advanced LIGO and Advanced Virgo, using the “hyper-
models” technique developed in Ref. [20]. This method
allows us to sample directly over different waveform ap-
proximants, in order to determine which one is favored
by the data. We analyzed data with four different ap-
proximants, all including precession and higher-order
modes: NRSur7dq4, SEOBNRv4PHM, IMRPhenomXPHM, and
IMRPhenomTPHM. For each event, we recover the source
parameters, finding both mass and spin parameters to
be in agreement with the LVK results, cf. Table V. For
three events, GW191109_010717, GW200129_065458,
and GW190521, we recover non-zero values for the ef-
fective precession spin parameter, with a distribution
significantly different from the prior one. These events
are also the ones for which we find a strong preference
for some models over the other ones, although the pre-
ferred approximants are different. GW191109_010717
shows a strong preference for SEOBNRv4PHM, with
NRSur7dq4 and IMRPhenomXPHM being disfavored. On
the other hand, for GW200129_065458, NRSur7dq4 and
IMRPhenomXPHM are strongly favored, and the proba-
bility for SEOBNRv4PHM and IMRPhenomTPHM is close to

zero. Finally, GW190521 recovers a very low probability,
roughly 4%, for IMRPhenomXPHM, while the other models
do not show significant differences among them. How-
ever, GW191109_010717 and GW200129_065458 data
were affected by glitches [61], and the short duration
of GW190521 implies that we could not see its inspi-
ral phase; therefore, we cannot draw clear conclusions
about these events. Nonetheless, we systematically find
that the models recovering evidence for non-zero values
of χp are the ones with the higher probabilities. For
all the other events, we recover only slight preferences
for a given approximant, with the recovered parameters’
posteriors and log-likelihoods being similar. Overall, we
do not find one model to be consistently preferred over
the others. This is unexpected, considering that we in-
cluded NRSur7dq4 in the analysis, which is predicted to
be the most accurate model for high-mass signals, be-
ing interpolated from NR simulations. The odds ra-
tios combined over all the sources show NRSur7dq4 be-
ing favored over SEOBNRv4PHM, with ONRSur

SEOB = 29.43,
while for IMRPhenomXPHM and IMRPhenomTPHM we find
OIMRX

SEOB = 4.70 and OIMRT
SEOB = 5.09 respectively. However,

this result is mostly determined by GW200129_065458,
for which SEOBNRv4PHM and IMRPhenomTPHM probabilities
are close to zero. If we remove this event from the com-
bined odds ratio calculation, we obtain ONRSur

SEOB = 0.42.
Finally, if we do not take into account the three sources
favoring one of the approximants, we find no significant
preference for any of the models.
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Appendix A: Injection runs

In addition to the analyis of real GW events, we want
to prove in the following the validity of the method
through an injection study. For this purpose, we per-
form a hypermodels analysis with the same waveform ap-
proximants and settings previously described, to analyze
simulated signals in zero noise. The details of the injec-
tions are given in Table VIII. Injection 1 and injection
2 are produced using the maximum-likelihood param-
eters and approximants recovered from the analyses of
GW190521 and GW191109_010717, respectively. Injec-
tion 3 and 4 are generated with the maximum-likelihood

parameters of GW200129_065458 using IMRPhenomXPHM
and NRSur7dq4, which are the models with the highest re-
covered probability and likelihood, respectively. For the
other injections we employed the maximum-likelihood
mass values recovered for GW190519_153544, a fixed lu-
minosity distance, and two different values of spin mag-
nitudes and inclinations, considering injections both with
IMRPhenomXPHM and NRSur7dq4. Figure 4 shows the
probability density distributions of the recovered log-
likelihoods for the different models, together with their
percentage probabilities, including errors. In most cases
we clearly recover the highest probability for the injected
model. When the most favored model is not the injected
one, however, the probability of the injected model is
very close to the highest one. This is likely due to the
fact that the two waveform descriptions are very similar,
and the injected model is guaranteed to provide the best
fit only at the injection point. To further understand
why the injected model in some cases is not the most fa-
vored one, a detailed analysis of different ingredients for
all employed waveform models would be required, which
is however outside the scope of this paper. From the sta-
tistical point of view, the injection study indicates that
our uncertainty on the odds might not measure the full
uncertainty. A validation of the uncertainty estimates
would need multiple runs on the same data set.
We also note that, in order to validate the method, we
performed these analyses in zero noise: in real-events
analysis, the presence of noise and noise fluctuations will
affect the differences between the evidences.
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