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Influence of physical interactions on spatiotemporal patterns
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Spatiotemporal patterns are often modeled using reaction-diffusion equations, which combine complex reac-
tions between constituents with ideal diffusive motion. Such descriptions neglect physical interactions between
constituents, which might affect resulting patterns. To overcome this, we study how physical interactions affect
cyclic dominant reactions, like the seminal rock-paper-scissors game, which exhibits spiral waves for ideal
diffusion. Generalizing diffusion to incorporate physical interactions, we find that weak interactions change the
length- and time scales of spiral waves, consistent with a mapping to the complex Ginzburg-Landau equation.
In contrast, strong repulsive interactions typically generate oscillating lattices, and strong attraction leads to an
interplay of phase separation and chemical oscillations, like droplets co-locating with cores of spiral waves. Our
work suggests that physical interactions are relevant for forming spatiotemporal patterns in nature, and it might
shed light on how biodiversity is maintained in ecological settings.
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I. INTRODUCTION

Complex spatiotemporal patterns are ubiquitous in nature.
Examples on microscopic scales include the Belousov-
Zhabotinsky (BZ) reaction [1], chemical waves created by
amoebae [2], and electrical patterns in human hearts [3].
On larger scales, complex patterns emerge in bacterial
colonies [4,5], lizard populations [6], and human society [7,8].
In all cases, patterns emerge from spatial motion and local
interactions, like chemical reactions, mating, and competition.
These dynamics are typically modeled as reaction-diffusion
equations, where nonlinear reactions are combined with ideal
diffusive motion [9]. This choice, however, implies that phys-
ical interactions that give rise to nonlinear local behavior are
neglected in the spatial dynamics.

Physical interactions inevitably affect spatial dynamics.
For example, the run-and-tumble motility of bacteria leads to
motility-induced phase separation [10], which can be ratio-
nalized as physical interactions leading to phase separation.
Works on surface chemical reactions [11–16] show that strong
attractive interaction can lead to Turing-like patterns and trav-
eling waves. Physical interactions are also responsible for spa-
tial patterns of proteins on cell membranes, such as MinCDE
in bacteria [17,18] and MARCKS in eukaryotic cells [19].
To generalize observations of these specific models, we here
investigate the role of physical interactions on spatiotemporal
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patterns in a generic model focusing on cyclic dominant local
interactions.

Cyclic dominant interactions, like the seminal rock-
paper-scissors game [20–22], naturally produce temporal
oscillations [23]. Combined with ideal diffusion [24] or
hopping [25,26], cyclic dominant reactions produce spa-
tiotemporal patterns. In particular, spiral waves form when
the mobilities of species are low, while spatial patterns
are lost for large mobilities [24,27]. Spatial patterns also
often subside when random mutations are too preva-
lent [25,26,28,29]. Interestingly, many of these models
can be reduced to the complex Ginzburg-Landau equa-
tion (CGLE), e.g., by projection onto a reactive manifold [30]
or a multiscale expansion [25]. Such mappings allow
us to determine parameter regions of spatiotemporal pat-
terns, including vortices, spiral waves, and spatiotemporal
chaos [31–33].

In this paper, we consider a general model of cyclic domi-
nant reactions coupled to diffusive motion including physical
interactions. In the absence of reactions, the physical in-
teractions can lead to phase separation, where all species
co-segregate from the inert solvent (for strong attraction) or
all segregate from each other (for strong repulsion). We re-
cently analyzed the effect of such interactions on static Turing
patterns and found that even weak interactions, which would
not lead to phase separation by themselves, can strongly affect
the resulting patterns [34]. While we here identify similar
behavior for cyclic dependent reactions, we also discover
entirely new spatiotemporal patterns for strong interactions.
To introduce all these effects in detail, the paper is organized
as follows: We introduce the model in Sec. II A, identify six
relevant parameter regions using linear stability analysis in
Sec. II B, and then discuss these regions in detail using numer-
ical simulations and more detailed analysis in the subsequent
sections.
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FIG. 1. Linear stability analysis reveals distinct parameter regions. (a) Schematic of physical interactions and chemical reactions of three
species A, B, C, and the inert solvent S. (b) Stability diagram distinguishing regions of low (L) and high (H) mutation rate μ as well as strong
attraction (A), weak interaction (W), and strong repulsion (R). The critical lines follow from Eq. (4) (black line), Eq. (9a) (blue line), Eq. (9b)
(red line), and χ

eq
R = 1/φ0 (white line). The colors represent the length scales lm

r in regimes AH and AL, lm
c in RH and RL, and l+

c in WL.
(c) Representative dispersion relations λ(q) in the six regimes. Green curves represent real eigenvalues λr (q) with left root (q−

r , green disk),
right root (q+

r , green circle), and maximum (qm
r , green triangle) marked. Solid orange curves and symbols represent the respective values for

the real part of the complex eigenvalues, whereas the dashed orange lines mark the imaginary part Im(λc ) = ω∗; see Eq. (5). (d) Typical length
scales as a function of χ at μ = 0.05 > μ∗ (upper panel) and μ = 0.001 < μ∗ (lower panel). The subscript and superscript of the length scale
l correspond to those of wave number q in panel (c) using l = 2π/q. (b)–(d) Additional model parameters are β = σ = D = 1 and ζ = 0.6.

II. RESULTS

A. Model with physical and chemical interactions

We consider an incompressible, isothermal fluid compris-
ing three species A (paper), B (rock), and C (scissors) as
well as an inert solvent S. This system is described by the
volume fractions φA(r, t ), φB(r, t ), and φC (r, t ), where r is the

spatial position and t is time, and the solvent occupies the
remaining fraction φS = 1 − (φA + φB + φC ). We explicitly
include physical interactions and chemical reactions among
the species in our model; see Fig. 1(a).

1. Physical interactions

We describe physical interactions using thermodynamics
based on the Flory-Huggins free energy [35–37],

F [φA, φB, φC] = kBT

ν

∫ [
χ (φAφB + φAφC + φBφC ) +

∑
i=A,B,C,S

φi ln φi + 1

2
w2

∑
j=A,B,C

|∇φ j |2
]

dr, (1)

where the integral is over the volume of the system, kBT is the
relevant energy scale, and ν denotes the molecular volume,
which is the same for all species for simplicity. The first

term in the square bracket describes the physical interactions
among the species A, B, and C, the second term captures
translational entropies of all four species, and the last term
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limits the width of interfaces between coexisting phases to
roughly w in strongly interacting systems [37]. The physical
interactions are quantified by the Flory parameter χ : Positive
χ denotes repulsion, whereas negative χ represents attraction.
For simplicity, we only consider symmetric interactions, i.e.,
the same value of χ for all pairs of A, B, and C, while the
solvent is inert, but in general the value could be species-
dependent.

The free energy defined in Eq. (1) allows for inhomoge-
neous equilibrium states when the physical interactions are
sufficiently strong [37–39]. In particular, a phase enriched in
species A, B, and C segregates from the solvent S for strong at-
traction (χ < χ

eq
A ), whereas strong repulsion (χ > χ

eq
R ) leads

to three phases which are each enriched in one of the species
and the solvent. In the case where the species A, B, and C have
equal average fraction φ0, the critical values are

χ
eq
A = − 1

2φ0(1 − 3φ0)
and χ

eq
R = 1

φ0
, (2)

which follows from a linear stability analysis shown in the
Supplemental Material [46]. Taken together, we expect that
the two critical values given in Eq. (2) separate three qualita-
tively different regions in parameter space.

2. Cyclic dominant chemical reactions

Following previous studies of the rock-paper-scissors
game [25,26], we consider general chemical reactions that
include reproduction, selection, and mutation; see Fig. 1(a).
Reproduction happens with rate β when a species i ∈
{A, B,C} meets solvent, which could also play a role similar
to empty space. Selection comes in two variants, which both
encode the typical rock-paper-scissors rules, where species
i dominates species i + 1 while being dominated by species
i − 1, using the cyclically ordered index such that A + 1 = B,
B + 1 = C, and C + 1 = A. The first selection variant re-
moves the dominated species with rate σ , whereas the second
variant replaces the dominated species by the dominating one
with rate ζ in a zero-sum process. Finally, random mutations
happen with rate μ. Combining all these processes, the reac-
tion rate of species i reads

Ri = φi[βφS − σφi−1 + ζ (φi+1 − φi−1)]

+ μ(φi−1 + φi+1 − 2φi ) (3)

for i ∈ {A, B,C} with positive rates β, σ , ζ , and μ. For β =
σ = μ = 0, the model reduces to the cyclic Lotka-Volterra
model with equal replacement rate ζ [23,40], whereas ζ =
μ = 0 leads to the May-Leonard model [41].

In the simplest case without spatial dependence the dynam-
ics of the three species are given by ∂tφi = Ri. This system
undergoes a supercritical Hopf bifurcation when μ decreases
below μ∗, where [42]

μ∗ = βσ

6(3β + σ )
, (4)

and develops a stable limit cycle with frequency

ω∗ =
√

3β(2ζ + σ )

2(3β + σ )
. (5)

Combining these oscillating reactions with ideal diffusion
then leads to steady spiral waves and other oscillating
states [25,26,28,29]. However, it is unclear how physical in-
teractions affect the oscillating states and how the chemical
reactions modify the equilibrium behavior of phase separa-
tion.

3. Combined model

To combine physical interactions and chemical reactions,
we use the exchange chemical potentials

μ̄i = ν

kBT

δF

δφi
, (6)

to express diffusive fluxes ji = −i∇μ̄i in the continuity
equation ∂tφi = ∇ · ji + Ri [43,44]. Hence,

∂tφi = ∇ · [Diφi∇μ̄i] + Ri, (7)

where Ri is given by Eq. (3). Here, Di are the diffusivities of
the species i = A, B,C, which are related to mobilities i =
Diφi in this multicomponent system [45].

To analyze the behavior of Eq. (7), we first use linear
stability analysis to identify qualitatively different regimes
and associated length scales of patterns. We then study the
dynamical behavior in detail using numerical simulations in a
two-dimensional system with periodic boundary conditions.
In the simulations, we choose β = 1 to set the time scale,
and w = 1 to set the length scale. For simplicity, we also set
Di = D = 1 for all three species to focus on how the physical
interaction parameter χ , the mutation rate μ, and replacement
rate ζ affect the pattern formation and cyclic behavior of the
system.

B. Linear stability analysis reveals phase diagram

To reveal the basic behavior of the model, we first analyze
the stability of the only uniform steady state of Eq. (7), which
is φi(r) = φ0 with

φ0 = β

3β + σ
. (8)

We focus on the case of an equal average fraction φ0 = 1
4

for A, B, C, and S, implying σ = β. In the linear regime
of small perturbations, we assess the stability of this homo-
geneous state by evaluating the growth rates λ of harmonic
perturbations with wave number q; see the Supplemental
Material [46]. For each q, we obtain three eigenvalues of
the Jacobian matrix associated with Eq. (7), of which one
is always real (denoted by λr), whereas the remaining two
eigenvalues are complex conjugates of each other, denoted
as Re(λc) ± Im(λc). The homogeneous state is unstable if
any eigenvalue has a positive real part and the associated
imaginary part represents the oscillation frequency, which is
related to ω∗ given by Eq. (5). Note that λr is independent
of the mutation rate μ, whereas the stability of the complex
modes depends on μ. In particular, they are stable in the
limit of long wavelengths, Re(λc(q = 0)) < 0, if and only
if the mutation rate μ is higher than the critical value μ∗
given by Eq. (4), which clearly distinguishes a regime of
low and high mutation rate, which we denote by L and H,
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respectively. Within each region, we can furthermore distin-
guish regions of strong attraction (region A), weak interaction
(region W), and strong repulsion (region R), based on the
critical values suggested by Eq. (2). The combination of
these two characteristics leads to the six distinct parameter
regimes shown in Fig. 1, which we will now discuss in more
detail.

In region WH with weak interactions (χA < χ < χR) and
high mutation rates (μ > μ∗), the uniform solution Eq. (8) is
stable, since the real parts of all eigenvalues are negative; see
Fig. 1(c)(II). The critical values for the physical interactions,

χA = χ
eq
A − w

√
3β + σ

D
and (9a)

χR(μ) = χ
eq
R + w

√
2σ (μ/μ∗ − 1)

D
, (9b)

follow from solving max(λr ) = 0 and max(Re(λc)) = 0 for
χ , respectively. Here, we used Eq. (8) to compare with χ

eq
A

and χ
eq
R given by Eq. (2), which mark the influence of phase

separation. Consequently, chemical reactions shift both crit-
ical values to stronger interactions, consistent with reactions
suppressing phase separation [47].

In region AH with strong attraction (χ < χA) and high
mutation rate (μ > μ∗), the real eigenvalue λr is positive if
q−

r < q < q+
r , where q−

r (q+
r ) is the left (right) root of λr; see

Fig. 1(c)(I). The wavelength lm
r = 2π/qm

r of the correspond-
ing instability can be estimated from the wave number qm

r of
the most unstable mode and reads

lm
r = 2πw

[
− 2βσ

2βσχ + (3β + σ )2

] 1
2

. (10)

Consequently, lm
r decreases slightly for smaller physical in-

teraction χ ; see the dashed green curve in the upper panel of
Fig. 1(d). We thus expect stationary patterns with length scales
close to lm

r in region AH.
In region RH with strong repulsion (χ > χR) and high

mutation (μ > μ∗), the complex eigenvalues λc exhibit an
instability for q−

c < q < q+
c ; see Fig. 1(c)(III). The associated

most unstable wavelength lm
c = 2π/qm

c reads

lm
c = 2πw

[
2

χ − (3 + σ/β )

] 1
2

, (11)

and decreases for stronger repulsion; see the dashed orange
curve in the upper panel of Fig. 1(d). Since the imaginary parts
for these modes are nonzero, we expect oscillating patterns
with length scales close to lm

c .
In region AL with strong attraction (χ < χA) and low

mutation rate (μ < μ∗), we find the same unstable real modes
as in region AH as well as additional unstable complex modes
for 0 < q < q+

c , although their maximal growth rate is typ-
ically smaller than that of the real modes. However, linear
stability analysis does not provide any information on how
these modes interact and we thus expect a rich behavior in this
region.

In region WL with weak interaction (χA < χ < χR) and
low mutation rate (μ < μ∗), the oscillating modes are unsta-
ble for q < q+

c , whereas λr < 0; see Fig. 1(c)(V). The length
scale of the most unstable mode diverges (qm

c = 0), so the

length scale l+
c = 2π/q+

c associated with the largest unstable
wave number q+

c ,

l+
c = 2πw

⎛
⎝ 2

χ̃ + [
χ̃2 + 2σw2

D

(
1 − μ

μ∗

)]1/2

⎞
⎠

1
2

, (12)

with χ̃ = χ − 3 − σ/β, is most relevant. This length scale
decreases significantly as χ increases; see dotted orange line
in lower panel of Fig. 1(d).

Finally, in region RL with strong repulsion (χ > χR) and
low mutation rate (μ < μ∗), we find the same unstable modes
as in region WL, but the length scale lm

c = 2π/qm
c of the

most unstable mode is now finite. This length scale decreases
for larger interaction parameters χ ; see dashed orange curve
in lower panel of Fig. 1(d). We distinguish the regions WL
and RL based on whether qm

c is zero or not, which provides
the critical physical interaction χ∗

R = φ−1
0 . The fact that this

threshold value is identical to χ
eq
R given by Eq. (2) suggests

that the transition is governed by phase separation induced by
the physical interactions.

Taken together, linear stability analysis provides a qual-
itative picture of the five unstable regimes, and it predicts
the associated critical curves; see Fig. 1(b). The analysis
also provides typical length scales in different regimes; see
color shading in Figs. 1(b) and 1(d). We next corroborate
the phase diagram with detailed simulations and analyze the
nonlinear behavior of the model. For simplicity, we consider
two-dimensional simulations in square boxes of side length
L with periodic boundary conditions and we implement the
spatial derivatives using finite differences [48]. The simulation
results summarized in Fig. 2 indicate that the uniform state is
indeed stable in region WH (black stars), whereas complex
patterns emerge in the unstable regimes, which we discuss in
detail in the following sections.

C. Weak interactions affect length scales but not frequency of
spiral waves

We start by discussing weak physical interactions, where
we expect qualitatively similar behavior to systems without
interactions. In the region WL with low mutation rates, where
patterns actually form, we observe two main types of os-
cillating patterns: Homogeneous oscillations (white squares
in upper left part of region WL in Fig. 2) or spiral waves
(green squares in lower right part of the region WL), which
are expected from the linear stability analysis. This raises
the question of why spiral waves are apparently suppressed
for parameters above the diagonal green dashed line in
Fig. 2.

To address this question, we first carefully analyze
the regime with spiral waves. We quantify the wave-
length of the spiral waves using the static spatial cor-
relation function gαβ (r) ≡ gαβ (|r − r′|) = 〈φα (r)φβ (r′)〉 −
〈φα (r)〉〈φβ (r′)〉 from simulated snapshots. Figure 3(a) shows
the cross correlation between A and B, allowing us to define
the correlation length lcorr as the position of the first peak of
gAB. Figures 3(b) and 3(c) show that lcorr generally decreases
with increasing interaction parameter χ for χA < χ < χ∗

R,
implying that stronger repulsion between species shortens the
length scales of spiral waves.
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FIG. 2. Numerical simulations reveal diverse patterns. (a) Phase diagram with stability lines copied from Fig. 1(b). Background colors
also correspond to Fig. 1(b), except in region WL, where they mark the length scale λ given by Eq. (13). The green dashed lines corresponds
to λ ≈ 0.7 L, which fits the transition best. Symbols classify different patterns corresponding to examples in panel (b). (b) Snapshots of
representative patterns for panel (a). Colors represent the abundance of the three species using RGB triplets: (red, green, blue) = (φA, φB,
φC). We used L = 25.6 w, �x = 0.4 w, and t = 105β for the snapshots in the first row and the one marked with white circle in the second
row. Movies of these states are enclosed with the Supplemental Material [46]. (a)–(b) Model parameters are D = β = α = 1 and ζ = 0.6.
Simulation parameters are L/w = 153.6 with discretization �x/w = 0.6 and we evaluate patterns after time t = 104β.

(a) (b) (c)

(d) (e) (f)

FIG. 3. Length- and time scales of dynamic patterns. (a) Spatial correlation function gAB(r) as a function of distance r for various physical
interactions χ at ζ = 0.8 and μ = 0.005. (b) Correlation length scale lcorr determined from first maximum of gAB(r) as a function of χ at
μ = 0.005. The black dashed (dotted) line corresponds to 1

3 λ calculated from Eq. (13) at ζ = 0.86 (ζ = 0.30). The orange lines are the same
as in Fig. 1(d) at μ = 0.005. (c) lcorr as function of χ for ζ = 0.6. The black dashed (dotted) line corresponds to 1

3 λ calculated by Eq. (13)
at μ = 0.03 (μ = 0.001). The green and orange lines are the same as in Fig. 1(d) at μ = 0.001. The brown dotted line is l+

c at μ = 0.03.
(d) Temporal correlation function g̃AA(t ) as a function of lag time t for various χ at ζ = 0.8 and μ = 0.005. (e) Frequency ω determined from
the first maximum of g̃AA as a function of χ for μ = 0.005. The black dashed (dotted) line shows ω given by Eq. (14) for ζ = 1.24 (ζ = 0.14).
(f) ω as a function of χ for ζ = 0.6. The black dashed (dotted) line shows ω given by Eq. (14) at μ = 0.02 (μ = 0.001). (a)–(f) The vertical
dashed blue (red) lines denote the critical interactions χA = −10 (χ∗

R = 4). Additional model parameters are β = α = D = 1.
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To understand the effect of physical interaction on spi-
ral waves, we next use a multiscale expansion around the
Hopf bifurcation μ = μ∗, to map Eq. (7) to a complex
Ginzburg-Landau equation (CGLE) [25]; see Supplemental
Material [46]. Note that we use identical diffusion constants
for all species, so the diffusion coefficient of the CGLE is
real. The CGLE also exhibits spiral waves, so we can use
established theory [31,33] to predict their wavelength λ,

λ = 2π

√
D

(
1 − χ

3+σ/β

)
3(μ∗ − μ)(1 − |U |2)

, (13)

where |U |2 is the square of the amplitude of the solution of
the CGLE, which only depends on ζ for fixed β and σ ; see
the Supplemental Material [46]. Equation (13) shows that the
wavelength λ decreases for larger χ , and Figs. 3(b) and 3(c)
show that the expression is close to our numerical estimates,
even though μ is not very close to μ∗. Equation (13) also pre-
dicts that smaller mutation rates μ lead to shorter wavelengths,
consistent with Fig. 3(c) and a previous study [25]. Interest-
ingly, the length scale l+

c given in Eq. (12) also describes
the observed behavior accurately; see Figs. 3(b) and 3(c). In
fact, we find limμ→μ∗ l+

c = (1 − |U |2)1/2λ close to the Hopf
bifurcation. Finally, increasing the replacement rate ζ leads to
smaller amplitudes |U | and thus decreased wavelengths; see
Fig. 3(b) and the Supplemental Material [46]. Note that we
also observe patterns that are reminiscent of the Eckhaus and
absolute instability of the CGLE [25,26] at large replacement
rates ζ ; see Fig. 4 in the Supplemental Material [46]. Taken
together, we found that the mapping to the CGLE provides
a faithful theoretical prediction of the length scales of spiral
waves as a function of the relevant model parameters.

The dependence of the length scale λ of the spiral waves
prompted us to hypothesize that spiral waves can only emerge
when their intrinsic length scale is smaller than the system
size. Indeed, the green dashed line in Fig. 2 indicates that
spiral waves only emerge when λ � L. We thus conclude that
the cases where we observe homogeneous oscillations would
show spiral waves in larger systems.

We next quantify the frequency ω of the oscillating
patterns using the first peak of the temporal correla-
tion function g̃AA(t ) = g̃AA(|t1 − t2|) = 〈φA(r, t1)φA(r, t2)〉 −
〈φA(r, t1)〉〈φA(r, t2)〉; see Fig. 3(d). Fig. 3 shows that the in-
teraction parameter χ hardly affects ω in the weak-interaction
regime (χA < χ < χ∗

R). We rationalize this behavior by map-
ping Eq. (7) to a reaction-diffusion equation in the limit of
weak interactions χ , revealing that χ only affects cross diffu-
sion, but not the reactions; see the Supplemental Material [46].
The associated frequency ω∗ of the most unstable mode is
given by Eq. (5) and explains most of the behavior of the
numerically determined ω. However, ω∗ does not depend on
the mutation rate μ, so this approximation cannot explain the
dependence of ω on μ. To capture this phenomenologically,
we use the mapping to the CGLE presented in the Supple-
mental Material [46], which provides a correction,

ω = ω∗ − 3(μ∗ − μ)c|U |2, (14)

where c is a constant depending on β, σ , and ζ ; see Eq. (42)
in the Supplemental Material [46]. This expression correctly

predicts that ω is independent of χ and that it increases for
larger ζ and μ; see Figs. 3(e) and 3(f).

Taken together, we find that weak repulsion in region WL
shortens the wavelength of spiral waves, while their period
is unaffected. A multiscale expansion around the Hopf bifur-
cation leads to a CGLE, which reveals that this behavior is
caused by cross diffusion resulting from physical interactions,
analogously to the effect of weak interactions on Turing pat-
terns [34].

D. Oscillations and phase separation coexist for strong
attractive interactions

We next focus on systems with strong attraction (χ < χA),
where we first consider weak mutation rates (μ < μ∗, region
AL). We expect that the spiral waves we found for weak
attractions persist, albeit with longer wavelengths, following
the observed trend in region WL. Indeed, Fig. 2 demonstrates
spiral waves at low mutation rate (green circle), and Fig. 3
confirm that the length scale increases for smaller χ while
the frequency stays almost constant. Moreover, the effects of
the mutation rate μ and the replacement rate ζ are similar in
regions WL and AL. However, we also observe that spiral
waves form in a larger parameter region than expected: In
region WL, boundary effects suppressed spiral waves that are
comparable to or larger than the system size (white symbols
above the green dashed line in Fig. 2), while this suppression
is apparently much weaker in region AL. Since this transition
coincides with the line χ = χA, we hypothesize that strong
attractive interactions stabilize spiral waves.

Strong attraction can lead to phase separation, where the
three species A, B, and C co-segregate from the solvent S.
Indeed, the dark spots in the snapshots shown in Fig. 2(b)
correspond to solvent-rich droplets, which are absent in region
WL. Interestingly, these solvent droplets co-localize with de-
fect cores of spiral waves. On the one hand, this suggests that
phase separation can only proceed in the relatively calm defect
cores while the comparatively strong spiral waves prevent
phase separation by mixing the system effectively. Indeed,
spatiotemporal chaos at large replacement rates ζ can prevent
the formation of solvent droplets close to the transition (χ �
χA); see Fig. 4 in the Supplemental Material [46]. On the other
hand, the solvent droplets formed by phase separation appar-
ently stabilize spiral waves, similar to rigid obstacles [3,49–
51]. Taken together, positive feedback between formation of
solvent droplets and spiral waves apparently stabilizes this
state even if the system would otherwise be too small.

For larger mutation rates μ, spiral waves are absent even
if μ < μ∗. Presumably, this is again caused by limitations
imposed by the system size, consistent with the increasing
pattern length scale shown in Fig. 3(c). When spiral waves
are absent, phase separation can take place everywhere and
we observe a regular hexagonal lattice of solvent droplets em-
bedded in a phase enriched in the other species; see snapshot
labeled by a white disk in Fig. 2. For stronger attraction, we
also sometimes observe bicontinuous structures with a fixed
length scale; see Fig. 2 in the Supplemental Material [46].
In both cases, coarsening is suppressed by reactions [52],
and the correlation length scale lcorr is within the band of
unstable real modes (q−

r < q < q+
r ) predicted by the linear
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FIG. 4. Details of complex, oscillating patterns. (a) Snapshots showing one temporal period for four physical interactions (χ =
−10.5, 5, 6.5, 7; top to bottom) at μ = 0.05 > μ∗ and ζ = 1. The corresponding periods are T ≈ 11β, 11β, 52β, 610β. (b) Structure
factors SAA(q) corresponding to data in panel (a). The vertical lines mark the wave number of the most unstable mode determined from linear
stability analysis.

stability analysis; see the red symbols and green curves in
Fig. 3(c). Moreover, Fig. 3(f) shows that the large connected
phase oscillates between the three species A, B, and C with
a frequency close to ω∗, consistent with the prediction of
the frequency of the complex mode. Taken together, linear
stability analysis predicts the most important properties of
the hexagonally arranged solvent droplets embedded in an
oscillating phase in region AL.

Linear stability analysis predicts that oscillations cease
once the mutation rate μ becomes larger than μ∗. However,
our numerical simulations of the full model show that the
states do not change qualitatively when we cross this sta-
bility boundary: The hexagonal pattern of solvent droplets
remains and the connected phase still oscillates between the
three species; see Fig. 4(a)(I). While this behavior is ob-
viously driven by nonlinear effects, the length scale of the
hexagonal pattern still decreases for decreasing χ and increas-
ing μ, consistent with the trend predicted by linear stability
analysis.

We conclude that the competition of the Turing instabil-
ity and the Hopf instability governs the behavior for strong
attraction (χ < χA). For low μ and sufficiently large sys-
tems, we observe spiral waves with solvent droplets at their
core, whereas hexagonal patterns of solvent droplets em-
bedded in an oscillating phase emerge for larger μ and in
small systems. Both behavior are impossible in excitable
systems with ideal diffusion, demonstrating the qualita-
tively new effects that strong attraction between species can
bring.

E. Strong repulsion leads to oscillating lattices

Finally, we discuss strong repulsion between species (χ >

χR), where we predict a segregation of the species A, B, and
C from each other while the solvent is homogeneously dis-
tributed. The linear stability analysis shown in Fig. 1 predicts
that complex modes are unstable for all values of the mutation
rate μ, whereas the critical value μ∗ merely governs the stabil-
ity of homogeneous perturbations (q = 0). Consequently, we
expect oscillatory patterns in both the regions RH and RL.

Our numerical simulations shown in Fig. 4(a) reveal oscil-
lating patterns for strong repulsion. For interaction strengths
χ close to the critical value χR, the corresponding frequency
ω is comparable to the value ω∗ predicted by Eq. (5), but
ω drops strongly with increasing repulsion χ ; see Figs. 3(e)
and 3(f). Concomitantly, the spatial patterns change: Close
to the transition, we find oscillating stripes; see snapshots
marked by green triangles in Figs. 2 and 4(a). As χ increases,
the stripes first transition to slowly oscillating square lattices
(marked by yellow triangles) and then further to slowly oscil-
lating hexagonal lattices (marked by red triangles).

The length scales lcorr of these patterns are comparable
to the length scales lm

c of the most unstable mode, which
also captures the observation that larger repulsion χ leads to
smaller structures; see Figs. 3(a)–3(c). However, the observed
increase of lcorr with decreasing μ and decreasing ζ cannot be
explained by lm

c and thus likely results from nonlinear effects.
Moreover, for square and hexagonal lattices, lcorr is a bit larger
than predicted from linear stability analysis, consistent with
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results in reaction-diffusion systems [53]. Finally, the spa-
tiotemporal chaos emerging at large replacement rates ζ can
prevent the formation of regular patterns close to the transition
(χ � χR); see Fig. 4 in the Supplemental Material [46].

Taken together, this rich behavior indicates that strong
repulsive interactions affect pattern formation strongly, pre-
sumably because repulsion segregates the species from each
other so that the cyclic-dominant reactions are most active at
interfaces.

III. DISCUSSION

We investigated the behavior of three species that interact
physically and exhibit cyclic dominant reactions to study the
effect of physical interaction on spatiotemporal patterns. For
weak interactions, the mapping to the complex Ginzburg-
Landau equation (CGLE) reveals that interactions mainly
cause cross diffusion, which affects length scales but not
time scales of the resulting spiral waves. In contrast, qualita-
tively new patterns emerge if interactions are strong: Strong
attraction leads to phase separation of the solvent from all
species, which exhibit spiral waves or oscillations. In this
case, the typical coarsening of passive phase separation is sup-
pressed, droplets can stabilize spiral waves, and oscillations
appear even without a complex unstable mode in the linear
stability analysis. Conversely, for strong repulsion, all species
segregate from each other, limiting chemical interactions to
interfaces, which results in various oscillating lattices. In sum-
mary, we find that linear stability analysis and the mapping to
the CGLE explain the influence of weak interactions, whereas
these approaches are less predictive for the qualitatively dif-
ferent patterns emerging for strong interactions.

Cyclic dominant reactions have been linked to biodiversity
in ecological contexts [24,54], where the interplay of species
and their respective survival impacts biodiversity. Our analy-
sis suggests that repulsive interactions between species result
in spatiotemporal patterns even for large mutation rates μ,
where otherwise a single species would dominate. Conversely,
attraction between species favors co-localization and the re-
sulting competition makes extinction more likely. Moreover,
physical interactions impact resulting dynamics qualitatively,
suggesting that ecological patterns are affected and interac-
tions need to be included when studying biodiversity.

We discussed a system where interesting spatial patterns
emerge from the combination of two different pattern for-
mation mechanisms. This is similar to active fluids, where

reaction-diffusion processes and mechanochemical instabil-
ities are simultaneously present [55]. Another example are
droplets of the slime mold Physarum polycephalum, where
the pattern frequency is controlled by reactions and diffu-
sion of calcium, whereas the wavelength stems from the
mechanochemical instability [56], analogously to our model
with repulsive interactions. Similar combinations of multiple
pattern-generating mechanisms will likely govern many bio-
logical processes to provide flexibility as well as robustness.

To build a general understanding of the impact of inter-
actions in realistic systems, we will need to consider more
complex models. For instance, we could consider more com-
plex chemical reactions, e.g., including death rates [57] or
nonsymmetric reactions [58], although some of the complex-
ity might simply induce a renormalization of parameters [59].
In contrast, more diverse physical interactions can provide ad-
ditional states already in equilibrium phase separation [38,60].
In particular, considering more than three species provides
room for additional patterns [59,61,62], and we suspect
that the lattices we observed at strong repulsion will look
completely different. Realistic systems will also exhibit
stochasticity [21] and spatial heterogeneity [22], which some-
times can be approximated by considering networks [63–65].
Finally, higher-order interactions might be frequent in nature
and affect resulting patterns [66–68].

Beside these complex models, we also still lack basic
understanding of (chemical) species that interact and react.
Along these lines, it will be interesting to investigate ther-
modynamic constraints on spatiotemporal patterns. A recent
paper already used linear stability analysis to investigate gen-
eral nonideal reaction-diffusion systems [69], and this work
needs to be extended to include oscillating patterns. It will be
interesting to investigate fundamental physical constraints on
creating spatiotemporal patterns, which will aid their recon-
stitution in experiments.
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