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1 Introduction

If we want to understand language evolution, we should understand how different cognitive
and communicative biases shape the structure of human languages. This paper investigates
the relationships between different linguistic cues that help to identify the grammatical roles of
Subject and Object, conveying “who did what to whom”. These cues include case marking, rigid
word order of Subject and Object, verb-medial order, and “tight” semantics of the arguments,
which is measured as association between the roles and lexemes [11]. Previous research showed
correlations between case marking and word order rigidity [14][21][22], between case marking
and semantic tightness [11][14], and between case marking and the position of the verb in a
simple clause [8][10][11][14][22]. These correlations have been explained by language users’ bias
towards efficient behaviour – more exactly, saving articulation costs and avoiding additional
processing costs due to reanalysis.

At the same time, there are a number of causal hypotheses about the role of sociolinguistic
variables, such as population size and proportion of L2 speakers, in language evolution. One of
them says that a high proportion of L2 users in a community leads to morphological simplifi-
cation, such as loss of case [3][15][17]. This finding has been explained by the fact that adults
are poor grammar learners [24]. In contrast, a large-scale study in [13] finds no evidence of
correlations between linguistic variables and the proportion of L2 users or vehicularity as an
indicator for whether a language is used by L2 speakers; instead, the study reveals a relationship
between the total number of speakers and information-theoretic complexity, which represents
linguistic reduncancy. The question of this paper is, how all these variables interact in a causal
network and whether we find evidence of the communicative and learning biases proposed in
the literature.

2 Data

In order to test these hypotheses, I used diverse sources of data:

• large web-based corpora of online news [9] annotated with Universal Dependencies;

• smaller Universal Dependencies corpora of over 100 languages [25];

• the parallel corpus of Bible translations [16] and word order data inferred from this corpus
[26];
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• the World Atlas of Language Structures (WALS) [1].

From these sources I obtained the information about three variables that help to understand
“who did what to whom”, according to the literature:

• entropy of Subject and Object order based on the probabilities of SO and OS orders in
the corpora. The lower this measure, the more a language user can rely on word order in
order to identify Subject and Object;

• whether the forms of Subject and Object are the same or distinct thanks to morphological
or adpositional case marking;

• the position of the lexical verb in a transitive clause. It has been claimed that the verb-
middle order helps the addressee to identify Subject and Object [8].

As for the sociolinguistic variables, I took information about the population size and L2
speaker proportions from the Ethnologue database, as well as the datasets used in [23] and
[3]. The genealogical and geographic information (linguistic genus and macroarea) was also
included, in order to control for the genealogical and areal dependencies between the languages.
I was able to obtain the linguistic and sociolinguistic data for 112 languages from 45 genera.

3 Method

In order to infer and test causal relationships, we would need information about the past states
of languages. Unfortunately, it is very often missing (but see [2] on evolution of word order
in Romance languages). A popular alternative is artificial miniature language learning and
communication, which has shown correlations between some of the variables of interest [6][19].

This paper develops an alternative method, namely, causal inference based on synchronic
data, whose potential for linguistics has been demonstrated in [4],[20] and other works. The
causal graphs were created with the help of the Fast Causal Inference (FCI) algorithm im-
plemented in the pcalg R package [12] (see a linguist-friendly introduction in [5]). Since the
data were mixed (numeric and categorical), I wrote additional R scipts to test conditional inde-
pendence between the variables. The scripts performed likelihood ratio tests on mixed-effects
regression models (more exactly, Gaussian, logistic and beta regression) to determine whether
or not the variables are conditionally independent. The genealogical dependencies between
the languages were controlled by treating the genera as random intercepts. The geographic
macroareas were treated as fixed effects, due to the fact that there were only four areas.

4 Results

The resulting causal network is displayed in Figure 1. Causal relationships were identified only
between the three of the five variables: the number of users (Total Users), entropy of Subject
and Object order (SO Entropy) and the position of the verb (Verb). The cirles at the end of
the arrows represent uncertainty. For example, there is a possible causal effect of Total Users

on SO Entropy, but it can also be a bidirectional relationship (which is not likely in our case).
The same holds for Verb and SO Entropy.

Contrary to expectations, there is no support for the causal links between between the
proportion of L2 users (L2Prop) and the linguistic variables. Surprisingly, we also find no links
between the same or different forms of Subject and Object (SO Form), which was strong in
previous studies [14]. The Area does not play a role, either.
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Figure 1: Causal Network

5 Discussion

The causal analysis does not support the hypothesis about the L2-related learning biases. There
is no effect of proportion of L2 speakers on the main cues that help language users to distinguish
between Subject and Object. Instead, the model comes to a conclusion similar to the one in [13],
namely, that the total number of speakers is more likely to be relevant for language structure.
In the present study, the number of speakers has an effect on how variable or fixed the order
of Subject and Object is. This conclusion is intuitive. Two dominant languages, English and
Chinese, have both a huge number of speakers, and very little variability in the order of Subject
and Object.

How can one explain these findings? It is possible that a large number of language users
increases variability of their language and cultural background and therefore increases noise in
the communication channel, making the transmission of information less reliable. In this case,
fixation of word order can be a response to the noise (cf. [8]). Rigid word order may be the
most obvious strategy for expressing “who did what to whom” unambiguously. As for the link
between the verb position and Subject - Object entropy, it is possible that rigidification helps
best when the verb is in the middle.

The effect of the number of speakers on language structure has been discussed in [18] and
[19]. According to the latter, larger groups of interacting participants, who learned an artificial
language, developed more systematic languages over time. The increase in structure can be
interpreted as a compensation for the greater linguistic variability in the larger groups. How-
ever, it is important to remember that the degree of systematicity, or language structure, was
measured in that study as the correlations between string distances in the participants’ lin-
guistic output and semantic distances between the stimuli, which differed along some physical
dimensions. The measure of language structure reflected morphological isomorphism and com-
positionality. The present study finds a causal relationship between the number of speakers
and word order variability, which is a different aspect of systematicity. This is a new finding.

There are several caveats that need to be mentioned. The lack of effect of the number of
speakers on case marking as one of the most salient aspects of morphological complexity may
seem unexpected. But since the relevant variable in this study only describes whether the
forms of Subject and Object are identical or not (including adpositional markers), perhaps this
may not be the best measure for assessing the effect of L2 speakers on the overall grammatical

3

Proceedings of the 23rd Amsterdam Colloquium 385



Biases in a causal model of language evolution Levshina

complexity of a language. Another problem is that the sociolinguistic variables used in this
study describe the current situation, and not the previous stages, during which the grammar was
shaped up. Unfortunately, historical sociolinguistic data are very difficult to find. Yet another
potential factor that may affect the results is phonological complexity, which has been shown to
correlate both with morphosyntactic complexity and sociolinguistic variables [7]. Nethertheless,
I hope that the causal inference method presented in this study will help us to understand better
how diverse cognitive and communicative biases drive language evolution.
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