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#### Abstract

Over the last few years, there has been an increasing interest in sub-solar mass black holes due to their potential to provide valuable information about cosmology or the black hole population. Motivated by this, we study observable phenomena connected to the merger of a sub-solar mass black hole with a neutron star. For this purpose, we perform new numerical-relativity simulations of a binary system composed of a black hole with mass $0.5 M_{\odot}$ and a neutron star with mass $1.4 M_{\odot}$. We investigate the merger dynamics of this exotic system and provide information about the connected gravitational-wave and kilonova signals. Our study indicates that current gravitational-waveform models are unable to adequately describe such systems and that phenomenological relations connecting the binary parameters with the ejecta and remnant properties are not applicable to our system. Furthermore, we find a dependence of the kilonova signal on the azimuthal viewing angle due to the asymmetric mass ejection. This first-of-its-kind simulation opens the door for the study of sub-solar mass black hole - neutron star mergers and could serve as a testing ground for future model development.


## I. INTRODUCTION

The first detection of gravitational waves (GWs) from a binary black hole (BBH) merger in 2015 [1] inaugurated a new era in astronomy. Since then, almost one hundred compact binary mergers have been detected, including the observation of a binary neutron star (BNS) system (GW170817) accompanied by electromagnetic (EM) counterparts [2,3] and the black hole - neutron star (BHNS) detection GW200115 [4]. Due to the increasing sensitivity of the existing GW observatories $[5,6]$ and the planned next generation of GW detectors [7-10], we expect to detect many more compact binary mergers in the near future.

Until now, the BHs that have been detected via GWs have masses that are typically larger than those discovered in X-ray binaries [11-16]. The lightest compact object that has been observed via GWs and was very likely a BH, was the secondary component in GW190814 with a mass of about $2.6 M_{\odot}$ [17]. While such light BHs might form through previous compact binary mergers,

[^0]cf. GW170817, there are hardly any astrophysical evolutionary processes that predict the formation of BHs with even smaller masses, in particular with sub-solar mass (SSM). Nevertheless, SSM BHs are of particular interest as they might indicate new formation mechanisms and potentially new physics.

One possible scenario for the formation of SSM BHs is the gravitational collapse of overdensities in the early Universe that could result in primordial $\mathrm{BHs}(\mathrm{PBHs}$ ), e.g., [18-21]. Specifically, these PBHs can form during quantum chromodynamic (QCD) phase transition, producing a population with a peak around $1 M_{\odot}$ [2225]. This formation channel is supported by recent NSBH GW detections [26]. SSM BHs can also form as a result of dynamical capture of small PBHs $\left(10^{-16}<M / M_{\odot}<\right.$ $10^{-7}$ ) by white dwarfs (WDs) or NSs, where a significant part of the compact star matter falls onto the BH [27-30]. This can result in a remnant BH mass of $0.5 M_{\odot}-1.4 M_{\odot}$ after interaction with a WD, which can lead to the formation of a BHNS binary with a SSM BH [31, 32]. Another possible mechanism for SSM BH formation might be gravitational collapse of dark matter halos [33].

So far, searches for compact binaries with at least one SSM component have been unsuccessful in finding any evidence for this class of objects, e.g., [34-38], but similar searches are planned for the next observing runs, and, with increasing sensitivity and redshift reach of the GW detectors, the chances of success are continuously rising.

In light of the large interest in SSM BHs and possible multi-messenger sources, we are focusing in this article on new numerical-relativity (NR) simulations of BHNS systems for which the BH has a SSM, which we are referring to as NSbh hereafter. NSbh simulations could also be of particular interest for the future development of GW models for compact binary systems containing at least one NS since they provide a testing ground for calibration and validation of existing models, e.g., [39-42], outside their original calibration region.

The article is structured as follows. In Sec. II, we discuss the employed numerical methods and highlight changes between our previous BHNS studies $[43,44]$ and this study. In Sec. III, we present the physical configuration that we performed and our simulation results. In Sec. IV, we discuss observable GW and kilonova signatures connected to our simulations. We conclude in Sec. V. Furthermore, in the appendix, among others, we provide information about simulations with a different grid setup and about the input variables for computing the kilonova light curves. Unless otherwise stated, this article uses geometric units, with $c=G=1$ and $M_{\odot}=1$.

## II. METHODS AND SETUPS

In this article, we employ the NR code BAM for our dynamical simulations. Throughout this work, we follow mainly Ref. [43] unless stated otherwise.

## A. Upgrades to use FUKA Initial data

In contrast to Refs. [43, 44], simulations shown in this article use initial data computed with the publicly available FUKA code [45]. FUKA is a spectral solver to construct consistent and constraint-solved initial data using the eXtended Conformal Thin-Sandwich formulation of Einstein's field equations [46-48]. The advantage of FUKA, in comparison to LORENE [49], is that the code allows us to compute initial configurations for a large variety of configurations, including extremely compact, asymmetric, and spinning binaries. Similarly, the code is noticeably more tested than Elliptica [44] and has been employed in numerous other NR studies, e.g., [45, 50-52]. Finally, the usage of FUKA also leads to more accurate initial data, wrt. constraint violations. Due to this improvement, we find that we can perform more reliable simulations with smaller constraint damping parameters ( $\kappa_{1}=0.02, \kappa_{2}=0.0$ ) compared to Ref. [43].

Due to the modular architecture of BAM and FUKA, both codes have been easily extended to load the initial data. For this purpose, the spectral data are imported from FUKA onto BAM's Cartesian grid by first constructing the simulation grid. Then we evaluate the geometric and hydrodynamic fields at these Cartesian coordinates utilizing exporter provided in FUKA. exporter handles the

| EoS | $M_{b}^{\mathrm{NS}}$ | $M_{g}^{\mathrm{NS}}$ | $M / R$ | $M^{\mathrm{BH}}$ | $\chi^{\mathrm{BH}}$ | $d_{0}$ | $e$ | $M \Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SLy | 1.55748 | 1.4 | 0.180 | 0.5 | 0 | 25.1 | 0.019 | 0.0188 |

TABLE I. NSbh physical configuration: the EoS of the NS, its baryonic and gravitational masses, $M_{b}^{\text {NS }}$ and $M_{g}^{\mathrm{NS}}$, its compactness $M / R$, the BH gravitational mass $M^{\mathrm{BH}}$, its dimensionless spin $\chi^{\mathrm{BH}}$, initial coordinate separation $d_{0}$, residual eccentricity $e$ of the system in the initial data, and the initial orbital frequency $M \Omega$. The values are given in geometric units with $c=G=1$ and $M_{\odot}=1$.
excised interior of the BH by filling it with constraintviolating initial data using polynomial extrapolation of the fields outside the horizon.

## B. Tracking the Black Hole

We also modify the tracking method to follow the BH motion, compared to [43]. In Ref. [43], we used the shift $\beta^{i}$ to track the position $x_{\text {punc }}^{i}$ of the puncture by integrating:

$$
\begin{equation*}
\partial_{t} x_{\mathrm{punc}}^{i}=-\beta^{i}\left(x_{\mathrm{punc}}^{j}\right) ; \tag{1}
\end{equation*}
$$

cf. [53]. Here, we track both compact objects (the NS and the SSM BH) by locating the minimum of the lapse within the finest refinement levels that cover each of the compact objects. This approach allows us to set a lower limit on the change in the trajectories that can be tracked, which was not possible with the shift-integrating method used in Ref. [43], as the tracking accuracy is set by the time-step that affects the iterative CrankNicholson (ICN) method. Using the minimum of the lapse allows us to avoid failures in tracking the compact BH close to the merger, where using the ICN method, the puncture was not always located in the center of the finest refinement box due to a too-large integration time step.

## III. NSBH SIMULATION

## A. Configuration

In this work, we study a single physical configuration, in which the SSM BH has a mass of $0.5 M_{\odot}$ and the NS has a gravitational mass in isolation of $1.4 M_{\odot}$; cf. Tab. I. We employ a piecewise-polytropic representation of the SLy equation of state (EoS) [54]. The initial GW frequency for our setup is $M \omega_{22}^{0}=0.0377$, which results in approximately 25 GW cycles from the beginning of the simulation up to the merger; cf. top panel of Fig. 1. The residual eccentricity is $e \approx 0.019$, as visible from the bottom panel of Fig. 1. The estimated eccentricity was calculated following [55], in particular Sec. IV C.

To quantify uncertainties and validate our results, we have performed simulations with six different grid setups,

| Name | $L$ | $L_{\mathrm{mv}}$ | $n$ | $n_{\mathrm{mv}}$ | $h_{7}$ | $h_{10,11}$ | $h_{0}$ | $R_{0}$ | $T_{\mathrm{c}}$ | $N_{\mathrm{c}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{NSbh}_{\mathrm{R} 11}^{\mathrm{L} 11}$ | 11 | 4 | 192 | 96 | 0.188 | 0.023 | 24 | 2316 | 0.19 | 768 |
| $\mathrm{NSbh}_{\mathrm{R} 21}^{\mathrm{L} 1}$ | 11 | 4 | 288 | 144 | 0.125 | 0.016 | 16 | 2312 | 0.62 | 768 |
| $\mathrm{NSbh}_{\mathrm{R} 31}^{\mathrm{L} 11}$ | 11 | 4 | 384 | 192 | 0.094 | 0.012 | 12 | 2310 | 1.58 | 1056 |
| $\mathrm{NSbh}_{\mathrm{R} 1}$ | 12 | 5 | 192 | 96 | 0.188 | 0.012 | 24 | 2316 | 0.41 | 864 |
| $\mathrm{NSbh}_{\mathrm{R} 2}$ | 12 | 5 | 288 | 144 | 0.125 | 0.008 | 16 | 2312 | 1.34 | 1056 |
| $\mathrm{NSbh}_{\mathrm{R} 3}$ | 12 | 5 | 384 | 192 | 0.094 | 0.006 | 12 | 2310 | 4.11 | 1920 |

TABLE II. Grid configurations. The first column gives the configuration name. The next eight columns give the number of levels $L$, the number of moving box levels $L_{\mathrm{mv}}$ (for the BH, only one for NS), the number of points in the nonmoving boxes $n$, the number of points in the moving boxes $n_{\mathrm{mv}}$, the grid spacing $h_{7}(l=7)$ in the finest level covering the NS, the grid spacing $h_{10}(l=10), h_{11}(l=11)$ in the finest level covering the BH , the grid spacing $h_{0}(l=0)$ in the coarsest level, and the outer boundary position $R_{0}$. The grid spacing and the outer boundary position are given in units of $M_{\odot}$. The last two columns show the amount of spent computational time $T_{\mathrm{c}}$ in millions of CPU-hours, and the total number of computational Intel Cascade Lake Platinum 9242 cores at HLRN Lise $N_{\mathrm{c}}$ for each run.
in which we varied the grid spacing and the number of refinement levels surrounding the BH. We use 8 refinement levels to cover the NS for all our simulations, while we use 11 or 12 refinement levels to resolve the BH. This way, the BH is resolved with an 8 or 16 times higher resolution than the NS, respectively. The larger number of refinement levels leads to a drastic increase in the computational costs, cf. [56] and see also the last column in Tab. II. To reduce the computational costs, we use bitant symmetry, i.e., we assume reflection symmetry relative to the equatorial plane, $z=0$.

The additional refinement levels are necessary due to the steeper gradients of the metric components around the puncture compared to the NS. We find more reliable results for the setups in which we use a total of 12 refinement levels to cover the BH.

In the following text, we denote the maximum number of refinement levels as $L$ and refer to a specific refinement level by its order number $l$ starting from the coarsest level with $l=0$. We summarize all grid configurations in Tab. II.

## B. Qualitative Discussion

In Fig. 2, we present 2D snapshots of the density and Hamiltonian constraint for the dynamical evolution of the configuration $\mathrm{NSbh}_{\mathrm{R} 3}$ in the equatorial plane.

At the beginning of the simulation ( $t=0 \mathrm{~ms}$ ), the objects are separated by a coordinate distance of 37.0 km .


FIG. 1. Top panel: Orbits of the compact objects for $\mathrm{NSbh}_{\mathrm{R} 3}$ using the simulation coordinates $(x, y)$. Bottom panel: Initial eccentricity estimate, $e$, using the proper distance separation, $d_{\text {prop }}$, within the first milliseconds of the simulation.

The radius of the NS is $9.1 \mathrm{~km}^{2}$, and is around 15 times larger than the radius of the apparent horizon with 0.6 km . For the Hamiltonian constraint (bottom panel of Fig. 2), we find a specific pattern of the spectral grid used in FUKA, cf. [45]. There, the largest constraint violations reside in the grid cells surrounding the NS and the BH.

The second column of Fig. 2 shows the system at $t=10 \mathrm{~ms}$, i.e., $\sim 3.5$ orbits after the beginning of the simulation. The Hamiltonian constraint violation has significantly decreased compared to the one at the first time step $(t=0 \mathrm{~ms})$. This fact is also visible at Fig. 4 (see for details Sec. III C). We attribute the decrease of the constraint violation to the constraint damping properties of the Z4c evolution scheme [57, 58] that we used for the simulations. Nevertheless, the largest constraint violations happen for the BH , and not for the NS. For the
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FIG. 2. Evolution of the matter density $\rho$ (top row) and the Hamiltonian constraint $|\mathcal{H}|$ (bottom row) at the beginning of the simulation, inspiral, merger, and post-merger, respectively for $\mathrm{NSbh}_{\mathrm{R} 3}$. The white circle on the density plots represents the apparent horizon of the BH . The values are computed for $l=5$, where both compact objects are covered by the same refinement level.
regions outside the BH or NS, there are circular structures propagating outwards. Around the NS, there is a cross-shaped grid artifact, which appears due to our choice of Cartesian coordinates.

At the time $t=32 \mathrm{~ms}$, we see that the NS undergoes tidal disruption, and accordingly, the Hamiltonian constraint violation increases during that time.

In the last column, we show the system at $t=36 \mathrm{~ms}$, when a torus has formed and the Hamiltonian constraint violation is again reduced. As in all the cases before, the highest Hamiltonian constraint violation occurs for the BH.
To further illustrate the dynamics of the system, we produce a three-dimensional (3D) visualization of the matter density evolution for the entire simulation $\mathrm{NSbh}_{R 2}$ for which we output 3D data [59]. The notable frames are outlined in Fig. 3: mass transfer $(t=31 \mathrm{~ms})$, merger ( $t=32 \mathrm{~ms}$ ), and torus formation ( $t=35 \mathrm{~ms}$ ).

In the early inspiral, there is effectively no mass transfer onto the BH , and the NS is being tidally deformed. The mass transfer commences at around $t=29 \mathrm{~ms}$ and is depicted in-progress at $t=31 \mathrm{~ms}$ on the first panel.

Soon after the mass transfer, at $t=32 \mathrm{~ms}$ (second panel), the NS is tidally disrupted and twisted around the BH , while most of the matter rapidly falls into the BH . Once the remaining material makes its first orbit around the BH , it forms a torus. At that time, the torus still has a density of $\sim 3 \times 10^{13} \mathrm{~g} \mathrm{~cm}^{-3}$. Then, it begins to expand (see the video, [59]) at roughly $t=34 \mathrm{~ms}$ and its density drops to $\sim 1.4 \times 10^{12} \mathrm{~g} \mathrm{~cm}^{-3}$ by $t=38 \mathrm{~ms}$.

On the third panel, the stable yet expanding torus
is shown at $t=35 \mathrm{~ms}$. From then onward, a steady accretion onto the BH occurs at a rate of around $10^{-3} \mathrm{M}_{\odot} \mathrm{ms}^{-1}$ (see also Sec. IIID). As can be seen in the video, the BH experiences a noticeable kick after the merger. We measure its recoil velocity in the simulation coordinates to be about $1140 \mathrm{~km} \mathrm{~s}^{-1}$ by performing a linear fit for the radial coordinate of the BH puncture after $t=34 \mathrm{~ms}$.

## C. Monitoring the quality of the simulation

To test the validity of the results, we monitor the vital metrics of the system during the simulation.

In the first two panels of Fig. 4, we plot $L^{2}$ norms of the Hamiltonian constraint and momentum constraint. Both norms have their highest values at the beginning of the simulation and decrease soon after 4 ms until 10 ms , after that staying roughly constant throughout the inspiral. For the Hamiltonian constraint, as discussed above in relation to Fig. 2, it increases at the time of the merger. We attribute this behavior to the tidal disruption and mass transfer. In contrast, the momentum constraint drops at the time of the merger due to the infall of the matter carrying momentum into the BH .
The Hamiltonian constraint decreases with higher resolution. This is a clear indicator of the convergence of the evolution scheme, as well as its constraint-damping properties. Meanwhile, the momentum constraint remains roughly constant across all resolutions.
In the third panel, we show the relative difference of


FIG. 3. Matter density distribution of $\mathrm{NSbh}_{\mathrm{R} 2}$ in 3D for three stages: mass transfer, merger, and disk formation. The grey sphere represents the apparent horizon of the BH. The full-length animation for the simulation is available at [59].
the total baryonic mass $M_{b}$ from its initial value, which demonstrates its conservation throughout the simulation. From $t=0 \mathrm{~ms}$ until $t \approx 20 \mathrm{~ms}$, the baryonic mass experiences a linear loss due to numerical errors. The mass loss error stays below $0.015 \%$ until the beginning of the mass transfer ( $t=27 \mathrm{~ms}$ ), after which most of the baryonic mass falls into the BH .

## D. Post-Merger

We continue the simulations up to $\sim 7 \mathrm{~ms}$ after the merger. The post-merger properties are summarized in Tab. III. To characterize the remnant, we compute the BH mass based on its apparent horizon to be $M_{\mathrm{BH}} \approx 1.8 M_{\odot}$ and its dimensionless spin $\chi_{\mathrm{BH}} \approx 0.60$. These values are in a good agreement with previous studies and fitting formulas for BBH remnants. In particular, we computed the expected remnant mass and dimensionless spin for the NRSur7dq4Remnant [60] model using surfinBH [61] that resulted in $M_{\mathrm{BH}}=1.84 M_{\odot}$ and $\chi_{\mathrm{BH}} \approx 0.56$, which is a more massive and slowerspinning remnant than in this study. Furthermore, we used the model to compute the expected recoil velocity resulting in $\sim 170 \mathrm{~km} \mathrm{~s}^{-1}$. Since the model assumes two BHs and not a NS as a secondary companion, we can consider this value as an upper limit of the GW kick contribution, as our NSbh simulation merges earlier than a comparable BBH system with two BH of the same mass. Consequently, less momentum is emitted by GWs. However, the recoil velocity determined from our simulation is around $1140 \mathrm{~km} \mathrm{~s}^{-1}$, i.e., more than six times larger, see Sec. III B. This suggests that the kick is mainly caused by the ejected matter and not by the radiated linear momentum by the GWs. To verify this, we computed the net linear momentum of the ejected material. More explicitly, we use the 3D ejecta data from $\mathrm{NSbh}_{\mathrm{R} 2}$ on $l=1$ at the last time step, i.e., 39.16 ms . At this time, the mass-weighted averaged velocity of the ejecta is $0.16 c$,
due to the asymmetric mass ejection. Combining the ejecta contribution and the previously computed contribution of the asymmetric GW emission is sufficient to explain a recoil velocity for the BH of about $1100 \mathrm{~km} \mathrm{~s}^{-1}$, which is in almost perfect agreement with the remnant velocity after the merger.

We evaluated the properties of the ejecta and the mass of the disk on $l=1$. To select the matter that is gravitationally unbound from the system, we use the geodesic criterion of $u_{t}<-1$, where $u_{t}$ is the time component of four-velocity, and demand a positive radial velocity. We denote hereafter the unbound matter with sub-index $u$, e.g., the unbound rest-mass density $D_{u}{ }^{3}$. That way, the mass of the ejecta and the disk are defined as:

$$
\begin{equation*}
M_{\mathrm{ejecta}}=\int D_{u} d^{3} x, \quad M_{\mathrm{disk}}=\int D d^{3} x-M_{\mathrm{ejecta}} \tag{2}
\end{equation*}
$$

We show the time evolution of the total baryonic, the ejecta, and the disk masses in Fig. 5. The values converge at roughly the same values for all resolutions. Specifically, we find the total rest-mass of $\sim 0.06 M_{\odot}$, the ejecta mass of $\sim 0.04 M_{\odot}$, and the disk mass of $\sim 0.02 M_{\odot}$ at about 7 ms after the merger. Thereby, the disk mass decreases with time due to accretion onto the BH and mass ejection. We show the evolution of the derivative of the disk mass in the lower panel of Fig. 5, which we consider as an upper bound of the accretion rate. In the range between 34 ms and 39 ms , i.e., about 2.5 ms and 7.5 ms after the merger, we get values in the order of $10^{-3} \mathrm{M}_{\odot} \mathrm{ms}^{-1}$.

To compare our results with other studies, we used our initial parameters for the BH and the NS in several fitting formulas for the ejecta and disk masses of BHNS mergers, e.g., [62-64], although the formulas do not cover our
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FIG. 4. Evolution of selected metrics for $\mathrm{NSbh}_{\mathrm{R} 1}, \mathrm{NSbh}_{\mathrm{R} 2}$, and $\mathrm{NSbh}_{\mathrm{R} 3}$ at $l=2$. Here, $\|\mathcal{H}\|_{2}$ is the $L^{2}$ volume norm of the Hamiltonian constraint, $\|\overrightarrow{\mathcal{M}}\|_{2}$ is the Euclidean norm of the $L^{2}$ volume norms of the Cartesian components of the momentum constraint, $\|\overrightarrow{\mathcal{M}}\|_{2}=\left[\sum_{i \in\{x, y, z\}}\left\|\mathcal{M}^{i}\right\|^{2}\right]^{\frac{1}{2}}$, $M_{b} / M_{b, 0}-1$ is the relative difference of the total baryonic mass $M_{b}$ from its initial value $M_{b, 0}$, and $M_{\mathrm{BH}}$ is the mass of the BH . The values for $\|\mathcal{H}\|_{2}$ and $\|\overrightarrow{\mathcal{M}}\|_{2}$ were smoothed out with 1st-order Savitzky-Golay filter with the window length of 150 samples.
parameter range. Therefore, it is not surprising that the results of the models do not agree with our simulations since they are employed well outside their calibration region. Hence, further numerical-relativity simulations in larger regions of the parameter space are needed for calibration and extension of the models to enable their usage for the interpretation of EM signatures connected to NSbh mergers.

| Name | $M_{\mathrm{BH}}\left[\mathrm{M}_{\odot}\right]$ | $\chi_{\mathrm{BH}}$ | $M_{\text {ejecta }}\left[\mathrm{M}_{\odot}\right]$ | $M_{\text {disk }}\left[\mathrm{M}_{\odot}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{NSbh}_{\mathrm{R} 1}$ | 1.814 | 0.59529 | 0.045 | 0.019 |
| $\mathrm{NSbh}_{\mathrm{R} 2}$ | 1.816 | 0.59716 | 0.043 | 0.019 |
| $\mathrm{NSbh}_{\mathrm{R} 3}$ | 1.819 | 0.59763 | 0.042 | 0.018 |

TABLE III. Properties of the remnant: configuration name, the gravitational mass of the $\mathrm{BH} M_{\mathrm{BH}}$, its dimensionless spin parameter $\chi_{\mathrm{BH}}$, mass of the ejected material $M_{\text {ejecta }}$, and the mass of the disk (torus) surrounding the $\mathrm{BH} M_{\text {disk }}$. The quantities are extracted $\sim 7 \mathrm{~ms}$ after the merger from $l=1$.


FIG. 5. Top panel: Evolution of the rest-mass of each simulation. The results are extracted at $l=1$. Solid lines show the total rest-mass $M_{\text {total }}$, dashed lines the ejected mass $M_{\text {ejecta }}$, and faint lines the disk mass $M_{\text {disk }}$. Bottom panel: The accretion rate, i.e., reduction of the disk mass extracted at $l=1$. We show the corresponding merger times as thin vertical lines in the background of both panels. The values for the accretion rate were smoothed out with 1st-order Savitzky-Golay filter with the window length of 10 samples.

## IV. OBSERVABLE SIGNATURES

## A. Gravitational-wave emission

In the following discussion, we extract GW signal at the radius $r_{\text {extr }}=1200$ and in retarded time coordinate $u$, defined as

$$
\begin{equation*}
u=t-r_{\mathrm{extr}}-2 M \ln \left[\frac{r_{\mathrm{extr}}}{2 M}-1\right], \tag{3}
\end{equation*}
$$



FIG. 6. Top panel: Real part of the $(2,2)$-mode of the GW strain, $r h_{22}$, against the retarded coordinate time $u$ for all resolutions of the NSbh system with 12 levels. Bottom panel: Convergence for the GW (2,2)-mode. We show the phase differences between different resolutions (solid lines) and the rescaled phase difference assuming fourth-order convergence (dashed line). The vertical lines in the plot indicate the merger time.
where $t$ is the simulation time and $M$ is the total mass of the system.

In the top panel of Fig. 6, the real part of the (2,2)mode of the GW strain $r h_{22}$ is plotted against the retarded coordinate time $u$ for $L=12$ and all resolutions. The configurations with lower resolutions result in earlier merger times. This is caused by the additional numerical dissipation for low-resolution setups, e.g., [65]. To check the convergence of the GW signals, we plot the phase differences (bottom panel of Fig. 6) between the different resolutions as well as the rescaled phase difference between the two highest resolutions assuming fourth-order convergence (dashed line). Notice that this rescaled phase difference $|\Delta \phi| 4$ th (R2, R3) behaves similarly to that of $\Delta(\mathrm{R} 1, \mathrm{R} 2)$, though there are noticeable differences near the beginning (and at the very end) of the simulation. Nevertheless, this is in contrast with the convergence failure of the BHNS simulations in Ref. [43] and demonstrates that the FUKA initial data solves this convergence issue. In contrast to BNS simulations done with BAM for which we find only second-order convergence when we employ the WENOZ limiter [66], which is also employed here, we find a higher convergence order. This indicates that the leading order error is not connected to the hydrodynamical evolution of the matter, but to the simulation of the puncture. This assumption is further supported by the investigations performed in Appendix C where we investigate the performance of simulations with 11 levels covering the $\mathrm{BH}(L=11)$. However, further tests


FIG. 7. Top panel: The NR-simulated NSbh waveform compared with the IMRPhenomD_NRTidalv2 model, for the same configuration. The two dashed vertical lines in the early inspiral constitute the alignment window, while the merger is indicated by a solid black line. Note that IMRPhenomD_NRTidalv2 yields a shorter waveform than the NSbh simulation. Bottom panel: The phase differences between the NR and model waveforms. The dark-gray band corresponds to the error or phase difference between the highest and second-highest resolutions of the $L=12$ simulation, while the light-gray band corresponds to the phase difference between the highest resolutions of the $L=12$ and $L=11$ simulations. There is a noticeable deviation beyond the maximum tolerance (light gray band) before the alignment window; significant dephasing also occurs beyond the alignment window, up to $\mathcal{O}[10]$ rad near the merger.
for a larger set of binary parameters are necessary to confirm this hypothesis.

After assessing the accuracy of the GW signal, we compare the resulting waveform to existing GW waveform models. Most models assume that the BH mass is the primary mass and must be greater than the NS mass. Some existing BHNS models, such as IMRPhenomNSBH [41] and SEOBNRv4T_ROM_NRTidalv2_NSBH [67], explicitly prohibit BH masses smaller than the NS mass. Other models, such as IMRPhenomD_NRTidalv2 [68, 69], may not yield a reliable waveform even if they do not explicitly prohibit it.

To demonstrate this, we provide a comparison between the highest resolution in the $L=12$ simulations $\left(\mathrm{NSbh}_{\mathrm{R} 3}\right)$ with IMRPhenomD_NRTidalv2 [69], which is invoked using LALSuite [70]. IMRPhenomD_NRTidalv2 uses a closed-form, analytical expression of the tidal contributions of a binary system that is calibrated to NR data [68, 69], which is then added to the phase of a BBH baseline model [71]. For our comparison, we align the NR waveform with the model waveform by finding the appropriate time and phase shifts $\delta t, \delta \phi$ that minimize
the integral

$$
\begin{equation*}
\mathcal{I}(\delta t, \delta \phi)=\int_{t_{1}}^{t_{2}} d t\left|\phi_{\mathrm{NR}}(t)-\phi_{\mathrm{Model}}(t+\delta t)+\delta \phi\right|, \tag{4}
\end{equation*}
$$

over some chosen frequency interval or alignment window, typically near the beginning of the NR waveform [72].

The result is shown in the top panel of Fig. 7, with the dashed vertical lines corresponding to the alignment window, and the solid black vertical line corresponding to the merger in the NR simulation. The top panel contains the comparisons of the waveforms for the duration of the simulation; the bottom panel indicates the corresponding phase differences between the waveform model and $\mathrm{NSbh}_{\text {R3 }}$. The dark-gray band corresponds to the error or phase difference between the highest and second-highest resolutions with $L=12, \Delta\left(\mathrm{NSbh}_{\mathrm{R} 3}-\mathrm{NSbh}_{\mathrm{R} 2}\right)$, while the light-gray band corresponds to the phase difference between the highest resolutions of the $L=12$ and $L=11$ simulations, $\Delta\left(\mathrm{NSbh}_{\mathrm{R} 3}-\mathrm{NSbh}_{\mathrm{R} 3}^{\mathrm{L} 11}\right)$.

Comparing with IMRPhenomD_NRTidalv2, we note that the tidal effects seem greater than in the NR simulation, as seen by the shorter duration to the merger of the model. Furthermore, the value obtained from the merger frequency function $f_{\text {merger }}$, which scales as $f_{\text {merger }} \propto 1 / \sqrt{q}$, is attained earlier in the evolution so that the IMRPhenomD_NRTidalv2 waveform gets tapered before the merger of the NR waveform. Overall, similar observations remain true also for other waveform models such as SEOBNRv4T [73] or TEOBResumS [74], which we have tested as well.

There is a noticeable amount of dephasing before and after the alignment window, beyond the limits of the estimated numerical uncertainty. Within the alignment window, the dephasing oscillates in and out of the dark gray band, which can be attributed to the eccentricity of our system. There is a considerable amount of dephasing $|\Delta \phi|$ starting at $u \sim 11 \mathrm{~ms}$ (which can also be seen in the top panel as IMRPhenomD_NRTidalv2 dephase from NSbh) in the phases from the resolution error $\Delta\left(\mathrm{NSbh}_{\mathrm{R} 3}-\mathrm{NSbh}_{\mathrm{R} 2}\right)$ which increases as we approach the merger time up to $|\Delta \phi| \sim \mathcal{O}(10 \mathrm{rad})$. This relatively large dephasing before and after the alignment window still persists despite numerous attempts to change the size of the window or its location entirely. This implies that more accurate models are needed to describe a system consisting of a NS and a SSM BH by properly taking into account the contribution of the tidal effects into the GW phase and the merger frequency.
For completion, we also do the same analysis for the simulation with level $L=11\left(\mathrm{NSbh}_{\mathrm{R} 3}^{\mathrm{L} 11}\right)$, and the results are shown in Appendix C. Interestingly, the $L=$ 11 NR waveform is shorter than the $L=12$ waveform, making the merger time similar to the one for IMRPhenomD_NRTidalv2. We also note that in this case, all the phase differences fall within the dark gray resolution error $\Delta\left(\mathrm{NSbh}_{\mathrm{R} 3}-\mathrm{NSbh}_{\mathrm{R} 2}\right)$. Note, however, that
the error here between the resolutions is larger than that of $L=12$, and is around twice in value near the merger.

## B. Kilonova Light-Curves

To analyze the kilonova signal associated with our NSbh simulation, we perform radiative transfer simulations using the 3D Monte Carlo code POSSIS [75]. Specifically, we use the latest version of the code [76] that employs heating-rate libraries [77], thermalization efficiencies [78] and wavelength- and time-dependent opacities [79] that depend on local properties of the ejecta as density, temperature, $Y_{\mathrm{e}}$, and velocity. We extract the ejecta at $\sim 8 \mathrm{~ms}$ after the merger from the $\mathrm{NHbh}_{\mathrm{R} 2}$ simulation and use it as input to POSSIS (see Appendix D). The light curves are presented in Fig. 8. We show the light curves in optical and infrared bands as well as the bolometric luminosity $L_{\text {bol }}$. While the light curves in the infrared peak (about -15 mag ) after about 2 to 3 days and decrease sharply after about 10 days, the light curves in the optical bands are much fainter (about -12 mag to -13 mag at 1 day after the merger) and decline quite early. Since the numerical noise for the optical light curves is relatively high, we will focus our discussion mostly on the J, H , and K bands. These light curves are the more prominent ones, because we consider only the dynamical ejecta which is lanthanide-rich (see Appendix D) and thus cause the emission to peak in infrared bands. Other ejecta components which form at later time scales and may shine more in optical filters are neglected at this point. We note that POSSIS assumes a homologous expansion to model the outflowing material, which, however, may not be present already at 8 ms after the merger [80-82].

Nevertheless, we use our simulations to investigate the angular dependence of the light curves. In our simulations, the ejecta is fairly asymmetric, as shown in Fig. 2 (and in Appendix D). While only a few studies carried out full 3D radiative transfer calculations [82-84], most kilonova light curve models are restricted to spherical or axial symmetry, e.g., [76, 80, 81, 85-90]. Utilizing 3D simulations of POSSIS, we investigate differences in the light curves originating from the deviations of axisymmetry. To do that, we consider different azimuthal observation angle $\Phi$, going from $0^{\circ}$ to $360^{\circ}$ starting from the positive $x$ axis, and polar observational angle $\Theta$, going from $0^{\circ}$ to $90^{\circ}$ starting from the positive $z$-axis. Fig. 8 shows deviations from about 1 mag up to 2 mag for the different observation angles. Compared to light curves for the other $\Phi$ angles the light curves for $\Phi=90^{\circ}$ are brighter, have a later peak, and yet decrease faster. In contrast, the light curves for $\Phi=270^{\circ}$ are compared to the others less bright, peak earlier, yet decrease more slowly. Both correspond to the $y-z$ plane of our simulation, but along different directions, specifically $\Phi=90^{\circ}$ corresponds to the positive $y$ axis and $\Phi=270^{\circ}$ to the negative $y$ axis. We explain the bright light curves for $\Phi=90^{\circ}$ by the denser and faster material emitted in this


FIG. 8. Top panels: Light curves for the $\mathrm{NSbh}_{\mathrm{R}_{2}{ }^{2}}$ simulation for the g , r, i, z, J, H, and K frequency bands at different observation angles $\Phi$ and $\Theta$. We show in faint lines the light curves for the variation of $\Theta$ from $\cos \Theta=0$ to $\cos \Theta=1$ in 0.1 steps and additionally, in grey lines, the light curves for $\Theta=0^{\circ}$ and $\Phi=0^{\circ}$. Below each light curve plot, we show the differences between the light curves for different observation angles compared to the curve observed at $\Phi=0^{\circ}$ and $\Theta=0^{\circ}$. Bottom panel: Bolometric light curves for the NSbh ${ }_{R 2}$ simulation at different observation angles $\Phi$ and $\Theta$. The deposition curve, based on the amount of energy available, is shown in dashed line.
${ }^{\text {a }}$ We use $\mathrm{NSbh}_{\mathrm{R} 2}$ instead of the higher resolution $\mathrm{NSbh}_{\mathrm{R} 3}$ because we did not store all relevant 3D data for this simulation.
direction (see Appendix D). In the opposite direction associated with $\Phi=270^{\circ}$, we have less and slower ejecta compared to the average, which explains the fainter light curves here.

Regarding the $\Theta$-dependence, we observe the tendency that light curves for small polar angles are brighter than in the equatorial plane, except for the $\Phi=90^{\circ}$ light curves (compare in Fig. 8 the curve for the bolometric luminosity in the pole with $\Theta=0^{\circ}$, i.e., the gray curve, with the ones in the equatorial plane with $\Theta=90^{\circ}$, i.e., the blue, orange, green, and cyan curves). Since most of the mass is concentrated around the merger plane and photons can travel more freely to higher latitudes, we also expect brighter light curves at the pole. However, the $\Phi=90^{\circ}$ light curves deviate from this behavior. In the first 4 days after the merger, the bolometric luminosity for $\Theta=90^{\circ}$ is higher than for $\Theta=0^{\circ}$. For a correct interpretation of this behaviour, we show intensity maps in Fig. 9 from the perspective of an observer at the pole and at the four different angles in the equatorial plane for 1 day after the merger. The intensities are computed in the $(6000-8000) \AA$ band and are integrated along the line of sight from each region of the ejecta to generate these maps representing what an observer would see if it were possible to resolve the ejecta. The maps demonstrate that the radiation observed in the equatorial plane for $\Phi=90^{\circ}$ is much stronger than for the pole or the other observation angles. This contrasts the intensities for $\Phi=270^{\circ}$ in the equatorial plane, which are much lower. We explain this by the high-velocity material along the line of sight at this observation angle. At early times, the emission originates mainly from the outermost regions of the ejecta. Thus, this emission comes from the front of the fast-moving part of the ejecta. On later time scales, radiation from deeper regions also becomes visible. Because this emission can escape more easily toward the pole than along the equatorial plane, the bolometric luminosity for $\Phi=90^{\circ}$ becomes then higher for smaller polar angles, see Fig. 8.

The results show that in our case an axisymmetric assumption would be rather broad and would lead to systematic uncertainties of $\sim 1 \mathrm{mag}$. The secondary ejecta is expected to spread more isotropically and would therefore contribute to a more axisymmetric distribution of the total ejecta. We, therefore, expect that by including this component, the differences in the light curves for different $\Phi$ angles will generally decrease.

## V. CONCLUSION

Despite the interest in the search for sub-solar-mass black holes, there has not been any numerical-relativity simulation of such a black hole merging with a neutron star. This lack of simulations was mainly due to issues with the construction of initial data for such a system and the high computational costs of performing its dynamical evolution. In this work, we overcame these issues


FIG. 9. Luminosity maps as seen by observers from the pole with $\Theta=0^{\circ}$ and from the four angles $\Phi=0^{\circ}, \Phi=90^{\circ}$, $\Phi=180^{\circ}$ and $\Phi=270^{\circ}$ in the equatorial plane with $\Theta=90^{\circ}$. The maps show the luminosity from each region of the ejecta integrated along the line of sight and are calculated in $(6000-8000) \AA$ band at 1 day after the merger. An animation of this figure for the first 10 days after the merger is available at [91].
and performed, up to our knowledge, the first numericalrelativity simulations of a system composed of a neutron star and a sub-solar-mass black hole.

In contrast to our previous studies, where we used LORENE or Elliptica, we used the initial data code FUKA, which allowed us to construct such an exotic configuration. We have simulated this system with a total of six different grid setups and have studied the accuracy of our simulation, finding a mass conservation of $\sim 2 \times 10^{-5}$ for the baryonic mass and the horizon mass of the black hole and Hamiltonian constraint violations of the order of $\sim 10^{-8}$. Due to the large mass ratio of the system, we find the ejecta mass of the order of $4 \times 10^{-2} M_{\odot}$ and the disk mass of $2 \times 10^{-2} M_{\odot}$. These findings are consistent across resolutions but noticeably outside of predictions using phenomenological relations for the ejecta and disk mass that are derived from typical black hole-neutron star simulations with stellar-mass black holes.

We also computed the gravitational-wave signal connected to the simulation of our system and, as for the disk and ejecta properties, found the existing gravitationalwave models performing poorly in this region of the parameter space. Hence, for a search for similar systems using gravitational-wave observations, further waveform development work is needed.

Finally, investigating the light curves of kilonova from the dynamically ejected matter, we found that the ejected
material is not axisymmetric, which leads to differences of up to 2 magnitudes in the infrared bands depending on the polar and azimuthal viewing angle.

Overall, we hope that our simulations can serve as the first testing ground for future gravitational-wave and electromagnetic modeling of sub-solar-mass black holeneutron star mergers. However, more simulations for various mass ratios, equations of state, and spins are needed to draw a more complete picture.
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## Appendix A: Mass convergence across different resolutions

In this section, we compare the evolution of the masses of the compact objects across different setups that share the same highest grid resolution covering the interior of each object.

In the top three panels of Fig. 10, we compare the baryonic mass evolution inside a sphere of coordinate radius $R_{\text {sphere }}=14.0 \mathrm{~km}$ around the NS for the configurations with matching resolutions of the grid covering the NS. There are three such pairs, see Tab. II. For the most of the inspiral, up until around $t=15 \mathrm{~ms}$, baryonic mass undergoes consistent evolution regardless of presence of an additional refinement level around the BH , confirming the correctness of the employed evolution scheme. After the beginning of the mass transfer (which is different across the setups, see Sec. III C), the baryonic mass starts to rapidly leave the aforementioned sphere at considerably higher rate than the mass loss due to numerical error.

We perform similar analysis for the mass of the BH. In the bottom panel of Fig. 10, we compare the configurations with matching resolutions of the grid covering the BH. There is only one such combination of NSbh con-
figurations, i.e., $\mathrm{NSbh}_{\mathrm{R} 3}^{\mathrm{L} 11}$ and $\mathrm{NSbh}_{\mathrm{R} 1}$, see Tab. II. As in the case of the NS mass, the BH mass evolves consistently across different setups for the duration of the inspiral and until the mass transfer into the BH sets in. This fact indicates that the evolution scheme is performing consistently across different grid setups.


FIG. 10. Top three panels: Evolution of the baryonic mass $M_{b}$ inside a sphere of coordinate radius of 14.0 km around the NS relative to its initial value $M_{b, 0}$. Each panel compares the same resolutions of the grid covering the NS across different resolutions of the grid around the BH. To make them comparable, the plotted values are rescaled with corresponding error scaling factors. The values are evaluated at $l=7$. Bottom panel: Evolution of the BH mass $M_{\mathrm{BH}}$ relative to its initial mass $M_{\mathrm{BH}, 0}$ for the same resolutions of the grid covering the BH and different resolutions of the grid covering the NS.


FIG. 11. Evolution of selected metrics for the configurations $\mathrm{NSbh}_{\mathrm{R} 1}^{\mathrm{L} 11}, \mathrm{NSbh}_{\mathrm{R} 2}^{\mathrm{L} 11}$, and $\mathrm{NSbh}_{\mathrm{R} 3}^{\mathrm{L} 11}$ at $l=2$. Here, $\|\mathcal{H}\|_{2}$ is the $L^{2}$ volume norm of the Hamiltonian constraint, $\|\overrightarrow{\mathcal{M}}\|_{2}$ is the Euclidean norm of the $L^{2}$ volume norms of the Cartesian components of the momentum constraint, $M_{b} / M_{b, 0}-1$ is the relative difference of the total baryonic mass $M_{b}$ from its initial value $M_{b, 0}$, and $M_{\mathrm{BH}}$ is the mass of the black hole. The values for $\|\mathcal{H}\|_{2}$ and $\|\overrightarrow{\mathcal{M}}\|_{2}$ were smoothed out with 1st-order Savitzky-Golay filter with the window length of 150 samples.

## Appendix B: Convergence metrics for $L=11$ runs

We plot in Fig. 11 metrics similar to Fig. 4 for the $L=11$ runs. Both $L=11$ and $L=12$ runs have identical Hamiltonian constraint evolution up until $\sim 4 \mathrm{~ms}$. After that, the Hamiltonian constraints for $L=11$ decrease to about $10^{-8}$, an order of magnitude higher than $L=12$ runs, while this value is higher for progressively lower resolutions. At the time of the merger, $L=11$ runs experience significantly higher Hamiltonian constraint vi-
olations when compared to $L=12$ runs.
The momentum constraint remains on the same order of magnitude as for $L=12$ runs, though is generally slightly higher at the merger than for $L=12$.

Finally, the BH experiences linear mass loss at the early inspiral (before $t=20 \mathrm{~ms}$ ) at higher rates for progressively lower resolutions. For a more detailed comparison of the baryonic mass behavior, see Appendix A.

## Appendix C: Gravitational Wave Signals and Comparisons for $L=11$

In this section, we perform the convergence analysis of the simulated NSbh waveforms at different resolutions for $L=11$. The main results are shown in Fig. 12. Note the failure of the waveforms to converge properly in the last quarter of the simulation. Nevertheless, the overall behavior is still significantly better than the one found in Ref. [43].

We also compare the highest-resolution waveform for $L=11$ (NSbh ${ }_{\mathrm{R} 3}^{\mathrm{L} 11}$ ) with IMRPhenomD_NRTidalv2, and the results are shown in Fig. 13. Curiously, the NR waveform is of similar length to the model waveform, and the behavior of the phase difference is such that it falls within the tolerance given by the two highest resolutions in this level, $\Delta\left(\mathrm{NSbh}_{\mathrm{R} 3}-\mathrm{NSbh}_{\mathrm{R} 2}\right)$. Further simulations will be needed to understand if this is a pure coincidence or has a more profound meaning.

## Appendix D: Input for Radiative Transfer Simulations with POSSIS

To produce the kilonova light curves, we use the Monte Carlo radiative transfer code POSSIS [75, 76]. POSSIS allows for using 3D ejecta data as input to generate a grid. The required input data represents a snapshot of the ejecta at a reference time $t_{0}$ and includes the density and electron fraction of the ejected material. We use here the unbound rest-mass density $D_{u}$. For the performed NSbh simulation, the electron fraction $Y_{e}$ is not available since it is not evolved for piecewise polytrope EoSs. The evolution of $Y_{e}$ using tabulated EoS was implemented in BAM only after our simulation had begun; cf. [92]. Hence, we determine the electron fraction $Y_{e}$ by considering an entropy indicator $\hat{S}=p / p(T=0)$. In general, the entropy indicator $\hat{S}$ is high when the thermal component of the pressure $p_{\text {th }}$ is high. Therefore, we assume a higher $\hat{S}$ for ejecta caused by shock heating than for ejecta caused by tidal disruption. Accordingly, we set a higher or lower electron fraction $Y_{e}$; similar to previous studies where we used POSSIS to compute light curves from BAM data (see, e.g., [82]), we choose a threshold $\hat{S}_{\mathrm{th}}=50$ and set the electron fraction of grid cells with $\hat{S}>\hat{S}_{\text {th }}$ to $Y_{e}=0.3$ and for $\hat{S}<\hat{S}_{\mathrm{th}}$ to $Y_{e}=0.15$. Since tidal disruption is the main source of ejecta for NSbh merger, the majority of the grid cells have $Y_{e}$ set to the lower value. In Fig. 14,


FIG. 12. Top panel: Real part of the (2,2)-mode of the gravitational wave strain, $r h_{22}$, as a function of the retarded time $u$ for all resolutions of the NSbh system with 11 levels. Bottom panel: Convergence for $(2,2)$-mode of the GW strain. We show the phase differences between different resolutions (solid lines) and the rescaled phase difference, assuming fourth-order convergence (dashed line). The vertical lines in the plot indicate the merger time. The phase difference between different resolutions is at least one order of magnitude higher than the ones found in the 12-level simulations.


FIG. 13. Top panel: The simulated $\mathrm{NSbh}_{\mathrm{R} 3}^{\mathrm{L} 11}$ waveform compared with the IMRPhenomD_NRTidalv2 model. Bottom panel: The phase differences between the NR simulation and waveform model. There is a noticeable deviation beyond the estimated uncertainty (light-gray band) at earlier times in the simulation before the alignnment window. The phase difference is within the dark-gray resolution error $\Delta\left(\mathrm{NSbh}_{\mathrm{R} 3}-\mathrm{NSbh}_{\mathrm{R} 2}\right)$.


FIG. 14. Maps of matter density $\rho$, electron fraction $Y_{e}$, and temperature $T$ in the $v_{x}-v_{y}$ plane (top row), the $v_{x}-v_{z}$ plane (middle row) and in the $v_{y}-v_{z}$ plane (bottom row). The maps show the configuration after 1 day of homologous expansion and represent the input data for the radiative transfer simulations with POSSIS extracted from NSbh $\mathrm{N}_{2}$ of $l=1$ at 39.16 ms , i.e., about 8 ms after the merger. We mark chosen viewing angles we used for the light curves in Fig. 8 in the respective colors, i.e., blue for $\Theta=90^{\circ}$ and $\Phi=0^{\circ}$, orange for $\Theta=90^{\circ}$ and $\Phi=90^{\circ}$, green for $\Theta=90^{\circ}$ and $\Phi=180^{\circ}$, cyan for $\Theta=90^{\circ}$ and $\Phi=270^{\circ}$, and gray for $\Theta=0^{\circ}$ and $\Phi=0^{\circ}$.
maps of density, electron fraction, and temperature used as input for POSSIS are shown in the $x-y, x-z$, and $y-z$ plane.

The grid is evolved for each time step $t_{j}$ following a homologous expansion: the velocity $\mathbf{v}_{i}$ of each fluid cell $i$ remains constant, while the grid coordinates evolve for each time step by $\mathbf{r}_{i j}=\mathbf{v}_{i}\left(t_{j}-t_{\text {merger }}\right) /\left(t_{0}-t_{\text {merger }}\right)$.

At each time step, POSSIS generates photon packets and propagates them throughout the ejecta material. Each packet is assigned energy, frequency, and propagation direction. The initial energy is determined by adopting heating rates libraries from [77] and thermalization efficiencies calculated as in [78, 93]. The total energy is then divided equally among all generated photon packets. The initial frequency of each photon packet is obtained by sampling through the thermal emissivity following Kirchhoff's law. We use bound-bound and electron-scattering
opacities from [79] and, specifically, wavelength- and time-dependent opacities $\kappa_{\lambda}\left(\rho_{i j}, T_{i j}, Y_{e, i j}\right)$ as a function of local densities $\rho_{i j}$, temperatures $T_{i j}$, and $Y_{e, i j}$ within the ejecta. For propagating the photon packets through the ejecta, interactions such as electron-scattering and bound-bound absorption are considered, which change the properties of the respective photon packet. Finally, synthetic observables such as flux and polarization spectra are calculated "on the fly" using an event-based technique for different observation angles [94]. For more detailed information, see [75, 76]. The radiative transfer simulations are performed with a total of $N_{\mathrm{ph}}=10^{6}$ photon packets.

## Appendix E: Carbon footprint

We provide a rough estimate of the amount of greenhouse gas emissions produced by this work. To calculate those, we use the Thermal Design Power (TDP) of the CPU cores assuming that it dominates the total node energy consumption. TDP is only an order-of-magnitude indicator, while in reality, the CPU clock frequency is adjusted and other power-saving mechanisms might be in place, cf. [95].

For the NSbh evolution runs with BAM, we used Lise at HLRN with Intel Cascade Lake Platinum 9242 CPUs, which have a TDP of 7.3 W per core [96]. Using the average emission factor of the German electricity grid in 2021 of $420 \mathrm{gCO}_{2} \mathrm{kWh}^{-1}$ [97] and the total CPU time of our runs of 8.25 MCPUh (cf. Tab. II), we estimate the produced emission to be $25.3 \mathrm{tCO}_{2}$. To compensate these emissions, $\mathrm{CO}_{2}$ sequestering by a young forest with an area of 3000 ha (similar to the size of Grunewald near Berlin) for $\sim 17$ hours would be needed. Here, we adopted a generic $\mathrm{CO}_{2}$ sequestering rate of 4.5 $\mathrm{tCO}_{2} \mathrm{ha}^{-1} \mathrm{yr}^{-1}$ [98].
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[^0]:    ${ }^{1}$ In the absence of an EM counterpart, the classification as BHNS merger is based on the fact that the mass of the secondary component is consistent with expectations for a NS. However, the possibility that the secondary component was a light BH instead remains.

[^1]:    2 The evolution coordinates are not Schwarzschild coordinates, but rather close to isotropic coordinates due to our usage of the moving puncture gauge.

[^2]:    ${ }^{3}$ We use here the conserved rest-mass density $D$, which is related to the proper rest-mass density $\rho$ in the fluid rest-frame by $D=$ $W \rho$ with $W=\left(1-v_{i} v^{i}\right)^{-1 / 2}$ as Lorentz factor.

