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Abstract

Jointly processing information from multiple sensors is
crucial to achieving accurate and robust perception for re-
liable autonomous driving systems. However, current 3D
perception research follows a modality-specific paradigm,
leading to additional computation overheads and ineffi-
cient collaboration between different sensor data. In this
paper, we present an efficient multi-modal backbone for
outdoor 3D perception named UniTR, which processes a
variety of modalities with unified modeling and shared
parameters. Unlike previous works, UniTR introduces
a modality-agnostic transformer encoder to handle these
view-discrepant sensor data for parallel modal-wise repre-
sentation learning and automatic cross-modal interaction
without additional fusion steps. More importantly, to make
full use of these complementary sensor types, we present
a novel multi-modal integration strategy by both consider-
ing semantic-abundant 2D perspective and geometry-aware
3D sparse neighborhood relations. UniTR is also a fun-
damentally task-agnostic backbone that naturally supports
different 3D perception tasks. It sets a new state-of-the-
art performance on the nuScenes benchmark, achieving
+1.1 NDS higher for 3D object detection and +12.0 higher
mIoU for BEV map segmentation with lower inference la-
tency. Code will be available at https://github.
com/Haiyang-W/UniTR.

1. Introduction

Perceiving the physical world in 3D space is criti-
cal for reliable autonomous driving systems [2, 54]. As
self-driving sensors become more advanced, integrating
the complementary signals captured from different sensors
(e.g., Cameras, LiDAR, and Radar) in a unified manner is
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Figure 1. 3D object detection performance (NDS) vs speed (Hz)
on nuScenes [3] validation set. Latency is measured on an A100
GPU with AMD EPYC 7513 CPU. Blue and green lines are the
operating frequency of the camera and LiDAR in nuScenes.

essential. To achieve this goal, we propose UniTR, a uni-
fied yet efficient multi-modal transformer backbone that can
process both 3D sparse point clouds and 2D multi-view
dense images in parallel to learn the unified bird’s-eye-view
(BEV) representations for boosting 3D outdoor perception.

Data obtained from multi-sensory systems are repre-
sented in fundamentally different modalities: e.g., cameras
capture visually rich perspective images, while LiDARs ac-
quire geometry-sensitive point clouds in 3D space. Inte-
grating these complementary sensors is an ideal solution for
achieving robust 3D perception. However, due to the view
discrepancy in raw data representations, developing an ef-
fective fusion approach is non-trivial. Previous works can
be broadly classified into point-based, proposal-based, and
BEV-based fusion methods. Point-based [51, 52, 22, 70, 53]
and proposal-based approaches [4, 72, 1, 30, 5, 66, 28] en-
rich the LiDAR points and object proposals with seman-
tic features from 2D images separately. BEV-based meth-
ods [36, 32] unify the representations of camera and lidar
into a shared BEV space and fuse them with subsequent
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2D convolutions. Though performant, these fusion schemes
generally require modality-specific encoders that process
different sensor data in a sequential manner, leading to in-
creased inference latency and hindering their real-world ap-
plicability. Thus, developing a modality-agnostic encoder
has the potential to efficiently align the multi-modal fea-
tures while facilitating the learning of generic representa-
tions for better 3D scene understanding.

Transformers have emerged as a powerful tool for
multi-modal processing in various research fields [6, 25,
47, 77]. However, its application to image-LiDAR data
presents unique challenges due to the view discrepancy (i.e.,
2D dense images and 3D sparse point clouds). Exist-
ing transformer-based fusion strategies [1, 5, 27] rely on
modality-specific encoders followed by additional query-
based late fusion, incurring non-negligible computational
overheads. Hence, building an efficient and unified multi-
modal backbone that can automatically learn the intra- and
inter-modal representations from both image and LiDAR
data is the main challenge we aim to address in this paper.

In this paper, we introduce UniTR, a unified multi-modal
transformer backbone for outdoor 3D perception. As shown
in Figure 2, unlike previous modality-specific encoders,
our UniTR processes the data from multi-sensors in par-
allel with a modal-shared transformer encoder and inte-
grates them automatically without additional fusion steps.
To achieve these goals, we design two major transformer
blocks extended on DSVT [56] (i.e., a powerful yet flexible
transformer architecture for sparse data). One is the intra-
modal block that facilitates parallel computation of modal-
wise representation learning for the data from each sensor,
and the other one is an inter-modal block to perform cross-
modal feature interaction by considering both 2D perspec-
tive and 3D geometric neighborhood relations.

Specifically, given single- or multi-view images and
point clouds, we first convert them into unified token se-
quences with lightweight modality-specific tokenizers, i.e.,
2D Convolution [23] for images and voxel feature encoding
layer [75] for point clouds. To jointly process the modal-
wise representation learning of each sensor, these sequences
are then partitioned to size-equivalent local sets in their cor-
responding modal space separately, which are then assigned
to different samples in the same batch for parallel computa-
tion by several modality-agnostic DSVT blocks. This strat-
egy maximizes the parallel computing capabilities of mod-
ern GPU, which greatly reduces the inference latency (about
2× faster) while also achieving better performance by shar-
ing weights among different modalities (see Table 4).

Secondly, we present a powerful yet efficient cross-
modal transformer block for camera-lidar fusion. To re-
solve the view discrepancy, previous methods adopt two
view transformations, i.e., LiDAR-to-camera [1, 66, 5, 30]
or camera-to-LiDAR projection [36, 32, 41], to unify multi-
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Figure 2. Comparison between sequential modality-specific en-
coders and our proposed UniTR, which processes various modali-
ties in parallel with a single model and shared parameters.

modal features in a shared space. However, these two fu-
sion spaces are actually complementary due to their dis-
tinct neighborhood relations among the inputs, i.e., 2D cam-
era view preserves dense semantic relations, while 3D li-
dar space provides sparse geometric structures. Combin-
ing them can benefit the performance of both geometric-
and semantic-oriented 3D perception. More importantly,
the time cost brought by additional late fusion behind the
modality-specific encoders is normally considerable. To ad-
dress these problems, we design an inter-modal transformer
block to bridge different modalities according to 2D and 3D
structural relations. Equipped with this block, our UniTR
can integrate multi-modal features with alternative 2D-3D
neighborhood configurations during backbone processing,
and the performance gains (see Table 3) demonstrate its ef-
fectiveness. Notably, this block is also built upon DSVT and
can be seamlessly inserted into our multi-modal backbone.

In a nutshell, our contribution is four-fold. 1) We present
a weight-sharing intra-modal transformer block for effi-
cient modal-wise representation learning in parallel. 2)
To bridge sensors with disparate views, a powerful cross-
modal transformer block is designed for integrating dif-
ferent modalities by considering both 2D perspective and
3D geometric structural relations. 3) With the above de-
signs, we introduce a novel multi-modal backbone for out-
door 3D perception named UniTR, which processes a vari-
ety of modalities with shared parameters in a unified man-
ner. 4) Our UniTR achieves state-of-the-art performance
on nuScenes [3] benchmark of various 3D perception tasks,
i.e., 3D Object Detection (+1.1) and BEV Map Segmenta-
tion (+12.0), with lower latency, as shown in Figure 1.

We hope the observed strong performance of UniTR can
serve as an encouraging benchmark for future efforts toward
integrating visual and geometric signals with unified archi-
tectures for more generic outdoor 3D perception.

2. Related Work

LiDAR-Based 3D Perception. LiDAR sensors have be-
come indispensable devices providing abundant geometric

6793



information for reliable autonomous driving. Existing lidar-
based 3D perception research can be classified into two
lines in terms of representations, i.e., point-based and voxel-
based methods. Point-based approaches [49, 42, 57, 69, 9]
adopt PointNet [43] and its variants [44, 33] to extract fea-
tures from point clouds. Voxel-based methods [64, 46, 70,
11, 48, 50, 55, 76] first convert point clouds into regular 3D
voxels and then process them with sparse convolution [19,
10] or sparse voxel transformer [56, 37, 15, 40, 12, 68, 20].
Camera-Based 3D Perception. Perceiving 3D objects
only with cameras has been heavily investigated due to the
high cost of LiDAR sensors. Previous methods [59, 60,
34, 41, 31] extract 3D information from camera data by
adding extra 3D regression branches to 2D detectors [59],
designing DETR-based heads with learnable 3D object
queries [60, 34] or converting image features from perspec-
tive view to bird’s-eye view (BEV) using view transform-
ers [41, 21, 31]. However, camera-based methods often face
challenges such as limited depth information and occlusion,
which require sophisticated modeling and post-processing.
Multi-Sensor 3D Perception. LiDAR and camera are com-
plementary signals for achieving reliable autonomous driv-
ing, which has been well-explored recently. Previous multi-
sensor 3D perception approaches can be coarsely classified
into three types by fusion, i.e., point-, proposal- and BEV-
based methods. Point-based [51, 52, 22, 70, 53, 61] and
proposal-based approaches[4, 72, 1, 30, 66, 58, 39] typi-
cally leverage image features to augment LiDAR points or
3D object proposals. BEV-based methods [36, 32, 17] ef-
ficiently unify the representations of camera and lidar into
BEV space, and fuse them with 2D convolution for various
3D perception tasks. However, these successors often rely
on sequential processing with modality-specific encoders,
followed by additional late fusion steps, which slows down
the inference speed and limits real-world applications. To
address these challenges, we present a unified and weight-
sharing backbone that can efficiently learn intra- and inter-
modal representations in a fully parallel manner, enabling
faster inference and broader real-world applicability.

3. Revisiting DSVT
Dynamic Sparse Voxel Transformer (DSVT) [56] is a

window-based voxel transformer backbone for outdoor 3D
perception from point clouds. In order to efficiently han-
dle sparse data in a fully parallel manner, they reformulate
the standard window attention [35] as parallel computing
self-attention within a series of window-bounded and size-
equivalent subsets. To allow the cross-set connection, they
design a rotated set partition strategy that alternates between
two partition configurations in consecutive attention layers.
Dynamic set partition. Given the sparse tokens and win-
dow partition, they further divide a series of local regions
in each window based on their sparsity. As for a specific

window, it has T tokens, T = {ti}Ti=1. S is the required
number of sub-sets, which dynamically varies with the win-
dow sparsity. Then they evenly distribute T tokens into S
sets, (e.g., Qj = {qjk}

τ−1
k=0 is the token indices of j-th set).

The whole process can be formulated as,

{Qj}S−1
j=0 = DSP(T , L×W ×H, τ), (1)

where L×W ×H is the window shape and τ is the size of
each set, regardless of T , which enables the attention com-
putation can be efficiently performed on all sets in parallel.

After obtaining the partition Qj of j-th set, correspond-
ing token features and coordinates will be collected based
on the predefined token inner-window id I = {Ii}Ti=1 as,

Fj , Cj = INDEX(T ,Qj , I), (2)

where INDEX(·voxels, ·partition, ·ID) is the index operation,
Fj ∈ Rτ×C and Cj ∈ Rτ×3 are the respective token fea-
tures and spatial coordinates (x, y, z) of this set. In this
way, they obtain some non-overlapped and size-equivalent
subsets for the following parallel attention computation.
Rotated set attention. To bridge the tokens across these
non-overlapping sets, DSVT proposes the rotated-set atten-
tion that alternates between two spatially rotated partition-
ing configurations in successive attention layers as

F l, Cl = INDEX(T l−1, {Qj}S−1
j=0 , Ix),

T l = MHSA(F l,PE(Cl)),

F l+1, Cl+1 = INDEX(T l, {Qj}S−1
j=0 , Iy),

T l+1 = MHSA(F l+1,PE(Cl+1)),

(3)

where Ix and Iy are the inner-window voxel index sorted
in X- and Y-Axis main order respectively. MHSA(·) and
PE(·) denote the Multi-head Self-Attention layer and posi-
tional encoding. F ∈ RS×τ×C and C ∈ RS×τ×3 are the
indexed voxel features and coordinates of all sets. In this
way, the original sparse window attention will be approxi-
matively reformulated as several set attention, which can be
processed in the same batch in parallel. Notably, the set par-
tition configuration used in DSVT is generalized and flexi-
ble to be adapted to different data structures and modalities.

4. Methodology

In this section, we will describe our unified architec-
ture for various modalities (i.e., multi-view cameras and Li-
DAR) and tasks (i.e., detection and segmentation). Figure 3
illustrates the architecture. Given different sensory inputs,
the model first converts them into token sequences with
modality-specific tokenizers. A modality-agnostic Trans-
former backbone is then employed to perform single- and
cross-modal representation learning (§4.1-§4.2) for boost-
ing various 3D perception tasks (§4.3).
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Figure 3. An illustration of our UniTR. Given different sensory inputs, the model first converts them into token sequences with modality-
specific tokenizers. A multi-modal transformer encoder is then employed to perform single- and cross-modal representation learning and
efficiently pools the semantically enriched lidar tokens into a BEV space for boosting various 3D perception tasks.

4.1. Single-Modal Representation Learning

Perceiving 3D scenes in autonomous driving scenarios
requires reliable representations of multiple modalities, e.g.,
multi-view images and sparse point clouds. Due to their dis-
crepant representations, previous approaches [27, 5, 36, 32]
encode features of each modality by separate encoders that
are generally processed sequentially, slowing down the in-
ference speed and limiting their real-world applications. To
tackle these problems, we propose to process intra-modal
representation learning of each sensor with a unified ar-
chitecture in parallel, whose parameters are shared for all
modalities. Our approach begins by converting different
modal inputs into token sequences using modality-specific
tokenizers, followed by several modal-shared DSVT blocks
that enable parallel modal-wise feature encoding.

Tokenization. Given the raw images XI captured from
B cameras and point clouds XP obtained from LiDAR,
modality-specific tokenizers are applied to generate the in-
put token sequences for the succeeding transformer en-
coder. Specifically, we use the image patch tokenizer [13]
for image modality and the dynamic voxel feature encod-
ing tokenizer [75] for point cloud modality. As illustrated
in Figure 3, by adopting these two tokenizers, the input se-
quence T ∈ R(M+N)×C of the following intra-modal trans-
former block can be composed of N point cloud tokens
T P ∈ RN×C and M image tokens T I ∈ RM×C . More
details of these tokenizers are described in Appendix.

Modality-specific set attention. To efficiently process
intra-modal representation learning among the given multi-
modal tokens in parallel, we first perform the dynamic set

partition introduced in [56] for each sensor individually.
Specifically, after obtaining the lidar and image tokens

from a specific scene, i.e.,

T P = {tPi |tPi = [(xP
i , y

P
i , z

P
i ); f

P
i ]}Ni=1,

T I = {tIi |tIi = [(xI
i , y

I
i , b

I
i ); f

I
i ]}Mi=1,

(4)

where (x
(∗)
i , y

(∗)
i , z

(∗)
i ) ∈ R3 and f

(∗)
i ∈ RC denote the

coordinates and features of lidar and image tokens. bIi ∈
[0,B − 1] is the corresponding view ID of the i-th image
patch. We compute the token indices of each local set in its
respective modal space as follows,

{QP
n }Nn=0 = DSP(T P , LP ×WP ×HP , τ),

{QI
m}Mm=0 = DSP(T I , LI ×W I × 1, τ),

(5)

where DSP(·input, ·window size, ·token number of each set) is the stan-
dard dynamic set partitioning strategy introduced in
DSVT [56]. (L(∗),W (∗), H(∗)) and τ are the window size
and the token number of each set used in this step. N and
M are the number of partitioned subsets for lidar and image
respectively. Note that image window size (LI×W I×1) in-
dicates that the image set partition is only performed within
each camera view individually.

Given the modal-wise image-lidar partition, {QP
n }Nn=0

and {QI
m}Mm=0, we then collect the token features and co-

ordinates assigned to each set and perform parallel attention
computation for each modality as,

Fl, Cl = INDEX([T P
l−1, T I

l−1], [{QP
n }Nn=0, {QI

m}Mm=0]),

T̃ P
l , T̃ I

l = MHSA(Fl,PE(Cl)),
(6)
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where INDEX is the index function described in Eq. (2) (we
remove the inner-window ID here for simplicity) and [·, ·]
means concatenation operation. F ∈ R(M+N )×τ×C and
C ∈ R(M+N )×τ×3 are the multi-modal token features and
spatial coordinates. MHSA(·) denotes the standard Multi-
head Self-Attention layer with FFN and Layer Normaliza-
tion, propagating information among τ tokens in each lo-
cal set. PE(·) stands for the positional encoding function.
In this way, the modal-wise representation learning will be
performed by a series of modality-specific set attention in
parallel. Notably, our model shares self-attention weights
across modalities, enabling parallel computation and mak-
ing it more computationally efficient (about 2× faster) than
processing each modality separately (see Table 4).

4.2. Cross-Modal Representation Learning

To effectively integrate the view-discrepant information
from multiple sensors in autonomous driving scenarios, ex-
isting methods typically involve designing separate deep
models for each sensor and fusing the information via post-
processing approaches, such as augmenting 3D object pro-
posals [1] or lidar-only BEV maps [36, 32] with semantic
features from image views. Moreover, prior to the fusion
step, all the sensor data are usually converted into a uni-
fied representation space (i.e., 3D/BEV space [36, 32] or 2D
perspective space [1, 66]), which are either semantic-lossy
or geometry-diminished. To allow the efficient cross-modal
connection and make full use of these two complementary
representations, we design two partitioning configurations
alternated in consecutive modality-agnostic DSVT blocks,
which can automatically fuse the multi-modal data by con-
sidering both the 2D and 3D structural relations.
Image perspective space. To bridge the multi-sensor data
in semantic-aware 2D image space, we first transform all
the lidar tokens to the image plane by utilizing the camera’s
intrinsic and extrinsic parameters. To create a one-to-one
projection for the succeeding unified perspective partition,
we only take the first view hit of 3D lidar tokens and place
them in their respective 2D positions as follows,

T P → T P
2D : (xP , yP , zP ) → (xP

2D, yP2D, bP2D), (7)

where bP2D is the identified view ID of each lidar token.
After unifying both the image and lidar tokens into cam-

era perspective space, we use the conventional dynamic
set partition to generate M̃ cross-modal 2D local sets in
a modality-agnostic manner, i.e.,

{Q2D
m }M̃m=0 = DSP([T P

2D, T I ], LI ×W I × 1, τ), (8)

where [·, ·] denotes concatenation. This step employs a
modality-agnostic manner to group multi-modal tokens into
the same local sets based on their positions in camera per-
spective space. Then these modality-mixed subsets are used
by several DSVT blocks for 2D cross-modal interaction.

3D geometric space. To unify the multi-modal inputs in
3D space, an efficient and robust view projection is re-
quired to uniquely map the image patches into 3D space.
However, depth-degraded camera-to-lidar transformation is
an ill-posed problem due to the inherent ambiguity of the
depth associated with each image pixel. Although previ-
ous learnable depth estimators [18, 16] can predict a depth
image with acceptable accuracy, they require an additional
computation-intensive prediction module and suffer from
poor generalization ability. To overcome these limitations,
inspired by MVP [71], we present a non-learnable and to-
tally pre-computable approach to efficiently transform im-
age patches into 3D space for the succeeding partition.

Specifically, we first sample a group of pseudo 3D grid
points, VP ∈ RLS×WS×HS×3, where LS ,WS , HS are the
spatial shape of the 3D space divided by predefined grid
size. Then we project all the pseudo lidar points, VP , into
their corresponding virtual image coordinates (denote as
VI = {vk|(xk, yk); bk; dk)}νk=0), where bk and dk are the
view ID and associated depth. Notably, only the projected
points that fall within the view images will be considered,
so the number of valid image points ν ≤ |VP | × B.

With these pseudo image points VI , we retrieve the depth
estimate of each image token from its nearest image virtual
neighbor as follows,

{vnearest
i |(xi, yi); bi; di}Mi=0 = Nearest(VI , T I), (9)

where Nearest(·virtual points, ·image tokens) is the nearest neigh-
bor function and di represents the computed depth of i-
th image token, which is the same as its nearest neighbor.
Then we unproject the image tokens T I back to 3D space
and generate offset features based on their 2D distance, i.e.,

T I → T I
3D : (xI , yI , bI) → (xI

3D, yI3D, zI3D),

f I → f I + MLP(||vnearest(x, y)− (xI , yI)||).
(10)

In this way, we unify the image and lidar tokens in 3D space
by a pre-calculable view projection, which can be totally
cached during inference. Finally, a dynamic set partition
module is applied to generate 3D cross-modal local sets as

{Q3D
n }Ñn=0 = DSP([T P , T I

3D], LP ×WP ×HP , τ), (11)

which is then processed by a DSVT block in a unified man-
ner for cross-modal interaction in 3D lidar space.

Our cross-modal transformer block introduces connec-
tions between different modalities by considering both 2D
and 3D structural relations and is found to be effective in
multi-modal 3D perception, as shown in Table 3. Impor-
tantly, it shares the same fundation (DSVT) of intra-modal
block and can be integrated into our backbone seamlessly.

4.3. Perception Task Setup

UniTR can be adapted to most 3D perception tasks. To
demonstrate its versatility, we evaluate it on two important
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Methods Present at Modality NDS (val) mAP (val) NDS (test) mAP (test) Latency (ms)

BEVFormer [31] ECCV’22 C - - 56.9 48.1 –
BEVDepth [29] AAAI’23 C - - 60.0 50.3 –
BEVFormer v2 [65] CVPR’23 C - - 63.4 55.6 –

SECOND [64] Sensors’18 L 63.0 52.6 63.3 52.8 53.2
PointPillars [24] CVPR’19 L 61.3 52.3 – – 28.1
CenterPoint [70] CVPR’21 L 66.8 59.6 67.3 60.3 62.7

PointPainting [52] CVPR’20 C+L 69.6 65.8 - - 151.8
PointAugmenting [53] CVPR’21 C+L - - 71.0† 66.8† 188.4
MVP [71] NeurIPS’21 C+L 70.0 66.1 70.5 66.4 148.1
FusionPainting [63] ITSC’21 C+L 70.7 66.5 71.6 68.1 -
FUTR3D [5] ArXiv’22 C+L 68.3 64.5 - - 302.6
AutoAlign [8] IJCAI’22 C+L 71.1 66.6 - - -
TransFusion [1] CVPR’22 C+L 71.3 67.5 71.6 68.9 164.6
AutoAlignV2 [7] ECCV’22 C+L 71.2 67.1 72.4 68.4 207.0
UVTR [27] NeurIPS’22 C+L 70.2 65.4 71.1 67.1 -
BEVFusion (PKU) [32] NeurIPS’22 C+L 71.0 67.9 71.8 69.2 1231.0
DeepInteraction [67] NeurIPS’22 C+L 72.6 69.9 73.4 70.8 541.1
BEVFusion (MIT) [36] ICRA’23 C+L 71.4 68.5 72.9 70.2 130.5
UniTR (Ours) ICCV’23 C+L 73.1 70.0 74.1 70.5 88.7 (50.2‡)
UniTR w/ LSS (Ours) ICCV’23 C+L 73.3 70.5 74.5 70.9 107.5 (69.1‡)

Table 1. Performance of 3D detection on nuScenes (val and test) dataset [3]. Notion of modality: Camera (C), LiDAR (L). †: with test-time
augmentation. ‡: deployed by TensorRT). We highlight the top-2 entries with bold font in each column.

tasks: 3D object detection and BEV map segmentation.
Detection. Without loss of generality, we follow the same
detection framework adopted in BEVFusion [36]. Notably,
we only switch its multiple modality-specific encoders to
ours and remove the redundant late fusion module while all
other settings remain unchanged. To fully exploit geomet-
rically enhanced image features, we also present an aug-
mented variant further strengthened by an additional LSS-
based BEV fusion step [36, 32]. More implementation de-
tails are described in previous 3D detection papers [36, 1].
Segmentation. We adopt the same framework as our 3D
object detection task, with the exception of segmentation
head and evaluation protocol used in BEVFusion [36].

5. Experiments
In this section, we conduct experiments on 3D object de-

tection and BEV map segmentation tasks using nuScenes
dataset [3], covering both geometric- and semantic-oriented
3D perceptions. Actually, owing to the inclusive 2D per-
spective and 3D geometric spaces, our unified backbone
also offers versatility and seamless extensibility to accom-
modate other sensor types, e.g., radars and ultrasonic, as
well as various other 3D perception tasks, e.g., 3D object
tracking [70] and motion prediction [14].

5.1. Implementation Details

Backbone. Our UniTR starts with two modality-specific
tokenizers, a DVFE layer [75] for point clouds voxeliza-
tion with grid size (0.3m, 0.3m, 8m) of detection and
(0.4m, 0.4m, 8m) of segmentation, and an image patch tok-

enizer [13] for 8× downsampling camera images to 32×88.
Then one weight-sharing intra-modal UniTR block is fol-
lowed for processing modal-wise representation learning in
parallel. Finally, three inter-modal UniTR blocks cross the
boundaries of different modalities and provide connection
among them by alternating between 2D and 3D partition-
ing configurations consecutively. The block configuration
adopted in this paper is {intra, inter2D, inter2D, inter3D}.
More elaborated details are in Appendix.
Dataset. We conduct our experiments on nuScenes [3], a
challenging large-scale outdoor benchmark that provides di-
verse annotations for various tasks, (e.g., 3D object detec-
tion [70] and BEV map segmentation [36, 26]). It contains
40,157 annotated samples, each with six monocular camera
images covering a 360-degree FoV and a 32-beam LiDAR.
Training. Unlike the dominant two-step training strate-
gies [36, 32, 1] that contain separate single-modal pre-
training and joint multi-modal post-training, our UniTR is
trained by a simpler one-step training scheme in an end-to-
end manner with aligned multi-modal data augmentations.
All the experiments are trained by AdamW optimizer [38]
on 8 A100 GPUs. See appendix for more details.

5.2. 3D Object Detection

Setting. We benchmark UniTR on nuScenes [3] dataset,
which contains 1.4 million annotated 3D bounding boxes
for 10 classes. Without loss of generality, we follow the
framework of BEVFusion [36] and place our UniTR before
its final multi-modal BEV encoder. The nuScenes detec-
tion score (NDS) and mean average precision (mAP) are

6797



Methods Modality Drivable Ped. Cross. Walkway Stop Line Carpark Divider Mean IoU

OFT [45] C 74.0 35.3 45.9 27.5 35.9 33.9 42.1
LSS [41] C 75.4 38.8 46.3 30.3 39.1 36.5 44.4
CVT [74] C 74.3 36.8 39.9 25.8 35.0 29.4 40.2
M2BEV [62] C 77.2 – – – – 40.5 –
BEVFusion [36] C 81.7 54.8 58.4 47.4 50.7 46.4 56.6

PointPillars [24] L 72.0 43.1 53.1 29.7 27.7 37.5 43.8
CenterPoint [70] L 75.6 48.4 57.5 36.5 31.7 41.9 48.6
UniTR (Ours) L 89.6 71.4 75.8 64.7 64.4 61.5 71.2

PointPainting [52] C+L 75.9 48.5 57.1 36.9 34.5 41.9 49.1
MVP [71] C+L 76.1 48.7 57.0 36.9 33.0 42.2 49.0
BEVFusion [36] C+L 85.5 60.5 67.6 52.0 57.0 53.7 62.7
UniTR (Ours) C+L 90.4 73.1 78.2 66.6 67.3 63.8 73.2
UniTR w/ LSS (Ours) C+L 90.5 73.8 79.1 68.0 72.7 64.0 74.7

Table 2. UniTR outperforms the state-of-the-art multi-sensor fusion methods on BEV map segmentation on nuScenes (val), which demon-
strates the effectiveness of our unified backbone for semantic-oriented 3D perception tasks. All baselines are reported in BEVFusion [36].

Modality 3D Space (L) 2D Space (C) BEVLSS NDS mAP

L 70.5 65.9
C+L ✓ 72.0 68.5
C+L ✓ 72.5 69.0
C+L ✓ ✓ 73.1 70.0
C+L ✓ ✓ ✓ 73.3 70.5

Table 3. Effect of camera image space fusion, 3D lidar geometric
space fusion and BEV unifier on nuScenes (val). 1st row is the
lidar-only variant of our model. Camera (C), LiDAR (L).

Modality Serial Parallel Latency(ms) NDS mAP

C 28 36.2 31.4
L 26 70.5 65.9

C+L ✓ 51 72.2 68.5
C+L ✓ 33 72.4 69.0

Table 4. Effect of parallel intra-modal transformer block.

reported. We also measure the latency of all open-source
methods on the same workstation with an A100 GPU. No-
tably, we only use a single model without any test-time aug-
mentation for both validation and test results.
Results. As shown in Table 1, our UniTR outperforms all
previous LiDAR-camera fusion methods with much lower
inference latency (88.7ms). It achieves state-of-the-art per-
formance, 73.1 and 74.1 in val and test NDS, surpassing
BEVFusion [36] by +1.7 and +1.2 separately. After in-
corporating an additional LSS-based BEV fusion step, our
UniTR achieves an enhanced performance, reaching 73.3
and 74.5 in val and test NDS, respectively. Notably, our
model is built upon DSVT [56] and inherits its deployment-
friendly characteristic, making it easily accelerated by well-
optimized deployment tools (i.e., TensorRT) to lower infer-
ence latency (50.2ms). To the best of our knowledge, our
method is the first to achieve state-of-the-art performance
with close-to-real-time running speed (about 20 Hz).

5.3. BEV Map Segmentation

Setting. To further demonstrate the generalizability of
our approach, we follow BEVFusion [36] and evaluate our

model on BEV Map Segmentation task. This segmentation
variant is adapted from our multi-modal detection approach,
and replaced by the perception head and evaluation protocol
used in BEVFusion. The per-class and averaged mean IoU
scores are reported for our evaluation metric.
Results. We report the comparison results with state-of-
the-art methods in Table 2. Our unitr and enhanced vari-
ant achieve 73.2 and 74.7 mIoU on nuScenes validation set
respectively, which outperforms previous best result [36]
by +10.5 and +12.0, demonstrating its effectiveness of
semantic-oriented 3D perception tasks.

5.4. Ablation Studies and Discussions

We conduct comprehensive ablation studies on the vali-
dation set of nuScenes 3D object detection to analyze indi-
vidual components of our proposed method. Notably, all the
experiments are performed on our BEV enhanced variant.
Effect of 2D & 3D fusion. We first ablate the effects of
our 2D & 3D cross-modal representation learning blocks
in Table 3. The base competitor (1st row) is our lidar-
only variant that abandons image information. To make a
fair comparison, we only switch the fusion algorithm while
all other settings remain unchanged (such as the number of
transformer blocks). See appendix for more details. As evi-
denced in the 1st, 2nd and 3rd rows, processing cross-modal
interaction by considering the perspective 2D image space
and 3D sparse space separately brings considerable perfor-
mance gains of our model, i.e., 70.5 → 72.5, 70.5 → 72.0
on NDS. Combining both of them (4th rows), our model
can achieve a significant improvement, i.e., 70.5 → 73.1,
65.9 → 70.0 on NDS and mAP. That verifies our motivation
that the semantic-rich 2D perspective view and geometric-
sensitive 3D view are two complementary spaces for boost-
ing 3D perception performance.
Effect of parallel intra-modal transformer block. Table
4 ablates the effectiveness of our parallel intra-modal trans-
former block. The 1st and 2nd rows are the pure-image

6798



Clean Missing F Preserve F Stuck
Approach mAP NDS mAP NDS mAP NDS mAP NDS

DETR3D* [60] 34.9 43.4 25.8 39.2 3.3 20.5 17.3 32.3
PointAugmenting [53] 46.9 55.6 42.4 53.0 31.6 46.5 42.1 52.8

MVX-Net [51] 61.0 66.1 47.8 59.4 17.5 41.7 48.3 58.8
TransFusion [1] 66.9 70.9 65.3 70.1 64.4 69.3 65.9 70.2
BEVFusion [32] 67.9 71.0 65.9 70.7 65.1 69.9 66.2 70.3

UniTR (Ours) 70.5 73.3 68.5 72.4 66.5 71.2 68.1 71.8

Table 5. Results on robustness setting of camera failure cases. F
denotes the front camera, and * means camera-only inputs. All the
experiments are on nuScenes validation set.

Aug Metrics LiDAR BEVFusion[32] Ours

mAP 31.3 40.2 (+8.9) 38.3(+7.0)
NDS 50.7 54.3 (+3.6)) 55.6(+4.9)

✓ mAP - 54.0(+22.7) 60.2(+28.9)
✓ NDS - 61.6(+10.9) 66.0(+15.3)

Table 6. Results on robustness setting of object failure cases. We
refer readers to [32] for more details.

and pure-lidar baselines of our method. To better evaluate
the effectiveness of this weight-sharing manner, we remove
the powerful 2D&3D fusion algorithm except for the final
late fusion module and restrict backbone to only carry out
intra-modal representation learning within each modality.
By comparing the 3rd and 4th rows, we find that weight-
sharing backbone can achieve slightly better performance
than previous sequential manner with much lower inference
latency, i.e, 51ms → 33ms. We argue that the unified en-
coder is naturally suitable for aligning representations of
different modalities, especially for the closely related and
complementary image-lidar pairs, which encourages our
model to overcome the modality gap and learn generic rep-
resentations for 3D outdoor perception more easily.

As for the faster running speed, attention computation
is very fast, so involving more tokens in this operation
doesn’t significantly slow down the inference, e.g., lidar-
only (26ms) vs parallel image-lidar (33ms). However,
calling attention frequently will introduce some additional
overheads, (e.g., memory access), and increase the latency.
Effect of different block configurations. All the blocks
in UniTR are independent and can be flexibly configured.
Table 8 presents the results for various block setups. The
”Inter → Intra” configuration exhibits inferior performance,
possibly due to the challenges encountered when fusing
modalities for shallow features. Similarly, the ”3D → 2D”
configuration shows slightly lower performance. We argue
that it is more advantageous for the last block to perform
fusion in the 3D space, as it aligns with the necessity of
converting features into 3D for perception.

5.5. Robustness Against Sensor Failure

We follow the same evaluation protocols adopted in
BEVFusion [32] to demonstrate the robustness of our
UniTR for lidar and camera malfunctioning. We refer read-
ers to [73, 32] for more implementation details. All the ex-
periments are conducted on nuScenes validation set.

Modality Camera Lidar Serial Parallel

C+L(1-beam) 36.2 42.0 57.6 59.5
C+L(4-beam) 36.2 62.1 67.3 68.5
C+L(16-beam) 36.2 69.1 71.6 72.2
C+L(32-beam) 36.2 70.5 73.2 73.3

Table 7. Ablation of low beam set-
ting with NDS evaluation metric.

Block config NDS mAP

3D → 2D 73.0 70.0
2D → 3D 73.3 70.5

Inter → Intra 72.9 69.8
Intra → Inter 73.3 70.5

Table 8. Results of differ-
ent block configurations.

Models Latency (ms) NDS mAP

PointPainting [52] 151.8 69.6 65.8
TransFusion [1] 164.6 71.3 67.5

BEVFusion (PKU) [32] 1231.0 71.0 67.9
BEVFusion (MIT) [36] 130.5 71.4 68.5

UniTR 88.7 73.1 70.0
UniTR (TensorRT) 50.2 73.1 70.0

Table 9. The latency and performance on nuScenes val set.

As shown in Table 5 and 6, our method outperforms all
the single- and multi-modal methods regardless of any Li-
DAR or camera malfunction scenarios, which demonstrates
the robustness of UniTR against sensors failure cases. To
further illustrate the motivation behind unification, the com-
bination of cameras with low-beam LiDAR has been con-
ducted. We followed the same setting adopted in BEVFu-
sion [36]. As depicted in Table 7, our unified modeling
can better leverage the complementary information among
different sensors, particularly benefiting the sparser LiDAR
and leading to enhanced performance robustness.

5.6. Inference Speed

We present a comparison with other state-of-the-art
methods on both inference latency and performance accu-
racy in Table 9. Our model significantly outperforms BEV-
Fusion [36] while achieving a lower latency, i.e., 88.7 ms
vs 130.5 ms. Thanks to its deployment-friendly charac-
teristic, our model can reach a close-to-real-time running
speed (about 20Hz) after being deployed by TensorRT. All
the experiments are evaluated on the same workstation.

6. Conclusion
In this paper, we propose a unified backbone that pro-

cesses various modalities with a single model and shared
parameters for outdoor 3D perception. With the specially
designed modality-agnostic transformer blocks for intra-
and inter-modal representation learning, our method can
achieve state-of-the-art performance with remarkable gains
of various 3D perception tasks on challenging nuScenes
dataset. It is our belief that UniTR can provide a strong
foundation for facilitating the development of more efficient
and generic outdoor 3D perception systems.
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