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SUMMARY
Cognitive functioning requires coordination between brain areas. Between visual areas, feedforward gamma
synchronization improves behavioral performance. Here, we investigate whether similar principles hold
across brain regions and frequency bands, using simultaneous electrocorticographic recordings from 15
areas of two macaque monkeys during performance of a selective attention task. Short behavioral reaction
times (RTs), suggesting efficient interareal communication, occurred when occipital areas V1, V2, V4, and DP
showed gamma synchronization, and fronto-central areas S1, 5, F1, F2, and F4 showed beta synchronization.
For both area clusters and corresponding frequency bands, deviations from the typically observed phase re-
lations increased RTs. Across clusters and frequency bands, good phase relations occurred in a correlated
manner specifically when they processed the behaviorally relevant stimulus. Furthermore, the fronto-central
cluster exerted a beta-band influence onto the occipital cluster whose strength predicted short RTs. These
results suggest that local gamma and beta synchronization and their inter-regional coordination jointly
improve behavioral performance.
INTRODUCTION

Cognitive functioning depends on flexible communication

among brain areas.1–3 This communication is likely subserved

by rhythmic synchronization among distributed neuronal

groups,4,5 as proposed by the communication-through-coher-

ence (CTC) hypothesis.6,7 The CTC hypothesis states that brain

rhythms entail phases of enhanced excitation and inhibition,

respectively, and that inputs are particularly effective when

they are consistently timed to avoid inhibition and alignwith exci-

tation. This can be achieved if inputs are themselves rhythmic

and entrain coherent rhythms in their target areas. Indeed, in

the primate brain, rhythms in distinct frequency bands have

been found to form distinct networks and to serve distinct

roles.8–19 In particular, the gamma rhythm in the visual system

shows entrainment, measured as Granger causality (GC), that

is stronger in the bottom-up than top-down direction, while the

beta rhythm shows the opposite pattern.9,10Moreover, these fre-

quency-specific influences are interrelated such that top-down

beta enhances bottom-up gamma.20 Thus, these rhythms are

closely linked to the anatomically defined hierarchical order of vi-

sual areas, which reaches from early visual areas in occipital cor-

tex, through mid-level areas in temporal and parietal cortex, to

high-level areas in frontal cortex.8,10,21,22

Several studies have demonstrated the functional relevance

of these rhythms by linking them to behavioral perfor-
C
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mance.12,23,24 The reaction time (RT) of macaques to a stimulus

change can be partly predicted by the strength of local gamma-

band synchronization in area V4 at the time of the change.25 In

fact, even the phase of the V4 gamma rhythm is similarly pre-

dictive of RT.26 Most likely, the RT partly reflects the speed

and/or efficiency with which the stimulus change is signaled

from lower to higher visual areas and ultimately to motor-con-

trol areas, and thus the RT partly reflects the efficiency of inter-

areal communication. This communication, according to CTC,

should depend on the entrainment between relevant brain

areas. Indeed, the visually induced gamma rhythm in macaque

area V1 entrains area V4 at the phase relation that leads to

shortest RTs; any momentary deviation from this typical

gamma phase relation leads to longer RTs.27 In the present

study, we investigated whether this holds for the gamma-

band entrainment between occipital visual areas generally,

whether it also holds for the beta-band entrainment between

higher visual and fronto-central areas, and how those beta-

and gamma-systems interact.

We found that, indeed, gamma entrainment between all pairs

of areas V1, V2, V4, and DP occurs at the phase relation pre-

ceding particularly short RTs. Intriguingly, also the beta

entrainment among frontal and central areas S1, 5, F1, F2,

and F4 occurs at the beta phase relation preceding particularly

short RTs. Finally, the beta synchronization between fronto-

central areas correlated with the gamma synchronization
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Figure 1. Stimuli and task, performance, ECoG, and power spectra

(A) Following a fixation period, two patches of grating with orthogonal orientations were presented. One stimulus was in the lower right visual quadrant, the other

one was in the upper left quadrant at an equal eccentricity. One stimulus was tinted yellow, the other blue, with the colors randomly assigned across trials.

Subsequently, the fixation point assumed the color of one of the stimuli, thereby cueing this stimulus to be the behaviorally relevant target stimulus, and leaving

the other one to be the behaviorally irrelevant distractor stimulus. After a random delay of up to a few seconds, randomly either the target or the distractor

underwent a small change. If changes in the target were reported by a bar release, a reward was given. If changes in the distractor were reported, a timeout was

given. If changes in the distractor were not reported, they were always later followed by changes in the target, and, if those were reported, a reward was given.

(B) Behavioral accuracy (percentage of correct trials) per monkey. Error bars show SEM across sessions (nine and 14 sessions from monkey K and P,

respectively). Stars show significance with regard to the 50% chance level (z test, p < 0.05).

(C) Distributions of reaction times (RTs), separately for attend-IN (IN) and attend-OUT (OUT) conditions, per monkey. The p values are from a two-sample t test

between attention conditions (statistical t test, p = 0.16 and p = 0.06 for monkeys K and P, respectively).

(D) The ECoG covered 15 brain areas in occipital, temporal, parietal and frontal cortex with a total of 252 electrodes. Insets on top illustrate the location of

electrodes in the array implanted in the left hemisphere of two monkeys. LS, lunate sulcus; STS, superior temporal sulcus; IPS, intraparietal sulcus; CS, central

sulcus; AS, arcuate sulcus.

(E and F) The average power spectra (after 1/f correction as explained in STAR Methods) per area as indicated on top of each panel, averaged over all sessions,

sites, and trials of the respective area. Spectra are shown separately for monkey K (E) and monkey P (F). The power spectra in the range of 1–95 Hz were

calculated for the epoch from 200 to 0 ms before the stimulus change. Red and blue arrows indicate the gamma and beta peaks in occipital and fronto-central

areas, respectively. The y axes for the gamma band were multiplied by five, as indicated.
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between occipital areas. In fact, there is a directional influence,

such that high fronto-central beta power precedes high occip-

ital beta power. Furthermore, GC in the beta band is stronger in

the fronto/central-to-occipital direction than vice versa, and the

momentary strength of this beta GC is again partly predictive

of RTs. These results support the notion that flexible commu-

nication depends on coordinated interareal synchronization of

brain rhythms.
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RESULTS

Two macaques performed a selective visual attention task (see

Figure 1A and section ‘‘method details’’). Behavioral accuracy

was far above chance level for both animals (Figure 1B). Behav-

ioral RTs showed no difference between trials with attention to

the right versus the left hemifield (Figure 1C; p = 0.16 for monkey

K, p = 0.06 for monkey P).
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Figure 2. Fast reaction times are associated

with higher PPC at dominant frequency

(A and B) PPC averaged over selected site pairs of

V1-V4 as a sample occipital area pair (A), and

F1-F4 as a sample fronto-central area pair (B), for

monkey K.

(C and D) The same as (A and B) but for monkey P.

(E and F) Distributions of RTs for monkey K (E) and

monkey P (F). Based on RTs, trials were sorted and

then separated into five bins with equal number of

trials. The first and last bins were defined as fast-

RT and slow-RT trials, respectively, and used for

the respective comparisons.

(G) Average V1-V4 PPC modulation in fast-RT trials

(solid lines) and slow-RT trials (dashed lines),

separately for conditions IN (red) and OUT (black),

averaged over both monkeys. The PPC close to

the gamma peak was higher for fast- than slow-RT

trials, specifically during the IN condition, as indi-

cated by the red horizontal line on the bottom.

Shaded areas indicate SEM across site pairs.

(H) The same as (G) but for the F1-F4 PPC, aligned

to beta peak. See also Figures S1 and S2.
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During multiple sessions with task performance, we used a

chronically implanted electrocorticographic (ECoG) array to re-

cord from large parts of the left hemisphere. As the left-hemi-

sphere visual areas have a selectivity for the contralateral right vi-

sual hemifield, trials with attention to the right hemifield are

referred to as attend-IN condition, and trials with attention to

the left hemifield as attend-OUT condition, abbreviated as IN

and OUT conditions, respectively. A core behavioral benefit of

attention is to shorten RTs, in tasks that probe behavior for

both cued and un-cued stimuli.28,29 Therefore, we investigated

whether RTs in response to the stimulus change could be pre-

dicted by rhythmic synchronization just prior to the change, in

the epoch from 200 to 0 ms before the change (Rohenkohl

et al.27; see section ‘‘method details’’).

The ECoG covered 15 brain areas in occipital, temporal, pari-

etal, and frontal cortex with a total of 252 electrodes (Figure 1D).

From all electrodes simultaneously, local field potentials (LFPs)

were recorded against a common reference. To remove the

common reference, LFPs from immediately neighboring elec-

trodeswere subtracted fromeach other, and the resulting 218 bi-

polar derivations are referred to as ‘‘recording sites’’ or just

‘‘sites’’. When the sites were sorted according to their underlying

brain area, the average power spectra per area (after removing

the 1/f component) showed distinct peaks. In particular, occipital

areas V1, V2, V4, DP, and TEO showed a gamma peak, and

fronto-central areas S1, 5, F1, F2, and F4 showed a beta peak

(Figures 1E and 1F). For each pair of areas, there were multiple

site pairs (range, 4–1,296). For each individual site pair, rhythmic

synchronization was quantified using the pairwise-phase-con-

sistency (PPC) metric.30

Attention induces interareal synchronization at optimal
phase relation
To investigate a putative link between synchronization and

behavioral RT, we used an approach developed by Rohenkohl
et al.27 for V1-V4, modified it, and expanded it to more areas.

We first illustrate our modified approach for two example area

pairs, V1-V4 and F1-F4. The complete set of all PPC spectra

for these example area pairs is shown in Figure S1. This reveals

a substantial variability of synchronization across site pairs, likely

due to stronger synchronization between site pairs with stronger

connectivity.8 We selected, for further analysis, the site pairs

whose PPC exceeded, at any frequency, a threshold. The

threshold was obtained by taking all PPC values over all site

pairs of all area pairs, determining their mean and SD, and

defining the threshold as the mean+3SD.

The interareal PPC spectra averaged over the selected site

pairs were dominated by a gamma peak for the area pair V1-

V4 (Figures 2A and 2C) and by a beta peak for the area pair

F1-F4 (Figures 2B and 2D). These peakswere present in both an-

imals, with individual peak frequencies (see section ‘‘discus-

sion’’). We determined the individual gamma and beta peak fre-

quencies as the frequency with the highest average PPC in the

respective frequency band, and we aligned the further analyses

to those individual peak frequencies (±15 Hz for beta, ±20 Hz for

gamma).

As a first test for a relation between PPC andRT, we compared

PPC between trials with fast versus slow RTs. The RTs of each

monkey separately were sorted and divided into five equal bins

(Figures 2E and 2F). The first, fast-RT, and the last, slow-RT,

bin were compared. For the trials in those two bins, the PPC

was first averaged over all site pairs per monkey and then over

the two monkeys. PPC between V1 and V4 was stronger before

fast versus slow RTs at the gamma peak (Figure 2G; non-para-

metric randomization test with correction for multiple compari-

sons; see STAR Methods for details), confirming a related previ-

ous analysis.27 Importantly, a very similar effect existed also for

PPC between F1 and F4 at the beta peak (Figure 2H). Both for the

V1-V4 gamma and the F1-F4 beta effect, this effect was only pre-

sent in the IN condition, when the contralateral visual stimulus
Cell Reports 42, 113249, October 31, 2023 3
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was behaviorally relevant. The effect was absent in the OUT con-

dition, when the behavioral response was to the ipsilateral stim-

ulus, and the contralateral stimulus was behaviorally irrelevant.

This demonstrates that the effect is spatially specific and thereby

most likely not simply reflecting RT fluctuations due to arousal

fluctuations. This effect remained quantitatively similar for com-

parison between fast-RT and slow-RT trials based on a median

split, and also between the second and fourth one-fifth of the

RT distribution (Figure S2).

Next, we expanded our investigation of the relationship be-

tween neuronal synchronization and behavioral RT to further

area pairs. For the areas of the visual system (V1, V2, V4,

TEO, DP, 7a, 8L, 8M) coherence between all area pairs shows

a beta peak, and coherence between most area pairs also

shows a gamma peak, as we have shown previously for this

dataset.10 In the present study, we focused on those area pairs

showing the strongest respective peaks. As illustrated for V1-

V4 and F1-F4, PPC spectra were averaged over selected site

pairs, separately for all area pairs, including the non-visual

areas Tpt, 7B, S1, area 5, F1, F2, and F4 (Figure S3). The

average coherence varied substantially across area pairs,

both for gamma (Figure S3A) and for beta (Figure S3B), likely

due to stronger synchronization between area pairs with stron-

ger connectivity.8 We selected, for further analysis, the area

pairs whose average PPC exceeded, at any frequency, a

threshold. The threshold was obtained by taking all average

PPC values over all area pairs, determining their mean and

SD, and defining the threshold as the mean + 3SD. This re-

sulted in one cluster of neighboring areas per frequency

band: gamma PPC was particularly strong in a cluster of occip-

ital areas consisting of areas V1, V2, V4, and DP (Figure S3A,

dashed box); beta PPC was particularly strong in a cluster of

fronto-central areas consisting of areas S1, 5, F1, F2, and F4

(Figure S3B, dashed box). The further analyses focus on the

synchronization within and between those clusters and its rela-

tion to selective attention and behavioral RT.

For the occipital cluster (V1, V2, V4, and DP; Figure 3A), the

average interareal PPC spectrum shows a gamma PPC peak

that is stronger during the IN than the OUT condition (Figure 3B;

Wilcoxon rank-sum test, p < 0.05; Bonferroni-corrected for mul-

tiple comparisons across frequencies). The distribution of

gamma-peak PPC values across all selected interareal site pairs

of the occipital cluster showed significantly stronger gamma for

the IN than the OUT condition (Figure 3C; t test, p < 0.05). We

tested whether single-trial RTs can be (partly) predicted by the

precision of single-trial interareal gamma phase locking. We fol-

lowed the approach developed by Rohenkohl et al.,27 which we

illustrate first for one gamma-synchronized V1-V4 site pair

(Figures 3D–3G): (1) per site pair and per trial, the gamma phase

relation is estimated (Figure 3D); (2) the average phase relation

over trials is determined, and all single-trial phase relations are

rotated such that the average phase relation is zero (Figure 3F);

(3) after this rotation, the single-trial phase relations reflect devi-

ations from the phase relation at which the two sites synchronize

on average; we define the cosine of these deviations to be the

goodness of phase relation (GPR); the GPR assumes a value

of 1 for single-trial phase relations equal to the average and a

value of �1 for single-trial phase relations opposite to the
4 Cell Reports 42, 113249, October 31, 2023
average; (4) the correlation between GPR and RT is calculated

and averaged over site pairs (Figure 3H).

Single-trial phase relations showed a uni-modal distribution,

reflecting synchronization at a preferential phase relation (Fig-

ure 3D). Importantly, this preferential phase relation showed rela-

tively short RTs, whereas the opposite phase relation showed

longer RTs (Figure 3E). The rotation of the average phase relation

to zero directly illustrated increased RTs for deviations from the

average phase relation (Figures 3F and 3G). The GPR-RT corre-

lation, averaged over site pairs, revealed a significant gamma

peak, specifically for the IN condition (Figure 3H; non-parametric

randomization test, p < 0.05, corrected for multiple compari-

sons). The peak was negative, indicating that the average phase

relation was related to short RTs. This peak was absent in the

OUT condition (Figure 3H). Thus, the effect described previously

by Rohenkohl et al.27 for V1-V4 holds when all areas of the occip-

ital cluster with particularly strong gamma PPC are combined.

Next, we investigated whether a similar effect was also pre-

sent for the beta PPC in the fronto-central cluster (S1, area 5,

F1, F2, and F4; Figure 3I). For the example frontal area pair F1-

F4, we have already demonstrated above that the beta PPC is

stronger for trials with fast RT compared to slow RT (Figure 2H).

Therefore, we repeated the analysis of attention effects and of

single-trial phase relations and RTs for the entire cluster

(Figures 3I‒3P). The interareal PPC spectrum averaged over all

selected interareal site pairs in this cluster of areas revealed

that attention primarily shifted the beta peak to a slightly higher

frequency. This leads to PPC decreases on the rising and PPC

increases on the falling flank of the beta peak (Figure 3J; Wil-

coxon rank-sum test, p < 0.05; Bonferroni-corrected for multiple

comparisons across frequencies). The distribution of beta peak

frequency values across all selected interareal site pairs of the

fronto-central cluster showed significantly higher beta peak fre-

quencies for the IN than the OUT condition (Figure 3K; t test,

p < 0.05). The example F1-F4 site pair showed a uni-modal dis-

tribution of single-trial beta phase relations (Figure 3L). The

average phase relation was associated with relatively short

RTs, whereas the opposite phase relation was associated with

long RTs (Figures 3L‒3O). The GPR-RT correlation, averaged

over site pairs, showed a significant negative beta peak for the

IN condition (Figure 3P; non-parametric randomization test,

p < 0.05, corrected for multiple comparisons). For the OUT con-

dition, two adjacent frequency bins slightly above the alignment

frequency reached significantly positive values.

These correlations of RT with GPR are likely not due to a cor-

relation of RT with LFP power. The power-RT correlation spectra

for occipital areas in the gamma band showed no significant re-

sults (Figure S4A) and, for fronto-central areas in the beta band,

showed some marginally significant frequency bins that did not

match the GPR-RT correlation spectrum (Figures S4B and 3P).

GPR-RT correlation increases by averaging over
simultaneous recording sites
The GPR-RT correlation values that we report here are based on

GPR and RT measurements for single trials, which incurs a rela-

tively large amount of measurement and/or estimation noise.

Such noise leads to an underestimation of the true correlation.

However, the true trial-by-trial correlation cannot be recovered
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Figure 3. Phase relation at dominant frequency predicts behavior

(A) The occipital cluster: V1, V2, V4, DP. These areas showed particularly strong PPC in the gamma band.

(B) Average PPC between area pairs in the occipital cluster, for IN (red) versus OUT (black) conditions. Shaded areas indicate SEM across site pairs. Black

horizontal line indicates frequencies with a significant difference between IN and OUT conditions.

(C) Scatterplot of peak PPC strength for IN vs. OUT condition. Each dot represents an interareal site pair from the occipital cluster. The inset shows the histogram

of differences (IN � OUT) between peak PPC strength.

(D) Distribution of gamma phase relations between an example V1-V4 site pair across trials. Red line shows the mean phase of this site pair.

(E) Distribution of RTs as a function of V1-V4 gamma phase relation.

(F and G) All phase relations (F) and their corresponding RTs (G) were rotated to bring the mean phase to zero.

(H) Correlation between goodness of phase relations (GPRs) and RTs, as a function of frequency for IN (red) and OUT (black) conditions, averaged over site pairs.

Black horizontal dashed lines indicate significance thresholds, corrected for multiple comparisons. Shaded areas indicate SEM across site pairs.

(I) The fronto-central cluster: S1, 5, F1, F2, F4. These areas showed particularly strong PPC in the beta band.

(J) Same as (B), but for fronto-central areas and aligned to the beta peak.

(K) Histogram of peak PPC frequencies relative to the beta peak frequency. The star denotes a significant difference between IN and OUT distributions (t test,

p < 0.05).

(L‒P) Same as (D)–(H), but for fronto-central areas and aligned to the beta peak. See also Figures S3 and S4.
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Figure 4. GPR of phase relations averaged over a population of

recording sites reduces the noise effect and enhances the correla-
tion values

(A and B) Correlation between GPRs and RTs across trials, after first averaging

phase relations over site pairs of an area pair and then calculating GPR

(defined as area GPR), for calculating the GPR-RT correlation. This GPR-RT

correlation is shown for the occipital cluster aligned to the gamma peak (A),

and for the fronto-central cluster aligned to the beta peak (B).

(C) GPR-RT correlation based on GPRs at the level of site pairs (corresponding

to Figures 3H and 3P), area pairs (A and B), clusters (GPR of phase relations

averaged over all site pairs in each cluster), and the complete population

(GPRs of phase relations averaged over all site pairs of two clusters combined

over the respective dominant frequency bands).
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by eliminating noise via binning of trials and averaging phase re-

lations and RTs within those bins before calculating GPRs and

the GPR-RT correlation, because this procedure would arbi-

trarily inflate the estimated correlation value.20,31 To avoid this

inflation and still eliminate noise and come closer to the true

trial-by-trial correlation, we averaged phase relations over site

pairs before calculating GPRs and the GPR-RT correlation. First,

we did this at the level of area pairs: we rotated phase relations

as described per site pair, averaged phase relations over all site

pairs per area pair, and then calculated the cosine of these

values as area-pair GPRs, to determine their correlation with

RT. This GPR-RT correlation, during the IN condition, showed

a significant negative gamma peak for the occipital areas (Fig-

ure 4A) and a significant negative beta peak for the fronto-central

areas (Figure 4B). Intriguingly, the correlation values for area-pair

GPRs were approximately 3-fold larger than for site-pair GPRs

(Figure 4C). Therefore, we next performed the same analysis at

the cluster level: we rotated phase relations as described per

site pair, averaged phase relations over all site pairs per cluster

of areas before calculating the GPR values, and then used these

cluster GPRs to determine their correlation with RT. The resulting

correlation values were approximately 5-fold larger than for site-

pair GPRs (Figure 4C). Finally, we rotated phase relations as
6 Cell Reports 42, 113249, October 31, 2023
described per site pair, averaged phase relations over all site

pairs per cluster of areas, and additionally over the two clusters

before calculating GPR values; note that this entails averaging

over two frequency bands, that is, gamma for the occipital and

beta for the fronto-central cluster. This resulted in a GPR-RT cor-

relation that was approximately 7-fold larger than for single site

pairs (Figure 4C). Together, these results suggest (1) that the

true single-trial correlation is substantially stronger than esti-

mated on the basis of single site pairs, (2) that GPRs within an

area pair and within a cluster are correlated such that noise

can be eliminated by averaging over them, and (3) that this cor-

relation between GPRs also holds between occipital gamma

GPRs and fronto-central beta GPRs.

Occipital gamma GPRs correlate with fronto-central
beta GPRs
We investigated this latter point directly by testing for a correla-

tion between occipital cluster-level gamma GPRs and fronto-

central cluster-level beta GPRs. This correlation was present

during the IN condition (Figure 5A, r = 0.19, p = 7.33 10�8, Pear-

son correlation), but not during the OUT condition (Figure 5B, r =

0.06, p = .067). The observed difference between the IN and the

OUT conditions was significant (Figure 5C; p < 0.05, z-test

comparing observed difference to a randomization distribution

obtained after randomly permuting trials across conditions).

Thus, fronto-central beta and occipital gamma GPRs fluctuate

across trials in a coordinated manner, suggesting some link be-

tween these regions in their dominant rhythms.

Directed interareal influences as assessed by GC
predict RT
Next, we complemented the analysis of GPRwith an analysis of a

metric of directed interareal influences, namely GC. The GC

analysis used the selection of site pairs and area pairs based

on PPC; a selection based directly on GC gave almost the

same selected site pairs, or area pairs, respectively. GC between

occipital areas in the gamma band was stronger in the bottom-

up than the top-down direction and was increased by attention,

in line with previous reports (Figure 6A; Wilcoxon rank-sum test,

p < 0.05; Bonferroni-corrected for multiple comparisons across

frequencies).10,20,32,33 Interestingly, the correlation between oc-

cipital gamma GC and RT showed a clear negative peak specif-

ically during the IN condition and in the bottom-up direction (Fig-

ure 6B; non-parametric randomization test, p < 0.05, corrected

for multiple comparisons). This correlation was calculated

across single trials by using the jackknife correlation approach.31

GC between fronto-central areas in the beta band was stronger

in the bottom-up than top-down direction (Figure 6C; Wilcoxon

rank-sum test, p < 0.05; Bonferroni-corrected for multiple com-

parisons across frequencies). Note that beta GC between areas

of the visual hierarchy has been shown to be stronger in the top-

down direction.9,10 Potential reasons for this difference between

the visual system and fronto-central regions will be explored in

the section ‘‘discussion.’’ The correlation between fronto-central

beta GC and RT showed negative peaks specifically during the

IN condition and most pronounced in the dominant, bottom-

up, direction (Figure 6D; non-parametric randomization test,

p < 0.05, corrected for multiple comparisons).
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Figure 5. Occipital gamma GPR correlates with fronto-central beta

GPR during IN condition

(A and B) Across-trial correlation between occipital gamma GPR and fronto-

central beta GPR, separately for condition IN (A) and OUT (B). Each dot rep-

resents the respective GPR values from one trial averaged over site pairs of the

corresponding areas (gamma GPR in occipital areas and beta GPR in fronto-

central areas).

(C) Comparison of the empirically observed difference in GPR correlation (IN�
OUT) with chance distribution based on 1,000 randomizations of trials. See

also Figure S5.
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Fronto-central beta GC values and occipital gamma GC

values showed a positive correlation across single trials during

the IN condition (r = 0.11, p = 0.0026, Pearson correlation), but

not during the OUT condition (r =�0.05, p = 0.26), and this atten-

tional effect was significant (Figure S5). This is similar to the

above-mentioned related analysis for GPR.

Directed influences from fronto-central to occipital
areas and their behavioral relevance
Finally, we investigated the influences between the two clusters

of fronto-central and occipital areas, and we tested whether

any influences have behavioral relevance. Such long-range influ-

ences can be assessed with high sensitivity by means of power-

power correlation, sometimes also referred to as amplitude enve-

lope correlation.34 The time-varying power of beta and gamma

were estimated for the last 400 ms before the behaviorally rele-

vant stimulus change, using 200-ms windows shifted in 50 steps

of 4 ms (Figure 7A). The Pearson correlation coefficient was

calculated between power time courses, as a function of lag,

pooling data points from all trials. This was done for all four com-

binations of clusters (fronto-central or occipital) and rhythms

(beta or gamma). Only one combination showed a significant cor-

relation, namely fronto-central beta versus occipital beta (Fig-

ure 7B). This correlation showed a lagged peak indicating that

fronto-central beta was leading occipital beta by 32 ms.

Therefore, we further investigated the interactions between the

fronto-central and the occipital cluster at beta. As for the interar-

eal analyses within the clusters, we now selected all inter-cluster

site pairs whose PPC exceeded the mean + 3SD over all respec-
tive PPC values. We first tested whether the beta GPR was

related to RT and found no relation. We then investigated the

GC between the two area clusters and found that it was stronger

in the top-down than bottom-up direction, i.e., stronger from the

fronto-central to the occipital cluster than vice versa (Figure 7C).

Interestingly, during the IN condition, the beta peak shifted to a

slightly higher frequency (Figure 7C; green horizontal lines indi-

cating significant increases in falling flank). The trial-by-trial cor-

relation between beta GC and RTs showed a prominent negative

peak for the top-down direction during the IN condition (Fig-

ure 7D; non-parametric randomization test, p < 0.05, corrected

for multiple comparisons). This suggests that top-down beta in-

fluences from fronto-central areas to occipital areas increase

the speed and/or efficiency with which the behaviorally relevant

stimulus change is communicated between brain areas and ulti-

mately turned into a behavioral response.

Purely frontal cluster shows similar effects to fronto-
central cluster
We investigated whether the core findings for the fronto-central

cluster also held when we restricted it to only contain frontal

areas, namely areas anterior to the central sulcus. The following

figures, obtained for the frontal cluster, correspond to the figures

listed in parenthesis, obtained with the fronto-central cluster:

Figures S6A and S6D (Figures 3J and 3P), Figures S6B and

S6E (Figures 6C and 6D), and Figures S6C and S6F

(Figures 7C and 7D). While there are differences in details, the re-

sults are qualitatively similar.

DISCUSSION

In summary, we found interareal synchronization to be particu-

larly prominent among occipital areas in gamma and among

fronto-central areas in beta. In both clusters of areas, and for

both frequency bands, interareal synchronization occurred at

the phase relation that led to the shortest RTs, and deviations

from that phase relation led to systematically slower RTs. Both

for occipital gamma and fronto-central beta, similar results

were obtained for interareal GC, with stronger GC leading to

shorter RTs. Also, stronger GC from the fronto-central to the oc-

cipital cluster at beta led to shorter RTs. Occipital gamma GPR

and fronto-central beta GPR showed trial-by-trial correlation,

specifically during the IN condition; the same held for GC.

Together, these findings suggest that all these interareal syn-

chronization and entrainment phenomena improve behavioral

performance. The effects were mostly specific to the IN condi-

tion, indicating that they did not reflect unspecific arousal

changes. Also, the effects could not be explained by corre-

sponding changes in power. The effects found for the fronto-

central cluster remained similar when the cluster was restricted

to the frontal areas.

The trial-by-trial prediction of RT by GPR improved 3-fold

when GPR was calculated on phase relations averaged over

site pairs within area pairs, 5-fold when averaging over area pairs

within clusters, and 7-fold when averaging over clusters and fre-

quency bands. This indicates (1) that individual site pairs provide

only noisy estimates of interareal synchronization and entrain-

ment; (2) that GPR is correlated across site pairs, area pairs,
Cell Reports 42, 113249, October 31, 2023 7



A B

C D

Figure 6. Occipital gamma and fronto-central beta Granger cau-

sality predict RTs

(A) Interareal Granger causality (GC), averaged over all site pairs of the occipital

cluster, aligned to the gamma peak, separately in the bottom-up (BU, tick lines)

and top-down (TD, narrow lines) directions, and for the IN (red) andOUT (black)

conditions. Colored horizontal lines denote significant differences between

conditions (IN, OUT, BU, TD), as indicated in the color legend. Shaded areas

indicate SEM across site pairs.

(B) Jackknife correlation (see STAR Methods for details) between single-trial

GCs and RTs. The inset shows the selected areas in the occipital cluster.

Shaded areas indicate SEM across site pairs.

(C and D) Same as (A) and (B) but for areas in the fronto-central cluster and

aligned to the beta peak. See also Figure S6.
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and even the two frequency bands; and (3) that the noisy GPR

estimates lead to an underestimation of its true predictive power

for behavioral RTs.

We used simultaneous bipolar LFP recordings from many

areas to investigate whether interareal coherence and GC play

functional roles for interareal communication. We assessed the

efficiency of this communication bymeasuring the behavioral re-

action-time, i.e., the time that the go signal took to travel from the

retina through the different cortical areas to motor cortex and

spinal cord to finally issue the behavioral response. Behavioral

RTs can be partly predicted by the local neuronal gamma syn-

chronization in macaque area V4.25,27 Also, the gamma power

in the human middle occipital gyrus predicts RTs when

investigated with source-projected magnetoencephalography

(MEG).35 Such MEG source power estimates reflect neuronal

synchronization both within and across neighboring areas.

Indeed, the coherence between macaque areas V1 and V4 is

enhanced before short RTs.27 Crucially, V1-V4 coherence oc-

curs at the phase relation leading to the shortest RTs and thereby

improving behavioral performance.27 Here, we built on this

approach and expanded it to all areas covered by the ECoG,
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leading to the described findings in fronto-central regions and

in the beta band.

Rhythmic activity in fronto-central regions has previously been

related to motor performance. RTs in a simple visuomotor RT

task are correlated with gamma-band activity before the go

cue measured with source-projected electroencephalogram

(EEG) from human fronto-parietal areas.36 Also, human subjects

show a correlation between their readiness to respond and their

coherence between motor cortex and spinal cord, which is pos-

itive for the gamma band and negative for the beta band.37

Furthermore, several studies have demonstrated that strongmo-

tor-cortical beta activity was predictive of slower movements,

i.e., movements with lower peak acceleration, yet beta was not

related to RTs.38 Similarly, when transcranial alternating current

stimulation (tACS) was applied either in the beta band, at 20 Hz,

or in the gamma band, at 70 Hz, movement speed was either

decreased or increased, respectively.39,40 In summary, these

studies suggest that motor-cortical gamma is involved in pro-

moting new movements, whereas beta is involved in stabilizing

the current motor state or posture.41

We found that fronto-central beta synchronization and fronto/

central-to-occipital beta GC is predictive of short RTs. This is in

line with a previous analysis of the same dataset, showing that

moment-to-moment enhancements of top-down beta GC from

area 7a onto V1 lead to corresponding enhancements of bot-

tom-up gamma GC from V1 onto V4.20 Note that the present re-

sults were obtainedwith a change detection task. In this task, the

current state of the stimulus needs to be constantly compared to

the most recent state of the stimulus, which is likely provided by

top-down signaling, which in turn is related to interareal GC in the

beta band.8–10 Most importantly, the present results were ob-

tained with a selective attention task, in which two stimuli were

simultaneously present but only one of them was cued and

behaviorally relevant. The cued stimulus is thought to be at-

tended for most of the time; however, on a moment-to-moment

basis, attention diverts from cued stimuli toward non-cued stim-

uli,42,43 likely explaining variability in RTs.44 Thus, long RTs in our

data likely indicate that, around probe onset, attention had di-

verted to the distractor. We find that this diversion of attention

is related to a reduction in beta coherence, a deviation of beta

phases from their mean, and a reduced beta GC. This suggests

that the investigated beta synchronization subserves successful

top-down signaling of the correct attentional selection.45 More

generally, our findings are in line with a review of the beta litera-

ture concluding that ‘‘beta oscillations observed in sensorimotor

cortex may serve large-scale communication between sensori-

motor and other areas and the periphery.’’46 An analysis of

beta oscillations and synchronization in sensorimotor cortex of

our data, aligned to movement onset, is an interesting topic for

future investigation.

We have previously analyzed GC between a subset of the

areas studied here, namely between the areas of the visual sys-

tem: V1, V2, V4, TEO, DP, 7A, 8L, and 8M. For these areas,

anatomical studies in macaques have shown that interareal

laminar projection patterns largely abide by a global hierarchy

that assigns a hierarchical level to each area.21,47 We previously

found that, between those areas, GC in the gamma band is typi-

cally stronger in the bottom-up than top-down direction,
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Figure 7. Fronto-central and occipital areas

communicate through TD beta influences

(A) Schematic illustration of time-lagged cross-

correlation between fronto-central and occipital

areas. The power spectra were calculated, sepa-

rately for the occipital and the fronto-central

cluster, for 50 windows with a duration of 200 ms

and a shift of 4 ms. The first window is from �400

to �200 ms and the 50th window from �200

to 0 ms relative to the stimulus change. The

correlation between the two sets of power

spectra is calculated in two steps: (1) calculating

power spectra; (2) calculating cross-correlation

across trials, as a function of lag between win-

dows, across the windows that overlap for a

given lag.

(B) Time-lagged cross-correlation between beta

power (14–16 Hz) of fronto-central and occipital

areas, separately for IN (red) and OUT (black)

conditions. Dashed lines show significance

thresholds based on the randomization approach

and corrected for multiple comparisons.

(C) GC between fronto-central and occipital clus-

ters aligned to beta peak, for IN (red) and OUT

(black) conditions, and in BU (tick lines) and TD

(narrow lines) directions, separately. Colored hor-

izontal lines indicate significant frequency bands

for the indicated comparisons. Shaded areas

indicate SEM across site pairs.

(D) Jackknife correlation (see STAR Methods for

details) between single-trial RTs and beta GCs

between the occipital and fronto-central cluster for IN (red) and OUT (black) conditions and in the BU (tick lines) and TD (narrow lines) directions. Shaded

areas indicate SEM across site pairs. See also Figures S6 and S7.
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whereas GC in the beta band is typically stronger in the top-

down than bottom-up direction.10 A highly similar pattern was

found in a cohort of 43 human subjects studied with source-pro-

jected MEG.9 These observations are in line with several related

findings: (1) frontal and parietal cortices show synchrony that is

stronger in lower frequencies during top-down attention and in

higher frequencies during bottom-up attention15; (2) for visual,

frontal, and parietal areas, predictable stimuli are associated

with more alpha (8–14 Hz) or beta (15–30 Hz) power or functional

connectivity, whereas unpredictable stimuli are associated with

more gamma (40–90 Hz) power or functional connectivity48; (3)

during working memory, executive control acts via an interplay

between gamma (30–100 Hz) in superficial and alpha/beta (10–

30 Hz) in deep cortical layers, with deep-layer alpha/beta asso-

ciated with top-down information, and superficial-layer gamma

regulating the flow of bottom-up sensory information.49

In the present study, we found that gamma GC among occip-

ital areas is predictive for RTs, specifically for the gamma GC in

the bottom-up direction (Figure 6B). Furthermore, we found that

beta GC between fronto-central areas is predictive of RTs, for

GC in both directions, yet stronger for the bottom-up direction;

beta GC between strictly frontal areas, excluding post-central

areas, is predictive of RTs, specifically in the bottom-up direc-

tion. These latter results, linking RT to beta GC predominantly

in the bottom-up direction might appear surprising, given that

beta GC is stronger in the top-down direction between areas

of the visual system. However, between the recorded frontal

areas, i.e., F1, F2, and F4, beta GC is stronger in the anatomically
defined bottom-up direction (Figure S7). Importantly, the bot-

tom-up direction corresponds to the direction from the motor

cortex to premotor areas. Thus, between these areas, the bot-

tom-up direction arguably corresponds to the direction of func-

tional feedback in the sense of corollary discharges.50 Therefore,

we would like to speculate that beta is generally stronger in this

direction of functional feedback, which in sensory systems is

top-down, and in the (pre-)motor system is bottom-up. Note

that this also holds for the other recorded sensory system,

namely the somatosensory system. Between the recorded so-

matosensory areas, i.e., S1 and area 5, beta-bandGCwas stron-

ger in the top-down than the bottom-up direction (Figure S7). Be-

tween the different sensory systems, and/or between them and

the (pre-)motor system, hierarchical relationships are hard to

interpret, and we therefore refrain from that.

In conclusion, our analysis lends further support that behav-

ioral performance is subserved by gamma synchronization

between occipital areas, and, importantly, also by beta synchro-

nization among frontal or fronto-central areas, and by the beta-

band GC from frontal/fronto-central to occipital areas. These ef-

fects were not explained by the power of the respective rhythms,

suggesting that they were genuine effects of interareal

synchronization.

Limitations of the study
This study is based on recordings from two macaques, as is

typical for awake macaque neurophysiology. With two animals,

any useful inference is limited to the investigated sample.51
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Furthermore, this study is based on LFP data. The LFP, in the fre-

quency ranges investigated here, primarily reflects postsynaptic

potentials and thereby neuronal inputs. However, �80% of syn-

aptic inputs to a cortical neuron are generated from locally neigh-

boring neurons through their spiking.52 Thus, local neuronal

spiking is probably the main source of the LFP.53–55 Neverthe-

less, it has been argued that the LFP also reflects synaptic inputs

from other areas and that this explains interareal coherence and

GC.56 However, a recent study in the mouse visual system

shows that narrowband gamma oscillations (50–70 Hz) propa-

gate and synchronize throughout the awake mouse visual sys-

tem, not only at the level of the LFP but also at the level of

neuronal spiking,57 in line with previous studies in other spe-

cies.58–60 Also, the current results disagree with the claim that in-

terareal coherence andGC are due to the LFP reflecting primarily

synaptic inputs. According to this claim, interareal coherence

and GC should reflect power in the sending area. Correspond-

ingly, power should be equally or more predictive of behavior

than interareal coherence and GC. We find the opposite: while

both interareal coherence and GC are predictive of behavior, po-

wer is not. Similar results have been reported before; e.g., cor-

tico-muscular coherence reflects the hazard rate and thereby

RTs, and this holds even when the data are stratified for power.37

At the same time, LFP provides major advantages for investi-

gating interareal rhythmic synchronization. Rhythmic synchroni-

zation between two areas can only be properly quantified if the

local rhythmic activities are measured both sensitively and inde-

pendently. The sensitivity of the LFP in this regard is better than

that of spike recordings, because spike probability is modulated

by the rhythm’s phase only to some degree, and spikes sample

the rhythmically modulated spiking probability only at very few

discrete time points. The independence of LFP recordings

from two areas is better than that of EEG or MEG recordings,

because the latter suffer from signal mixing even after source

projection,61–63 although much progress has been made to

address this.64–66 Thus, between the macroscopic EEG/MEG

and the microscopic spike recordings, the mesoscopic LFP oc-

cupies a sweet spot for assessing interareal coherence and GC.

This assessment still requires the removal of the common

recording reference, e.g., through bipolar derivation as done

here, or through using Laplacian operators.67 Finally, the current

study focuses on the rhythms that were dominant in power and

interareal coherence spectra, i.e., beta and gamma. Similar an-

alyses for the theta and high-beta rhythms, which are also pre-

sent in the dataset,8 are an interesting topic for further investiga-

tions. We found that the beta and particularly the gamma

rhythms showed monkey-specific, individual peak frequencies,

which require alignment over subjects as done previously.27 In

human subjects, individual gamma frequencies are related to

factors such as age, sex, and cortical volume68 and are strongly

determined by genes.69
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

We analyzed data from two adult male macaque monkeys (Macaca mulatta), referred to as monkey P and K. All experimental pro-

cedures were approved by the ethics committee of RadboudUniversity Nijmegen (Nijmegen, the Netherlands). Parts of the data have

been used in other publications, e.g.,.8,10,20,27,71,72 The procedures and paradigms are described in.10,32 Here we provide further de-

tails necessary for understanding the present analysis.

METHOD DETAILS

Visual attention task and electrophysiological recordings
Two adult male macaque monkeys were trained in a visual attention task. Throughout the task, the monkeys were required to main-

tain their gaze on a fixation point at the center of the screen. Each trial started when the monkey pressed the lever and fixated on the

fixation point. Following an 800 ms fixation period, two isoluminant and isoeccentric stimuli appeared on the screen. Each stimulus

was a drifting sinusoidal grating (diameter: 3� visual angle; spatial frequency: z1 cycle/degree; drift velocity: z1 deg/s; temporal

frequency: z1 cycle/s; contrast: 100%). Stimuli were controlled using the CORTEX software (http://www.cortex.salk.edu) and pre-

sented on a cathode ray tube (CRT) monitor at a refresh rate of 120 Hz. In each trial, yellow and blue tints were assigned randomly to

the bright grating stripes of the two stimuli. The tints were present for the entire duration of stimuli presentation. After a variable stim-

ulus period (1000–1500 ms in monkey K, 800–1300 ms in monkey P), the color of the fixation point changed to blue or yellow, cueing

the stimulus with the corresponding tint to be the behaviorally relevant, attended, target, leaving the other one to be the behaviorally

irrelevant, unattended, distractor. Transient shape changes (grating stripes undergoing a gentle bend, lasting 150 ms) of any one of

the stimuli (target or distractor) could occur already before cue onset and until 4500 ms after cue onset, and occurred equally likely in

the target and distractor. The monkey was rewarded for releasing a lever shortly (within 150–500 ms) after a change of the target,

while ignoring changes of the distractor. All trials included a change of the target, either as the first change or after a distractor

change. Trials during which the monkey broke fixation or released the bar outside the response window terminated without reward.

Bothmonkeys performed the task with an accuracy far above chance (accuracy of 94%and 84% for monkeys K and P, respectively).

Trials with attention directed to the stimulus in the visual hemifield contralateral (ipsilateral) to the recorded hemisphere are referred to

as attend-IN (attend-OUT) condition, abbreviated as IN (OUT) condition.
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During the task, neuronal activity was recorded from subdural ECoG grids realizing simultaneously 252 recording electrodes over

the left brain hemisphere for a total of 15 brain areas (1 mm electrode diameter and 2–3mm space between electrodes). The 15 areas

were hierarchically ordered. Visual areas were ordered according to Bastos et al.10 and Markov et al.21; somatosensory and motor

areas were ordered according to Vezoli et al.8 and Chaudhuri et al.22

Signals were amplified by eight 32-channel Plexon headstage amplifiers (Plexon, USA), referenced against a silver wire implanted

epidurally over the right occipital cortex (common recording reference). Signals were then filtered between 0.159 Hz and 8 kHz and

digitized at approximately 32 kHz with a Digital-Lynx acquisition system (Neuralynx, USA). LFPs were obtained by low-pass filtering

at 250 Hz and down sampling to 1 kHz. During the experiment, monkeys’ eye position was monitored by a video-based eye-tracking

system with 230 Hz sampling rate (Thomas Recording, Giessen, Germany).

Data analysis
All analyses were carried out in MATLAB 2020b (The MathWorks, Inc., Natick, Massachusetts, USA) using the FieldTrip toolbox

(http://www.fieldtriptoolbox.org/)70 and custom MATLAB scripts.

Signals were re-referenced via a bipolar scheme by differentiating neighboring electrodes on the same lane of the ECoG grid,

which resulted in 218 recording sites. This process improves signal localization, cancels the common recording reference, and re-

jects noise specific to each headstage. We use the term ‘‘electrode’’ to refer to a single unipolar recording electrode, and the term

‘‘site’’ to refer to a local bipolar derivation.

Using a discrete Fourier transform, 50 Hz line noise and its harmonics (100 and 150 Hz) were removed from signals. After removing

trials with artifacts (trials with a variance five times greater than the mean variance in the same site), each trial was linearly detrended,

which entails a demeaning. Within each recording site, the signal was normalized (subtract mean and divide by SD of all used data

from that site), and then the correctly completed trials (hits) were pooled over sessions for further analyses. In total, the analyses used

9 sessions from monkey K and 14 sessions from monkey P. All analyses were first calculated per monkey and then combined over

monkeys, to give the two animals equal weight. Given that the two monkeys had individual gamma and beta peak frequencies, the

analyses were aligned to the respective peak frequencies in the coherence spectra averaged over the selected site pairs of the

selected area pairs, separately for the occipital gamma cluster (monkey K: gamma: 74 Hz; monkey P: gamma: 63 Hz) and

the fronto-central beta cluster (monkey K: beta: 18 Hz; monkey P: beta: 16 Hz). Following our earlier study,27 the analyses were

restricted to trials in which the target change occurred first (z50% of trials), to avoid transients after distractor changes. In addition,

to ensure that attention had been fully deployed at the beginning of the analysis window, we excluded trials with target changes less

than 800 ms after cue onset.

Spectral analysis
The main analyses were based on the last 200 ms before target change for power, PPC and GPR, and on the last 400 ms for GC.

These signal epochs were Hann tapered, zero padded to 1 s length, and Fourier transformed. Further spectral analyses used the

frequency range 1–95 Hz.

The Fourier spectra were squared to obtain the power spectra. The 1/f component of the power spectra (Figures 1E and 1F) was

removed using the FOOOF method.73

Phase coherence was quantified as pairwise phase consistency (PPC).30 The PPC was used for site-pair selection. Site pairs

whose PPC at >100 Hz exceeded 5SD (of all PPC values of all site pairs of the respective area pair) were considered as affected

by artifacts and were excluded; this affected a small percentage of site pairs. Subsequently, site pairs were selected for further anal-

ysis, if their PPC spectra at 1–95 Hz exceeded the mean+3SD of all PPC values across all inter-areal site pairs and all frequencies

(1–95 Hz).

For each site pair and each trial, the GPR was calculated as the cosine of the deviation of this trial’s phase relation from the mean

phase relation of this site pair over all trials.

Directed influences were quantified by calculating frequency-resolved Granger causality (GC).74 GCwas quantified for all selected

site pairs using nonparametric spectral matrix factorization75 of their cross-spectral densitymatrices, as implemented in the FieldTrip

toolbox.70

The single-trial correlation between GC and RT was calculated using the jackknife correlation approach.31 This approach is based

on all possible jackknife replications of trials, that is, all possible leave-one-out subsamples of trials. For each jackknife replication,

the average GC and the average RT is calculated. Subsequently, the correlation between those jackknife estimates of GC and RT is

calculated. For smooth functions of the data, the jackknife correlation is identical to the regular correlation. For correlations involving

GC, the jackknife correlation approach avoids the need to estimate GC for single trials.

QUANTIFICATION AND STATISTICAL ANALYSIS

All analyses were performed based on pooled data of both monkeys constituting a fixed-effect analysis that results in inferences on

the investigated sample of animals. For this purpose, analysis results were first averagedwithin eachmonkey and then averaged over

the two monkeys to give the results from each animal equal weight.
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Several statistical analyses were performed with a multiple-comparison correction based on theMax-based approach.76 For each

randomization, only themaximal andminimal values across the dimension of multiple comparisons (mostly the frequency dimension)

are retained. These values form, after 1000 randomizations, the min-randomization distribution and the max-randomization distribu-

tion. The 2.5th percentile of the min-randomization distribution and the 97.5th percentile of the max-randomization distribution were

used as significance thresholds. If those thresholds were exceeded by observed, i.e., non-randomized, results, the latter were

considered significant with a two-sided false-positive rate of less than 5%, including correction for multiple comparisons.
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