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Abstract: The biotechnology industry can significantly benefit from new paradigms such
as smart manufacturing, digitalization and quality-by-design to render more competitive and
robust processes. Real-time monitoring of key process parameters and performance indicators
can facilitate the transition toward smart biomanufacturing. Since cells are typically used to
catalyze biotechnological processes, online monitoring of the cell’s health and intracellular
metabolic status is of interest to the bioprocess industry. However, intracellular monitoring
is challenging due to the intrinsic physical limitation imposed by the cell wall/membrane and
the long time required for analytical measurements. This work outlines how soft sensors based
on moving horizon estimation allow inferring the intracellular metabolite concentrations in
bioprocesses, even for advanced or compler metabolic systems. For example, it can be applied
for monitoring metabolic cybergenetic systems, whereby metabolic pathways are dynamically
regulated via genetic circuits and external inputs. The moving horizon estimator uses a
kinetic model of the central carbon and energy metabolism that describes the dynamics of
the intracellular metabolites. We underline the use of moving horizon estimation considering
the anaerobic fermentation of Escherichia coli with optogenetic regulation of the adenosine
triphosphate turnover. With the information on the extracellular substrate, product and biomass
concentrations, we could reconstruct the internal cell’s metabolic state with a good performance.
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1. INTRODUCTION

Biomanufacturing is currently undergoing a transition
from trial-and-error and off-line approaches to quality-
by-design and smart process control concepts. The ul-
timate goal is to maximize production (e.g., product
yield, volumetric productivity, etc.) while achieving ro-
bust/consistent processes and high-quality products. On-
line monitoring of critical process parameters and key
performance indicators, which are linked to the critical
quality attributes of a product of interest, can lead to
better process control. Therefore, moving toward smart
biomanufacturing requires efficient process analytical tech-
nologies to enable real-time process monitoring (Gerzon
et al., 2022).

There are already well-established sensors for measuring
various extracellular process variables such as pH, tem-
perature, osmolarity, partial pressure of gases, cell density
and several substrates and products (Reyes et al., 2022).
Comparatively, fewer studies focus on real-time monitor-
ing of intracellular variables. In some cases, genetically
encoded biosensors based on fluorescent proteins are used
to measure the in vivo intracellular environment (cf. e.g.,
Torello Pianale et al. (2022)). However, such sensors are
not straightforward to implement and use. First of all,
even assuming orthogonality, they may impose a resource
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burden on the cell due to the intrinsic cost of synthesiz-
ing the biosensors’ machinery (Mahr and Frunzke, 2016).
Secondly, the output interpretation of fluorescence-based
biosensors becomes cumbersome when the spectra of out-
put signals overlap (Mahr and Frunzke, 2016).

Despite the advances in bioprocess monitoring, many im-
portant variables -especially at the intracellular level- can-
not be measured or they can only be measured off-line. In
this work, we focus on the use of soft sensors, i.e., sensors
that rely on a mathematical model to infer unmeasured
variables based on available process measurements (Luo
et al., 2021; Reyes et al., 2022). In a previous study, we
outlined a soft sensor for monitoring dynamic changes
in cell composition, e.g., the intracellular distribution of
catalytic enzymes, ribosomes and other elements such as
non-catalytic proteins, RNA, DNA, storage compounds
and lipids, assuming quasi-steady-state conditions of the
intracellular metabolites (Espinel-Rios et al., 2022b, 2023).
Here, we describe a soft sensor for monitoring the dy-
namics of the intracellular metabolites during the pro-
cess operation (online), i.e., the intermediate products of
metabolism. Efficient and real-time monitoring of the in-
tracellular metabolites can add significant value to the bio-
process monitoring toolbox since these species are linked
to the resulting metabolic fluxes and productivity rates.

We exploit the concept of moving horizon estimation
(MHE) to reconstruct the states of the system using a
dynamic model of the process and the available past
and present measurements. Some benefits of using MHE

2405-8963 Copyright © 2023 The Authors. This is an open access article under the CC BY-NC-ND license.
Peer review under responsibility of International Federation of Automatic Control.

10.1016/j.ifacol.2023.10.968



Sebastian Espinel-Rios et al. / IFAC PapersOnLine 56-2 (2023) 4608—4613

include that it can handle non-linear equations, which
is typically the case with biological models, and it can
incorporate state and input constraints (Rawlings et al.,
2020; Elsheikh et al., 2021). MHE has been previously
proposed for parameter and state estimation of substrates
and products in biotechnological processes (cf. e.g. Carius
et al. (2018); Espinel-Rios et al. (2022b, 2023); Tuveri
et al. (2023)). In the previous references, the models
constraining the MHE either lump up the intracellular
metabolism or assume that the intracellular metabolites
are in a quasi-steady state. Here we show that MHE can
be applied to advanced or complex metabolic systems, e.g.,
metabolic cybergenetic systems, (Carrasco-Lépez et al.,
2020; Espinel-Rios et al., 2023), for monitoring intracellu-
lar metabolite concentrations. In metabolic cybergenetics,
the intracellular metabolic flux distribution is dynamically
regulated via genetic circuits and external inputs, hence
monitoring the dynamic profile of intracellular metabolites
becomes pertinent for efficient quality and process control.

The remainder of this paper is structured as follows.
We outline the MHE algorithm in Section 2. To capture
the metabolic activity of cells, we use kinetic models
developed using a bottom-up approach and parameter
fitting as described in Section 3. Finally, in Section 4 we
use the anaerobic glucose fermentation by Escherichia coli
with optogenetic regulation of the adenosine triphosphate
(ATP) turnover as a simulation example.

2. MOVING HORIZON ESTIMATION

Let us denote x € R™® as the state vector, u € R™ as the
input vector, § € R™ as the parameter vector, y € R™
as the measurement vector and w € R"= as the state
noise vector. The system input and state constraints are
defined by ¢ : R™ x R x R™ — R". Furthermore, let
F:R" x R"™ x R™ — R" be the system function and
h:R"™ x R™ x R™ — R™ be the measurement function.
For simplicity, we consider a time-discrete version of the
system model, with piece-wise constant input function over
sampling times of size At. Also, let indicate with (-); a
general optimization variable at time t;. We will omit the
explicit time-dependency of the variables when clear from
the context. The MHE at time ¢, is formulated as an
optimization problem with constraints (Rawlings et al.,
2020; Elsheikh et al., 2021)

min J(xk_N,Gk,w(.”k), (1a)
Tr—N, Ok, Wk

s.t. Tip1 = F(l‘i, Uj s Hk) + w;, (1b)

Yi = h(xivuiv 9k)7 (IC)

0> c(xs,ug, k), (1d)

for i € [k — N,k], k,NeN, (le)

where N is the length of the estimation horizon, xj_ N
is the state vector at the beginning of the horizon and
Wk = {wi, Vi € [k — N, k}}

The objective function of the MHE optimization reads

_ 2 k
_ Tk—N — xfk‘*N ~ 12
S i | IS SR o
i=k—N

2
[[wslliy,
where Z;_ and 6 are the best guesses of the states and

the parameters at the beginning of the estimation horizon
(e.g., previous estimates), §; are the measurements and P,

R and W are weighting matrices. Note that ||a]|} := a' Aa.

The first term in Eq. (2) is also known as the arrival
cost, which integrates the effect of the excluded past
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measurements into the estimation, i.e., the measurements
laying further beyond the considered MHE horizon. The
second term of Eq. (2) considers the difference between the
measurements and the optimization variables, the stage
cost, while the third term considers the state noise or the
state estimation error. We assume that the parameters are
constant over the considered horizon, however, if desired,
they can be updated at each iteration of the MHE to
account for uncertain parameters.

With the decision variables of the optimization problem
described in (1), one can reconstruct the states via

ti+At
Flaud) =zt [ fauo)d,  (3)
ti
where f(z,u,0y) is a vector-valued function that contains
the dynamic equations of the system.

As already mentioned, the MHE uses a fixed estimation
horizon, excluding the measurements located outside this
window. When we take into account all the available mea-
surements from the beginning of the process, then the
horizon only grows in time, this special case of MHE is
regarded as a full information estimation. However, one
should be aware that the computational burden may in-
crease with an increasing number of (past) measurements.
Thus, in cases where a full information estimator is not
computationally feasible, one can opt for an MHE ap-
proach with a shorter horizon. An overall scheme of the
soft sensing strategy is presented in Fig. 1.

Uk—Ns s U
Data storage

gk Soft sensor

Bioprocess

Uk

Fig. 1. Overall scheme of the soft sensing or state estima-
tion strategy. The applied input can be obtained, e.g.,
via an appropriate controller. However, note that the
scope of this work is limited to process monitoring.

3. KINETIC MODELING OF CELL METABOLISM

The best way to understand the phenotypic features of
microorganisms and to track the time evolution of their
metabolic components is through dynamic mathematical
modeling. Kinetic models are usually set up using a
bottom-up approach, i.e. mechanistic descriptions of the
system’s components are integrated to form a description
of the system as a whole (Bruggeman and Westerhoff,
2007).

Following this approach, the first step of the modeling pro-
cedure requires knowledge of the network structure. This
includes a description of how elements in the network are
interconnected, e.g., information such as the stoichiometric
matrix, enzyme regulation and mechanism, as well as the
network compartments (Almquist et al., 2014).

The second step requires the identification of a suitable
mathematical description for the reactions of the system.
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Rate laws can be obtained from actual reaction mecha-
nisms or can be approximated by general reaction kinetics
(cf. Sauro (2012)). At this point, the model is written as
a set of ordinary differential equations. Finally, the val-
ues for parameters and initial conditions are determined.
These data can be collected from literature, databases and
experiments. Usually, many parameter values are unknown
and have to be determined through parameter estimation
routines (a top-down approach).

For the deterministic case, a kinetic model has the general
form
dz

T N -v(z,u,0), x(0)=x. (4)

The vector = usually consists of intracellular zj;, € R™=in
and extracellular z,,; € R™=out metabolites, enzyme con-
centrations £ € R"#, compartment volumes v, € R™v,
etc. Hence, z = [2],20 . ET ol .]T. The function of
reaction rates is represented by v : R™ x R™« x R™ — R™
and the matrix of stoichiometric coefficients is denoted as
N € R=x"v,

For the sake of generality, let us consider a simple reaction
i, catalyzed by an enzyme F;, i.e., S= P. Considering
reversible Michaelis-Menten kinetics (Noor et al., 2013),
the corresponding rate law v; can be written as

=E;- k7,

cat

where kI, and k_, are turnover constants of the forward
and reverse reaction, respectively, while kg and kp are
Michaelis-Menten constants.

4. GLUCOSE FERMENTATION WITH
OPTOGENETIC REGULATION

In Fig. 2, we present an overview of the E. coli’s ki-
netic model of the anaerobic central carbon and energy
metabolism that is considered in this study. The model
comprises 38 metabolites, 33 reactions and 253 parame-
ters, and is adapted from the model published by Boecker
et al. (2021). The adapted model is available upon request.
Under anaerobic conditions, E. coli mainly synthesizes
formate, ethanol and acetate. Enforcing the ATP turnover
rate in the cell (i.e. introducing a mechanism that wastes
an extra amount of energy) can lead to a higher glucose
uptake rate and an increase in the yield of fermentation
products (Boecker et al., 2019; Espinel-Rios et al., 2022a).

The implementation of such ATP-wasting mechanism in
the conventional way involves employing chemicals to
induce the ATPase enzyme expression (Boecker et al.,
2021). Note that the intracellular ATPase concentration
is correlated with the ATPase-catalyzed reaction rate, i.e.,
the ATP-to-ADP hydrolysis rate. This strategy, however,
requires a lot of empirical tuning and is very difficult to
control. The use of optogenetics to modulate gene expres-
sion using light may be a more precise, fast and reliable
solution (Hoffman et al., 2022). The online modulation
of the ATP turnover via optogenetics has, in simulations,
already proven to be a promising control strategy (Espinel-
Rios et al., 2022¢, 2023). Therefore, here we assume that
the intracellular ATPase enzyme concentration zaTpase
can be fine-tuned using an external light input. This is
unlike the kinetic model in Boecker et al. (2021) where
ZATPase 18 considered constant for given induction levels
by chemical inducers. Hence,

dZATPase o3

a <O‘1 T

_|_]aa) p—(de+1) 2AaTPase, (6)
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where T is the light intensity (hence, u := I), p is the
biomass growth rate, and «y, as, as, k. and d. are
constant parameters. The parameter as represents the
maximum light-dependant yield of ATPase per amount of
biomass.
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Abbreviation of reaction names: PTS: phoshotransferase system; PGI: glucose-6-phosphate isomerase; PFK:
phosphofructokinase; FBA: fruct aldolase (the d reaction was lumped with the
reaction of the triose-phosphate i 1somcrasc (TPI) thus yiclding two molecules of GAP); GHD: glyceralde- hyde-
3-phosphate dehyd se; PGK: phosphoglycerate kinase; ENO: enolase; GPM: phosphoglycerate mutase;
PYK pyruvate kinase; PFL: pyruvate formate Iyaﬁe LDH: lactate dehydrogenase; PTA: acetate kinase; ACK:
hate acetyltr ALDH: Idel -CoA di ADH: alcohol dehydrogenase; PCK:
phosphoenolpyruvate carboxykinase; PPC: phosphoenolpyruvate carboxylase; ()LT citrate synthase; ACNab:
aconitate hydratase A and B; ICD: isocitrate dehyd MDH: malate dehyd: FUMR: fumarase;
FRD: lumped reaction of fumarate reductase; NUO-ATPsy: lumped reaction of ubiquinone oxldoreductase and
atp synthesis; ADK: adenilate kinase; NGAM: ption of ATP for growth i i
ATPase: reaction that hydrolyses ATP to ADP induced here from light. Abbreviations of metabolites: Glcex:
external glucose (substrate); G6P: D-glucose-6-phosphate; F6P: D-fructose-6-phosphate; FBP: fructose-1,6-
bisphosphate; GAP:  D-glycer: de- BPG: 1,3-bi D-glycerate; 3PG:  3-
ycerate; 2PG: 2- ycerate; PEP: phosp pyruvate; PYR: pyruvate; AcCoA: acetyl
coenzyme A; CoA: coenzyme A; CIT: citrate; ICT: iso-citrate; AKG: a-ketoglutarate; OAA: oxaloacetate;
MAL: malate; FUM: fumarate; SUC: succinate; FOR: formate; LAC: lactate; A(‘E acetate; ACTLD:
dLel;leehyde ETH ethanol; PRODUCTex: ext abolites; ATP: tri ADP:
hate; AMP: ad )i ; NAD: lumpad pool of oxidized nicotinamide
adenine dmuc]enude (NAD) and oxidized nicotinamide adenine dinucleotide phosphate (NADP); NADH:
lumped pool of reduced nicotinamide adenine dmucleoude (NADH) and reduced nicotinamide adenine
dinucleotide phosphate (NADPH); mQH2: 2 l; mQ: CO2: carbon dioxide (fixed
concentration).

Fig. 2. Scheme of the E. coli anaerobic metabolism used
for the case study. Metabolites are shown in black; red
and green circles represent inhibitors and activators,
respectively. The green curly arrow represents the
light-inducible expression of the ATPase enzyme. Re-
fer to Boecker et al. (2021) for a complete description
of the model structure.

The rate of the ATPase reaction varpase depends on the
intracellular ATPase enzyme concentration as follows

B
z
ATP
VATPase — ZATPasekcat,ATPase B B 5 (7)
ATPase T 2ATP



Sebastian Espinel-Rios et al. / IFAC PapersOnLine 56-2 (2023) 4608—4613

where zatp is the intracellular ATP concentration and
Kcat, ATPase; KATPase and [ are appropriate kinetic con-

stants. The parameter values for Eqgs. (6)-(7) are shown
in Table 1.

Table 1. Nominal parameter values used in Eqs. (6)-(7).

Parameter Value Unit Ref.

al 0.05c2 pmol /gy See note 1*
as 27.78 pmol /gy See note 1*

a3 2.49 1 (Olson et al., 2014)

ke 0.138 W /m?2 (Olson et al., 2014)

de 1.75 x 1072 1/s (Benito et al., 1991)
kcat, ATPase 1 1/s See note 3*
3.752 See note 3*
kATPase 0.78 pmol/gy See note 3*

*Note 1. Assumed biologically reasonable value. The unit gx rep-
resents grams of biomass dry weight. *Note 2. The parameters ag
and ke correspond to a CcaS/CcaR optogenetic system, which is
activated by green light and repressed by red light intensity. *Note
3. Adapted from Boecker et al. (2021).

The growth rate of the model, based on Monod kinetics,

reads
M = HUmax H k‘

where fimax is the maximum growth rate, zpy. € R"=pre is
the vector of metabolite precursors of biomass formation
(i.e., GAP, PEP, PYR, ATP, AcCoA, AKG, OAA, NADH,
F6P, G6P, 3PG and FOR in the case study, cf. Fig. 2).

Remark on simulation experiments. The kinetic model
described in this section, referred hereafter as the nominal
model, is used to simulate the real plant and to generate
the measurements for the estimation analysis in the next
section.

Zprc % (8)

prc,t + Zpre,i

4.1 Moving horizon estimation results

To test our soft sensing strategy, we applied a predefined
light input trajectory such that the cell metabolism is
excited with different levels of ATPase gene expression
throughout the process (see Fig. 3). We considered three
different estimation scenarios:

e Scenario 1 (S1): all the extracellular metabolite (i.e., glu-
cose, formate, lactate, ethanol, acetate and succinate)
and biomass concentrations can be measured online.
We assume no model-plant mismatch, i.e., the estimator
uses the exact model of the plant to compute the MHE
optimization.

e Scenario 2 (S2): same as S1, but with the addition of
model-plant mismatch, obtained by disturbing two key
nominal parameters of the model used by the estimator.
Namely, both pimax and as were scaled-up by 5%. Note
that the nominal value of as is listed in Table 1 and the
nominal fimax was 5.9 x 1074 1/s.

e Scenario 3 (S3): same as S2, but here a more pronounced
model-plant mismatch is assumed, i.e., the nominal .5
and ag were scaled-up by 10%. The disturbed model was
used by the MHE to compute the optimization.

We added white Gaussian noise with 2.5% standard devia-
tion to the measurements. We considered a horizon length
N = 17. The weighting matrices were empirically fine-tuned
such that P = R = 1 x 103I; and W = 11, where I; is
the identity matrix of appropriate dimension. Note that
we considered constant parameters over the entire process,
thus they were not part of the estimation, nor updated at
each iteration. For simplicity, we took equidistant sampling
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times, with piece-wise constant inputs. However, multi-
rate estimation schemes are in principle also possible,
whereby delayed measurements can be included in the
estimation horizon once when they are available (Elsheikh

et al., 2021). We used the HILO-MPC Python toolbox
(Pohlodek et al., 2022) to solve all the estimation prob-
lems.

For all aforementioned scenarios, the estimated intracellu-
lar metabolite profiles are shown Fig. 3. Although strictly
speaking the intracellular ATPase enzyme is not an in-
tracellular metabolite, but rather an intracellular biomass
component, it was also part of the estimation. To facili-
tate the comparison between the estimation scenarios, we
computed the standard error (SE) of the estimate as

SE — \/Z] 1(2i5 — 213)27 (9)

where z; is the real state value, Z; is the corresponding
estimated value and n. is the number of estimates for z;
throughout the process. The SE is a very intuitive figure
since it has the same units as the estimated variable, thus
it can be regarded as an average error of the soft sensor.

Before we show the estimation results, let us briefly remark
that, as expected, the higher the light intensity the higher
the specific production rate of the ATPase enzyme. This
corresponds, in turn, to a decreasing ATP concentration.
The ATPase intracellular concentration profile agrees in
magnitude and trend with the input intensity; it is char-
acterized by peaks, corresponding to the on-off cycles of
the light.

In general, the MHE was able to predict well -to a greater
or lesser extent- both qualitatively and quantitatively all
concentration trends. In all cases, the estimates were in
the same order of magnitude as the exact model values.
Also, the fold changes of concentrations between a previous
sampling point and the next one were respected in most
of the cases. This means that all estimations were in
good agreement with the nominal model, confirmed by the
low SEs characterizing most species. The SE was slightly
smaller or in the same range for S1 compared to S2.
The same can be said for S2 in relation to S3. However,
even for scenario S3, which contains the largest model-
plant mismatch, the estimator still rendered a satisfactory
performance, confirming the ability of the soft sensor to
account for model uncertainty. We identified just a few
metabolites where the estimator struggled to match the
right value, although moving in the right direction (cf. e.g.,
the CIT, AcCoA, CoA and NAD and profiles).

Despite the good results, it might be that, depending on a
specific model structure and the available measurements,
not all the states can be observed by the estimator. In
those cases, new measured states could be incorporated to
satisfy observability. For instance, there are biosensors for
measuring the ratio NADH/NAD (Liu et al. (2019)). Such
a measurement could provide valuable information about
the cellular redox state. Similarly, there are biosensors
for measuring the intracellular ATP concentration (Deng
et al. (2021)), which can be helpful for monitoring the en-
ergy dynamics in cells. Note that in the simulation example
observability was heuristically checked by comparing the
quality of the MHE estimate against the exact plant value
via simulations. Although not performed here, one could
in principle also mathematically prove observability by sat-
isfying appropriate sufficient and/or necessary conditions
(cf. e.g. Villaverde (2019)).

In summary, we believe that our soft sensor could be a
powerful tool for bioprocess monitoring. Assuming we have
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Fig. 3. The first two plots from left to right (top) show the dynamic input and extracellular concentrations. The
remaining plots show different estimation scenarios of intracellular species with their corresponding standard error
of the estimate. Notation for the estimation plots: exact value,—; estimation scenario 1 (S1), X; estimation scenario
2 (S2), x; estimation scenario 3 (S3), x.

a sufficiently detailed and descriptive process model, such  limited available measurements. For instance, monitoring
as the one used in the case study, we can infer relevant the accumulation of intracellular species can aid in the
information on the intracellular bioprocesses based on identification of metabolic bottlenecks and can suggest
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down- or up-regulation of specific enzymes. Furthermore,
we believe that our soft sensor may be a good candidate to
support the use of model-based feedback control schemes
such as model predictive control (Rawlings et al., 2020).

5. CONCLUSION AND OUTLOOK

In this work, we presented a strategy for monitoring the
dynamic intracellular metabolite profile in bioprocesses by
exploiting the concept of MHE. We outlined the use of
a metabolic kinetic model that considers the dynamics
of intracellular metabolites to constrain the estimation
problem. As a simulation example, we used the anaerobic
glucose fermentation by E. coli with optogenetic regula-
tion of the ATPase enzyme for enforced ATP turnover
applications. Even under model-plant mismatch and mea-
surement noise, we were able to estimate the intracellular
metabolites using only the measurements of biomass and
extracellular metabolites which, with current technologies,
can be in principle easily monitored online.

We believe that combining MHE approaches with detailed
physiological kinetic models can provide a great tool for
virtual process monitoring. Future work focuses on the
experimental validation of the outlined soft sensor, as
well as the exploration of different modeling strategies to
constrain the estimation. For example, it would be possible
to augment the first-principle biological models with data-
driven parts to improve their prediction capacity, hence
obtaining hybrid models. Furthermore, the development
of surrogate models could potentially reduce the compu-
tational burden of the estimation. Finally, we are also
interested in the integration of the described soft sensor
into advanced feedback control schemes in the context of
metabolic cybergenetic systems.
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