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Abstract
In this work, a series of electron impact ionization studies on targets ranging from

simple atoms to complex systems like clusters are summarized. The momenta of the
ionization fragments are measured using a recoil-ion and electron momentum spectrom-
eter called ‘Reaction Microscope’ (ReMi). The objectives of the thesis are two-fold.
Firstly, two new target beam sources were constructed in order to enable, for the first
time, kinematically complete (e,2e) experiments with the ReMi on substances which are
solid at room temperature. As a result (e,2e) experiments were conducted on fundamen-
tal lithium and on a complex molecule, 1-Methyl,5-Nitroimidazole, which is among the
potential radio-sensitizers under study for radiation therapy. The second part of the work
is the study of intermolecular Coulombic decay (ICD) in the biologically relevant sys-
tems, thiophene dimers and pyridine· · ·D2O dimers. ICD initiated after ionization of the
inner valence orbital 7a1 is identified in thiophene dimers. A comparison of the obtained
kinetic energy release (KER) distribution with ab initio molecular dynamics simulations
indicates that a majority of the ionized dimers have a T-shaped conformational structure.
In the hydrated pyridine dimer, it was found that ICD is initiated by the inner valence
ionization of O 2s−1 orbital of D2O. ICD initiated from the C 2s−1 and N 2s−1 orbitals
of pyridine is assumed to be quenched by the open Auger and electron transfer mediated
decay (ETMD) channels.

Zusammenfassung
In dieser Arbeit wird eine Reihe von Studien zur Elektronenstoß-Ionisierung an Tar-

gets, die von einfachen Atomen bis zu komplexen Systemen wie Clustern reichen, zusam-
mengefasst. Die Impulse der Ionisationsfragmente werden mit einem Rückstoß-Ionen-
und Elektronenimpulsspektrometer, dem "Reaktionsmikroskop" (ReMi) gemessen. Diese
Arbeit hat zwei Ziele. Erstens wurden zwei neue Targetstrahlquellen konstruiert, um er-
stmals kinematisch vollständige (e,2e)-Experimente mit dem ReMi an Substanzen zu
ermöglichen, die bei Raumtemperatur fest sind. Als Ergebnis wurden (e,2e)-Experimente
an grundlegendem Lithium und an einem komplexen Molekül, 1-Methyl,5-Nitroimidazol,
durchgeführt, das zu den potenziellen Radiosensibilisatoren gehört, die in der Strahlen-
therapie Verwendung finden könnten. Der zweite Teil der Arbeit befasst sich mit der
Untersuchung des intermolekularen Coulomb-Zerfalls (ICD) in biologisch relevanten
Systemen, Thiophen-Dimeren und Pyridin· · ·D2O-Dimeren. In Thiophen-Dimeren wird
ICD nach der Ionisierung des inneren Valenzorbitals 7a1 initiiert. Ein Vergleich der, in
der Coulombexplosion erhaltenen kinetischen Energieverteilung der Ionen (KER) mit
Molekulardynamiksimulationen zeigt, dass die Mehrzahl der ionisierten Dimere eine T-
förmige Konformation aufweist. Im hydratisierten Pyridindimer wurde festgestellt, dass
die ICD durch die innere Valenzionisierung des O 2s−1-Orbitals von D2O initiiert wird.
Es wird angenommen, dass ICD, der von den C 2s−1- und N 2s−1-Orbitalen des Pyridins
ausgeht, durch offene Auger- und Elektronentransfer vermittelten Zerfallskanäle (ETMD)
unterdrückt wird.
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Chapter 1

Introduction

The fields of atomic and nuclear physics were born together with the discovery of the
nucleus and the structure of atom with Rutherford scattering experiment in 1911 [1]. Pi-
oneering experiments with free electrons were first conducted even before that by Philip
Lennard, which was called cathode rays at that time [2]. Studies on cross-sections of elec-
tron scattering by atoms began with Ramsauer measurements in 1921, where he studied
total cross-sections and observed minima and maxima as a function of electron energy,
more importantly a very low minimum at low electron energies [3]. This was also ob-
served by Townsend and Bailey in 1922 as a transparency to the electrons in rare gases
at very low energy [4]. Such a threshold effect termed as Ramsauer-Townsend effect
provided a powerful stimulus to the development of quantum mechanics. Early electron
collision experiments also gave insights to the discrete structure of the bound energy lev-
els, such as the one performed by Frank and Hertz on mercury vapour [5].

Electron impact ionization experiments, therefore, served mainly two goals: firstly
understanding the structure of the target (atom, molecule, surface etc) using coincident
detection techniques of more than one particles. Secondly, to understand the collision dy-
namics by measuring the differential cross-sections which can act as a benchmark for the
stringent test of theoretical models. Early (e,2e) spectroscopy, which deals with coinci-
dent detection of two outgoing electrons from an ionization event, were mostly focussed
on determination of the momentum density function of the target electron. First such
measurements were conducted on Carbon films with high impact energies from 0.1 to
10 keV range by Amaldi et al. in 1969 [6]. Parallelly, the studies on the dynamics of
the collisions started by the measurements of Ehrhardt et al. on helium atoms where he
studied the ionization by low energy electrons of 100 eV [7]. They presented the first ever
triple differential cross-sections measurement and discussed the formation of the binary
and recoil lobes. The experimental setups for the early measurements were based on two
movable energy sensitive detectors which could be rotated with respect to the incoming
beam direction. They allowed the coincidence detection and momentum determination of
the two outgoing electrons thereby constituting kinematically complete experiments.

Since then, there have been tremendous improvements on the experimental side, es-
pecially with the introduction of the ’Reaction microscope’ (ReMi) [8] by Ullrich et al.
(2003). The ReMi is an improved version of the recoil-ion momentum spectrometer,
which was originally developed for ion collision experiments [9] and facilitates the coin-
cidence detection of ions and electrons in 4π solid angle. Usage of cold targets like super-
sonic gas jets and laser-cooled atomic traps improved the resolution tremendously [10].
Recent developments of the ReMi targets include the incorporation of an optical dipole
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Chapter 1. Introduction

trap, which is envisaged for the imaging of molecular Bose-Einstein condensates [11]
and a trapped ion source [12]. (e,2e) studies found an enormous level of advancement
in measurements using ReMi due to the high momentum resolution and improved solid
angle acceptance. Unlike conventional electron spectrometers, where the detection was
restricted to the coplanar plane in most cases, the ReMi uses stationary detectors and,
electric and magnetic fields to project the particles onto the detectors enabling 4π solid
angle acceptance. Employment of ReMi in the (e,2e) studies provided the measurement
of three dimensional fully differential cross-sections [13] and even, concidence detec-
tion of two or more electrons which enabled the study of Coulomb four-body break up
dynamics [14, 15].

Concerning the theoretical description of the (e,2e) processes the major difficulty
arises because the Schrödinger equation is analytically unsolvable beyond two particles
interacting with each other. At high impact energies, the problem can be reduced ef-
fectively to a two-body system, whereas for intermediate and low energies long-range
Coulomb interaction comes to play, which makes the problem unsolvable analytically
and computationally expensive. Over the years several perturbative and non-perturbative
models were developed. Perturbative models are based on Born approximations and the
non-perturbative ones solve the Schrödinger equation exactly. Therefore, simple systems
like helium, hydrogen, etc are treated using non-perturbative models, whereas complex
systems like molecules and clusters are normally treated perturbatively. Simple three-
body systems that have been solved with exact numerical calculation so far are elec-
tron impact ionization of hydrogen [16] and helium [17]. Some of the successful nu-
merical models are exterior complex scaling [18], convergent close coupling [19], time-
dependent close coupling [20] etc. For heavier atoms and for molecules several pertur-
bative approaches based on Born approximations were developed. Distorted-wave Born
approximation (DWBA) [21] and R-matrix method [22] are some of the most important
among them. Challenges have to be dealt with when it comes to modelling collisions
with molecular targets larger than H2, because the theory has to take care of the multi-
centre nature and the complex electronic structure of the target. Another problem is that
the non-spherical molecular potential, which is randomly oriented in space due to the
random orientation of molecules, necessitates averaging a large number of spatial orien-
tations of the molecules, for a precise description of the collision process. One of the
important models that take care of these types of collisions is the molecular three-body
distorted wave (M3DW) [23] which makes use of orientation-averaged molecular orbitals
(OAMO) [24]. Recent developments by Zhang and co-workers [25] takes care of this
problem using a multi-center potential for the target.

On the experimental side, several measurements were performed in the past, from
light atoms to rare gases and complex molecules, and comparisons were done with the
available theoretical models. An overall agreement with the theory has been achieved for
rare gases with complex energy level structures, like argon and neon [26, 27], whereas
disagreements exist for molecular systems [28, 29]. Most of the targets previously used
were gases and liquids using the supersonic gas jet. Modification of the existing reaction
microscope to incorporate gas targets for solid substances would facilitate studies of a
plethora of new targets, from simple three-electron systems like lithium to much more
complex targets, that cannot be prepared via a supersonic gas jet. The motivation to per-
form measurements on lithium is mainly because alkali metals are hydrogen-like systems
and, therefore, very fundamental targets where theoretical models should be able to obtain
accurate results. Apart from that complete kinematics of all interactions like ionization-
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excitation [30], inner shell ionization, etc can be studied. Another important motivation is
the study of threshold double ionization of lithium and to look at the angular correlation
of the outgoing electrons [31]. A second beam source for targets that do not require inten-
sive heating is also implemented, and measurements are done using a complex molecular
target, 1-Methyl,5-Nitroimidazole. This enables the validity check of the most advanced
theoretical models like, multi-centre three distorted wave model (MCTDW) [28, 32] for
much more complex molecules compared to those that have already been studied.

Reaction microscopes proved to be highly versatile, such that nowadays it is used in
a variety of experiments including ion impact, positron impact, strong field ionization,
multi-photon ionization, etc. studying a multitude of phenomena. Some of them include
the relaxation mechanisms after the inner valence ionization in atomic or molecular clus-
ters like Auger decay, interatomic/intermolecular Coulombic decay (ICD), etc. ICD is
the process that takes place in atomic/molecular clusters, in which the internal energy
after the inner valence ionization is transferred to the neighbouring atom/molecule and
is ionized too. It was initially proposed by Cederbaum and co-workers [33]. Although
the first experimental study was not done with reaction microscope [34], it provided a
great leap in the study of ICD in different systems, from the studies on IC-decaying states
to ICD lifetimes using pump-probe techniques [35, 36, 37]. ICD in argon dimers was
studied using the (e,2e) reaction microscope by detecting all the outgoing five particles in
coincidence [38]. A large number of experiments in a variety of loosely bound systems
suggested that ICD is a general phenomenon occurring in these systems. Discussions
started on the implications of ICD, particularly in biological matter, which may lead to
DNA strand breaks when the low energy ICD electron gets attached to it [39].

Ionization induced by electrons comes into this picture, since the interaction of low
energy electrons (LEE) with energies below 100 eV, produced by most of the ionizing
radiations, is of great importance to the understanding of radiation damage to biological
matter. Electron impact ionization measurements were performed on biologically relevant
systems like tetrahydrofuran (THF), which is considered a surrogate of deoxyribose and
has shown that the presence of water as an environment can catalyze the ring-breaking
mechanism in such systems [40]. ICD studies were performed on THF· · ·water dimer
and the results have shown that ICD is initiated from the O 2s−1 inner valence orbital
of water. An additional channel to the dimer Coulomb explosion, involving hydrogen
loss shows that an α-cleavage is initiated by the ICD process [41]. Furthermore, ICD
studies on pure carbon-based systems like Benzene, bound by the aromatic π · · · π and
CH· · · π interactions, were performed and found that ICD is initiated from the C 2s−1

inner valence vacancy [42]. The studies presented in this thesis are an extension of this
research to the aromatic systems containing heteroatoms like S and N since they intro-
duce additional inner valence orbitals from which ICD can take place. Studies on pure
molecular dimers also facilitate the identification of their conformational geometries [42].
Recently, it has been theoretically predicted that the ICD and Auger process can be af-
fected by the position of water attached to the biomolecule, whether it acts as an electron
density donor (oxygen with excess negative charge is oriented towards the neighbouring
molecule) or acceptor (a proton with excess positive charge is oriented towards the neigh-
bouring molecule). A series of complexes are studied theoretically [43]. ICD studies on
this research have started, with Pyridine· · ·D2O, in which the D2O molecule acts as an
electron density acceptor attached to the nitrogen atom.

The research detailed in this thesis is presented in the following chapters. The sub-
sequent chapter 2 goes through the theoretical aspects, starting by introducing the basics
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Chapter 1. Introduction

of (e,2e) experiments and measured differential cross-sections. An overview of selected
theoretical models describing the triple differential cross-sections is given. A description
of the theory behind the cluster formation, the interactions among them, and inner valence
relaxations mechanisms are described. In chapter 3 the experimental setup is described,
particularly, the modifications on the existing reaction microscope, ie, three different tar-
get sources and the data acquisition system are explained. The next chapter (chapter 4)
is dedicated to the data analysis tools, focusing on the reconstruction of momenta using
Go4 and the ’GENERiC’ analysis code. Methods of data calibration and, determination of
resolution and acceptance for the fragments are given. Chapter 5 presents the experimen-
tal results. This chapter focuses on two parts, (e,2e) and ICD studies. TDCS for single
ionization of lithium and 1-Me,5-NIZ are discussed in the first part. The second part
deals with ICD studies in thiophene dimers and pyridine-D2O dimers. The final chapter
summarizes the results and an outlook is given.
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Chapter 2

Theoretical concepts

This chapter describes the theoretical concepts of reactions studied in this thesis. It starts
by introducing the classification of different collisions and explains how charged particle-
impact ionization is different from photon-impact ionization. An overview of different
models to describe the dynamics of the outgoing electrons after the collision is given
next. A particular focus is given on the multi-center three distorted wave (MCTDW)
model which is used to compare the experimental triple differential cross-sections (TDCS)
for the single ionization of outer valence orbitals of 1-Methyl,5-Nitroimidazole (1-Me,5-
NIZ). In the second part, a brief introduction to cluster formation and different interactions
in clusters is given, which is relevant to the second objective of this work. Different
relaxation processes after inner valence ionization are introduced next with a detailed
description of Interatomic or Intermolecular Coulombic decay (ICD), which is the topic
of interest in the second part.

2.1 Fundamentals of electron impact ionization
Collisions can be classified broadly into two, elastic and inelastic collisions. The col-

lision of interest for the work presented in this thesis contains an electron as a projectile
having a particular energy E0 colliding with a target species. For ionization the reaction
products are one or more bound electrons ejected into the continuum, the scattered pro-
jectile and the ionized target. Here the collision is termed inelastic since a fraction of
the kinetic energy of the colliding projectile is converted into internal energy of the target
species. Therefore, the kinetic energy is not conserved for these reactions, whereas the
momentum is conserved. A few examples of inelastic collisions are as follows.

e− + A → A+ + 2e−

e− + A → A∗+ + 2e−

e− + A → A2+ + 3e−

 Inelastic collisions (2.1)

For elastic collisions the projectile electron scatters off the target, thereby conserving both
kinetic energy and momentum.

e− + A → A+ e− Elastic collision (2.2)

Such reactions can be abbreviated as (e,ne), where n is the number of outgoing electrons.
The main difference between charged particle-impact ionization and photoionization is in
the angular distribution of the ejected electrons. It shows the probability that the bound
electron to get ejected at a particular solid angle. The symmetric double lobe structure for
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Chapter 2. Theoretical concepts

the photoionization angular distribution called the dipole emission pattern changes to an
asymmetric emission pattern as shown in the figure 2.1 for charged particle-impact ion-
ization. The dipole emission pattern for photoionization is due to the transfer of a single
quantum of angular momentum during the ionization process. An analogous scenario in
charged particle-impact ionization is a collision with high energetic projectile accompa-
nied by negligibly small momentum transfer. Here the projectile interacts in a very small
time duration with the bound electron and knocks it off. Such a scenario of collision with
the fast electron can be described as an exchange of a single virtual photon. However, a
wide range of angular momentum transfer q⃗ is possible at a single energy transfer. Thus
a transfer of several quanta of angular momenta can induce non-dipole transitions which
then lead to a non-dipolar asymmetric emission pattern. This difference vanishes as q⃗
approaches hν/c and it is called optical limit where the angular distributions and cross-
sections are the same for charged particle-impact ionization and photoionization. The
large lobe in the direction of momentum transfer q⃗ is called the binary lobe and the small
lobe in the direction −q⃗ is called the recoil lobe. A direct electron-electron scattering
gives rise to the binary lobe and the electron-electron collision followed by the scattering
of the target electron from the ion core produces the recoil lobe.

Figure 2.1: Non-dipole asymmetric emission pattern characteristic to the particle impact ionization
processes. Image adapted from [44].

Depending on the projectile energy, the collisions can be divided into three main
regimes. The high energy regime, where the projectile energy is typically greater than
20 times the ionization potential. Here the interaction time between the projectile and the
target is so small that the initial and final state projectile wavefunctions can be considered
non-distorted plane waves. Such kind of interactions can be described as an exchange
of a single virtual photon. In this regime, the system is described theoretically using the
First Born Approximation (FBA). Ejected electron emission is excepted predominantly
in the scattering plane where the incoming projectile and the momentum transfer lie. Out
of the scattering plane usually shows the momentum distribution of the electron within
the bound state of the target ([45], [46]). The second regime is the intermediate energy
regime which is typically in the range 5 IP ≤ E0 ≤ 20 IP. Here the projectile energy is
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2.1. Fundamentals of electron impact ionization

slower and higher-order interactions between the projectile and the target come into play.
As a result, the binary and recoil lobe shift away from the symmetry axis (momentum
transfer direction) and there will be additional emissions in the plane perpendicular to
the scattering plane. When it comes to an energy range close to the threshold, ie. 1.5 IP
≤ E◦ ≤ 5 IP, exchange processes play an important role and the outgoing scattered pro-
jectile and the ejected electron becomes indistinguishable. In this regime, the system is
strongly correlated and the initial and the final state are described by a strongly interacting
asymptotic wavefunction.

The most important observable from the (e,ne) measurements are the cross-sections,
which is the probability of electron emission in this case. For simplicity, let us consider an
(e,2e) process where we have three freely-moving particles, one incoming projectile and
two outgoing electrons with energy and momentum Ei, p⃗i (i = 0, 1, 2), provided that the
motion of the nucleus is neglected. Here we can define four different cross-sections: total
cross-section (σ(E0)) and single ( dσ

dE
), double ( d2σ

dΩdE
) and triple ( d3σ

dΩ1dΩ2dE2
) differential

cross-sections.
The total cross-section is the measure of the ionization probability as a function of

impact energy and it usually has a value around 10−16 cm2 at the maximum. Typically,
such a maximum is found at impact energy around the range of 3 to 5 times the ionization
potential. Below that energy, one can define a threshold region where the cross-section
linearly goes down. Variation of cross-section as a function of excess energy (E0− IP) is
described by Wannier in the famous Wannier threshold law as σ ∝ (E0 − IP)1.127 ([47]).
Such a variation, which is contradictory to the case of photoionization where the cross-
section increases steeply after the threshold ([48]) is because the system at the threshold
is a three-body problem with a strongly correlated pair of electrons attached to the ion.
Beyond the maximum, the cross-section decreases as a function of impact energy. At high
energies, it becomes similar to the photoionization cross-section.

2.1.1 Differential cross-sections

Single differential cross-section

The single differential cross-section, dσ/dE, shows the energy distribution of the out-
going electrons at a particular projectile energy (E0). It describes how the excess energy
is distributed between the two outgoing electrons. An example of such a curve is shown
in figure 2.2. The curve changes for different regimes of impact energy. In high-energy
regime, the scattered projectile and the ejected electron can be distinguished separately
from each other as ’fast’ and ’slow’ electrons. In the energy distribution, it appears as
two groups at the high and low energy end respectively, with a minimum at (E0−IP

2
). For

lower impact energies, the two distributions start to merge, owing to the increasing ex-
change interactions. At the threshold, the distribution becomes uniform, making the two
electrons indistinguishable from each other.

Double differential cross-section

Double differential cross-sections (DDCS), d2σ/dΩdE, show the angular and energy
distributions of either the scattered projectile or the ejected electron. An example of such
distributions is shown in figure 2.3. It shows the DDCS of both the scattered projectile
and the ejected electron for an impact energy of 200 eV on helium. Figure 2.3a shows
the angular distribution of scattered projectiles with energy, E1 = 165.4 eV, therefore
differential in both energy and angle. For high and intermediate impact energies the scat-
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Chapter 2. Theoretical concepts

Figure 2.2: Single differential cross-section for different impact energies, E0. (a) E0 = 20× IP
on helium. Comparison of experimental data ([49],[50]) with calculation ([49]). (b) E0 = 4× IP
on helium, derived from eq (5) of [51]. (c) E0 = 2× IP on molecular hydrogen. Derived from the
double differential cross-sections from [52]. Image is slightly adapted from [53].

tered projectile is preferably emitted in the forward direction. Therefore, the distribution
peaks at 0◦. Since collisions at high energies are similar to that of the photoionization,
the fast-oscillating projectile’s electric field induces ionization and therefore, only less
momentum is transferred causing the projectile to lose only a little energy and deflected
to a small angle. Slow electrons on the other hand are uniformly distributed in all direc-
tions with a small maximum typically around 60◦ wrt the forward direction, for high and
intermediate impact energies indicating the binary peak.

Triple differential cross-section

Triple differential cross-section (TDCS), d3σ/dΩ1dE1dE2 is a function of all col-
lision parameters like the energies and emission angles of the outgoing electrons and
therefore, provides a stringent test of theories. It is usually represented as the angular
distributions of the ejected electron at a specific momentum transfer and for a specific
energy of the ejected electrons. The first such experiment was reported by Ehrhardt et
al [7]. Figure 2.4 shows such distributions at low- and high-impact energies and for dif-
ferent momentum transfers. In the photoionization limit (|q⃗|min ∼ 0.2 a.u.) and in the
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2.2. Theoretical description of cross-sections

(a) (b)

Figure 2.3: (a) Double differential cross-sections of helium for scattered projectile with E1 =
165.4 eV and impact energy E0 = 200 eV. Experimental data([51]) Extrapolated curve
([51]). (b) Double differential cross-sections of helium for ejected electrons with E2 = 10 eV
and impact energy E0 = 200 eV. Calculation([54]), Experimental data + [51], □ [55], ◦ [50].
Images are adapted from [53].

binary limit(|q⃗|max >> 1 a.u.), emission pattern aligns with the symmetrical axis, which
is the direction of q⃗. At maximum |q⃗|, which appears for the symmetric geometry case
(E1 = E2, θ1 = θ2), recoil peak disappears, meaning the complete momentum transfer
goes to the electron in the binary collision. To understand such a variation one has to
include contributions from the higher partial waves in the transition, therefore, effectively
taking non-dipole transitions into account. Most of the collisions happen between |q⃗|min

and |q⃗|max where one can see the shift of binary and recoil lobe from the momentum
transfer direction. Such a tilt starts to appear in the intermediate energy regime and is
mainly attributed to the post-collision interactions (PCI), where both final state electrons
interact by Coulomb forces allowing the exchange of energy and angular momenta.

For low-impact energies, the interference of the three scattering amplitudes f (direct
scattering), g (momentum exchange) and h (particle exchange) and multiple partial waves
play a role and therefore, the shape of TDCS completely changes. The influence of the
PCI is strong enough to invert the intensity relations between the binary and recoil peak
and the particle and momentum exchange amplitude becomes even comparable to that of
the direct scattering amplitude.

2.2 Theoretical description of cross-sections
Few-body dynamics, which is generally described using the time-dependent Schrödinger

equation is one of the most challenging problems in physics. The difficulties arise be-
cause when the interaction between more than two interacting particles is studied, the
Schrödinger equation becomes complicated and impossible to solve analytically. This is
the case, especially, when ionizing collisions are studied because one has to deal with the
long-range Coulomb forces. Such an issue is generally mitigated by introducing approxi-
mations or by solving numerically. The existing theories which describe electron impact
ionization can be broadly classified into perturbative and non-perturbative approaches.
Perturbative models typically describe the ionization as a small time scale perturbation
to the target state and by introducing approximations to the Schrödinger equation. Most
such models are based on the Born approximations which treat the scattering process

9
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(a)

(b)

Figure 2.4: (a) Triple differential cross-section for the ejection of s and p electrons with varying
momentum transfer at high impact energies. (b) Triple differential cross-section at low energy
regime for large and small momentum transfers (ϑa, the scattering angle is an indication of mo-
mentum transfer). Images are adapted from [53].

of the particles as discrete orders of interaction. Whereas, the non-perturbative meth-
ods like exterior complex scaling (ECS) [18], convergent close-coupling (CCC) [19],
time-dependent close-coupling (TDCC) [20], and B-spline R-matrix (BSR) theories [56]
treat the problems exactly and solve the complete Schrödinger equation numerically.
Although, simple atoms such as hydrogen [18, 19, 20] and helium [56, 17, 57] are well
described by these models, more complex atoms like neon, argon etc and molecules
which have multi-centre nature are still challenging for them. These non-perturbative
models will not be described in detail in this work as they are out-of-scope of this thesis.
In this section, beginning with the general formalism of the time-dependent Schrödinger
equation for the scattering process, an overview of different models (perturbative) that
describe the (e,2e) processes relevant for this work are presented.

In perturbative methods, the incoming projectile is treated as a free particle plane
wave at t�-∞ before it interacts with the target state and induces a transition to the
final state. The outgoing products are also considered to be free particle plane waves at
the asymptote (t�∞). The detailed theoretical formalism of the problem can be found
elsewhere [58, 59]. A summary of the perturbative formalism is given in the next section.
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2.2. Theoretical description of cross-sections

2.2.1 Lippmann-Schwinger equation
Quantum mechanically the system is described by the total Hamiltonian given by,

H = H0 + V (2.3)

where H0 represent the Hamiltonian corresponding to the non-interacting system and
V , the interaction potential. H0 can be further separated into two, corresponding to the
Hamiltonian of the target and the projectile H0 = H0

traget + H0
projectile. The initial state

and final state of the system can be treated as plane waves at time t�±∞ with asymptotic
eigenstates defined by,

H0|Φi,f⟩ = Ei,f |Φi,f⟩ (2.4)

where Ei,f are the energy eigenvalues of the asymptotic states (indices i and f denote the
initial and final states). Since the energy is conserved for the reactions under considera-
tion, Ei = Ef . The dynamics of the complete quantum mechanical system is described
by the time-dependent Schrödinger equation given by,

iℏ
∂

∂t
|Ψ(t)⟩ = H|Ψ(t)⟩ (2.5)

|Ψ(t)⟩ represents the scattering state of the system developed from the asymptotic initial
and final states Φi,f using the time evolution operator U(t, t0) = exp(iH0t) exp(−H(t−
t0)) exp(−iH0t0) in the interaction picture. They can be described as,

|Ψ(t)+⟩ = lim
t→−∞

U(t0, t)|Φi⟩

|Ψ(t)−⟩ = lim
t→∞

U(t0, t)|Φf⟩
(2.6)

Ψ+ is the ‘outgoing wave’ evolved from the state Φi from the remote past and similarly,
Ψ− is the ‘incoming wave’ developed from the state Φf from the far future.

In order to find a solution for |Ψ±⟩, one has to solve the time-independent Schrödinger
equation

(H − E)|Ψ±⟩ = 0

(H0 − E)|Ψ±⟩ = V |Ψ±⟩
(2.7)

The solution for Ψ± can be formulated using the Green’s operator, G as follows,

|Ψ±⟩ = |Φ⟩+G±V |Ψ±⟩ (2.8)

where G is defined as,

G± = lim
ϵ→0

1

E −H0 ± iϵ
(2.9)

This equation is called the Lippmann-Schwinger equation. The transition from the state
|Ψ+⟩ to |Ψ−⟩ is defined using the scattering matrix, S, as follows,

⟨Φf |S|Φi⟩ = ⟨Ψ−|Ψ+⟩ (2.10)

A detailed derivation of the S matrix can be found in [58]. The scattering matrix is directly
proportional to the transition matrix from i → f or T-matrix defined in two equivalent
forms as ‘prior form’ and ‘post form’.

T fi = ⟨Ψ+|V |Φi⟩ Prior form (2.11)

11
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T fi = ⟨Φf |V |Ψ−⟩ Post form (2.12)

One can relate the fully differential cross-section (FDCS) to the transition matrix as fol-
lows,

FDCS = i
(2π)4

vp
δ(Ei − Ef )δ(P⃗i − P⃗f )

∣∣T fi
∣∣2 (2.13)

where vp is the velocity of the incoming projectile and P⃗i,f are the centre of mass momenta
in the initial and final state. For the full derivation of equation (2.13) refer to [58].

2.2.2 Born approximations
Lippmann-Schwinger (2.8) can be expanded iteratively by substituting into itself to

obtain the full expression of the scattering states.

|Ψ±⟩ = |Φi,f⟩+G±V |Φi,f⟩+G±V G±V |Φi,f⟩... (2.14)

Similarly, the transition matrix can now be expanded by substituting for Ψ± in the
prior (2.11) or post (2.12) form which gives an equivalent result.

T fi = ⟨Φf |V + V GV + V GV GV + ...|Φi⟩ (2.15)

This is called the Born series, which is the expansion of the scattering states and T-matrix
in the powers of the ‘perturbation’, V . For ionization reaction, the perturbation V is
the Coulomb interaction between the projectile and the target constituents which can be
represented as,

V =
ZpZN

rp
+

n∑
i=1

Zp

rp − ri
(2.16)

The first term represents the interaction of the projectile with the ionic core and the sec-
ond term represents the interaction between the ejected electrons and the projectile. Cal-
culating the cross-sections using the Born approximation involves substituting the equa-
tion (2.16) to the Born series (2.15). For the fast projectiles, the first term of the Born
series dominates in the assumption that the interaction is small and weak, whereas for
the low-energy projectile, all the terms in the Born series contribute to the cross-section
and therefore, it is practically impossible to solve using such a perturbative method. We
can visualize the transition amplitudes in equation (2.15) as multiple scattering series in
which the projectile interacts repeatedly with the target and propagates freely between
those two interactions as shown in the figure 2.5.

Figure 2.5: Each diagram in the figure represents each transition amplitude in the equation (2.15),
where ki,f shows the incoming and outgoing projectile and k1,2.. shows the intermediate momenta.
The Greens operator, G0 acts as a propagator during the interaction. Image is adapted from [58].
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2.2. Theoretical description of cross-sections

First-Born approximation

The first term in the Born series (2.15) gives the first Born amplitude. Here the as-
sumption is that the initial state comprises a plane wave with momentum k⃗0 describing
the projectile and the eigenstate of the target (|Φi⟩ = |k⃗0⟩|ϕi⟩) which interacts with the
target with a perturbation, V , to produce the final state which consists of another plane
wave with momentum k⃗1 and the eigenstate of the target consisting the continuum elec-
trons and the residual ion (|Φf⟩ = |k⃗1⟩|ϕf⟩). It is assumed that the projectile does not
interact with the rest of the system and the ejected electron is described as a Coulomb
wave moving in the field of the residual ion. Therefore, in first-born approximation, the
three-body system is now reduced to a two-body problem.

The first term from the equation (2.16) vanishes as there is no interaction between the
target and the projectile. The second term gives rise to a transition amplitude,

TB1
i,f ∝ ⟨ϕf | exp(iq⃗.r⃗)|ϕi⟩ (2.17)

Therefore, the process can now be seen as an exchange of a virtual photon with momen-
tum q⃗ = k⃗0 − k⃗1. From equation (2.13) and using the full form of equation (2.17), one
can get the expression for the FDCS.

FDCS =

(
Zp

vp

)2
1

q4
⟨ϕf | exp(iq⃗.r⃗)|ϕi⟩ (2.18)

Hence, one can see that the cross-sections depend strongly on the strength of the elec-
tric field of the projectile from Zp and the momentum transfer amplitude q. For small
momentum transfer towards the optical limit, the term exp(iq⃗.r⃗) = 1 + iq⃗.r⃗ + ..., can
be approximated by neglecting the higher powers of q⃗, thereby resembling the dipole
approximation or the optical limit.

Second-Born approximation

The second-Born approximation includes the second term of the Born series in the
calculation of the cross-section along with the first Born amplitude.

TB2
i,f = ⟨Φf |V GV |Φf⟩

= lim
ϵ→0

∑
n

∫
d3kp′

⟨ϕf |⟨k⃗1|V |⃗kp′⟩|ϕ′
n⟩⟨ϕ′

n|⟨k⃗p′ |V |⃗k0⟩|ϕf⟩
E − En − Ep′ + iϵ

(2.19)

The expression for the second Born amplitude (2.19) can be understood as the projectile
undergoing two separate interactions or virtual photon exchanges with the target with the
interaction potential V. First step is that the target gets excited to an intermediate state |ϕ′

n⟩
with energy eigenvalue En (bound or continuum) in collision with the incoming projectile
transferring a momentum (k⃗0 − k⃗p′). In a second step, the target in the intermediate state
gets ionized to the continuum upon a second interaction with the projectile with interme-
diate momentum k⃗p′ , transferring another fraction of momenta (k⃗p′−k⃗1). Since an infinite
number of intermediate states for the target and momenta of the projectile is possible the
transition amplitude should integrate over all momentum k⃗′

p and sum over all intermediate
states ϕ′

n. The second Born amplitude uses several approximations, one important among
them is the ‘closure approximation’ where the energy En of the intermediate states is re-
placed by an averaged energy E [60]. Due to the double scattering nature in the SBA,
the symmetry with respect to the total momentum transfer direction q⃗ = k⃗0 − k⃗1 is bro-
ken. Since the second Born amplitude calculation is already challenging with multiple
approximations, calculating higher-order Born amplitudes is practically impossible.
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Chapter 2. Theoretical concepts

Distorted-wave Born approximation

In the distorted-wave Born approximation the outgoing and the incoming electrons
eigenstates are transformed to ‘distorted waves’ χ0 and χ1,2 using a distorting potential
(U ), which describes the effect of the target-projectile interaction on the initial and final
state. The total Hamiltonian of the scattering system now looks like this,

HDW = HDW
0 + (V − U)

= K +HT + U + (V − U)
(2.20)

where K is the kinetic energy operator for the projectile/ejected electron and the last term
in the bracket represents the residual interaction. Here the initial and final distorted-wave
channel states are represented by χ±, which are the products of the distorted waves for
the incoming projectile/(scattered projectile + ejected electron) and the unperturbed target
states.

|χ+⟩ = |χ0⟩|ϕi⟩
|χ−⟩ = |χ1⟩|χ2⟩|ϕf⟩

(2.21)

Distorted waves must be chosen such that it satisfies the eigenvalue equation given by,
(ϵi −K − U)|χi⟩ = 0. Now the distorted-wave channel state and scattering state should
satisfy the eigenvalue equations.

(E −HDW
0 )|χ±⟩ = 0

(E −HDW )|Ψ±⟩ = 0
(2.22)

Using the Lippmann Schwinger equation (2.8) equation (2.22) can be solved as,

|χ±⟩ = |Φi,f⟩+
1

E −K −HT

U |χ±⟩

|Ψ±⟩ = |χ±⟩+
1

E −HDW
0

(V − U)|Ψ±⟩
(2.23)

It can be shown that the ‘post form’ of the transition matrix in the distorted wave approx-
imation now takes the form [59],

⟨Φf |T̃ |Φi⟩ = ⟨Φf |U |χ+⟩+ ⟨χ−|(V − U)|Ψ+⟩ (2.24)

The first term represents the elastic scattering of the plane wave projectile by the potential
U . The second term is the distorted wave T-matrix element.

The first calculation of (e,2e) cross-sections using distorted-wave Born approximation
(DWBA) were done by Madison et al. on helium at an impact energy of 256.6 eV [21].
Although calculations were in good agreement with the theory at higher energy, at low
energies DWBA failed since the distorted waves do not include the post-collision interac-
tions (PCI) which effectively tilts the binary and recoil peaks away from the momentum
transfer direction.

Another theory using plane-wave born approximation was introduced, which in-
cluded the electron-electron interaction in the final state in the so-called 3C wave func-
tion [61]. Similar modification is introduced later to DWBA by multiplying the electron-
electron Coulomb interaction term in the final state distorted waves in the so-called 3DW
method [62]. Numerous other models explaining the (e,2e) cross-sections for single
atoms to complex molecules were introduced, whose detailed description is out of the
scope of this thesis. Review articles by Madison et al. [63] and [64] provide a detailed
overview.
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2.2. Theoretical description of cross-sections

3D cross-sections

An example of the 3D cross-section for electron emissions in first-order Born approx-
imation and the changes in it due to the introduction of higher-order effects is shown in
figure 2.6. Figure 2.6a shows a typical 3D cross-section for single ionization of helium
in the high-impact energy regime which can be described by first-order Born approxi-
mation. The emission pattern shows a axially symmetric distribution with respect to the
momentum transfer direction q⃗. It has a double lobe structure with unequal intensities. In
the plane perpendicular to the projectile scattering plane and along the projectile direction
(⃗k0), called the perpendicular plane (for details about collision planes refer section 4.4),
the emission is minimal. A deviation from this pattern can be seen for collisions in in-
termediate and threshold impact energy regimes as more and more higher-order effects
come into play. An example is given in figure 2.6b which shows the 3D cross-section for
single ionization of helium with 70.6 eV electrons calculated using convergent close cou-
pling (CCC) [19]. Here the symmetry with respect to the momentum transfer direction
q⃗ is completely lost and the lobes start to tilt way from q⃗. This is due to post-collision
interactions (PCI) between the outgoing electrons and the residual ion. A flattening of the
lobes leading to emission out of the plane containing q⃗ and k⃗0 (scattering plane) is also
observed. Another important feature as a manifestation of higher-order interaction be-
tween the projectile and the residual ion is the considerable emission in the perpendicular
plane which appears as a merging of binary and recoil lobes. A descriptive reason for this
feature is that the momentum transfer q⃗, which is determined as k⃗0 − k⃗1 will be different
from the emission direction of the ejected electron if the scattered projectile undergoes
further collisions with the residual ion which essentially deviates its direction from the
collision with the bound electron. Therefore, it appears in the 3D distribution as if the
electron is emitted away from the momentum transfer direction filling the gap between
the binary and recoil lobes.

(a) (b)

Figure 2.6: (a) A typical first Born like 3D cross-section. Image is adapted from [44]. (b) The
theoretical 3D cross-section for single ionization of helium with 70.6 eV electrons, for ejected
electron energy E2 = 5 eV and scattering angle θ1 = −20◦ calculated using convergent close-
coupling (CCC) model. Image is adapted from [17].
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2.2.3 Multi-center three distorted wave (MCTDW)

Electron impact single ionization of molecules was studied for 2-3 decades. Many
of the studies were concentrated on ‘electron momentum spectroscopy’(EMS) using high
impact energies, at which the FDCS is related to the square of momentum space wave-
functions for the active orbital averaged over all orientations (Dyson orbital). For low and
intermediate-impact energy collisions with molecular targets, the challenge was to use
multi-centre wavefunctions, unlike in atoms which have one scattering centre with spher-
ically symmetric wavefunctions. Another challenge was that the traditional (e,2e) mea-
surements provide FDCS averaged over all molecular orientations. Fundamental FDCS
depends on the orientation of the molecule since the charge distribution and the molec-
ular orbitals depend on the orientation. Therefore calculating a proper average over all
orientations is computationally expensive. One of the important models which took care
of this problem is the molecular 3-body distorted wave approach (M3DW) [24, 65]. Here
the static potentials of the molecular electrons were obtained by averaging over all possi-
ble orientations and that of the nucleus is also averaged by placing the charge on a sphere
of radius R which is the distance of the nucleus from the centre of mass. The sum of both
nuclear and molecular electronic parts is used to solve the Schrödinger equation. Here the
orbitals and charge distributions are not spherical harmonics like in atoms but rather ex-
pressed in terms of a numerical 3D grid. The computational challenge of averaging over
orientations is overcome by using the orientation averaged molecular orbital(OAMO) [24]
in which a single average molecular orbital is used to approximate over all orientations.

In this thesis, we use a new model called multi-centre three distorted wave (MCTDW)
[28, 26] for comparing the fully differential cross-sections for the single ionization of va-
lence orbitals from 1-Me,5-NIZ molecule, which has much more complex structure com-
pared to the previously studied molecules ([28, 26]). Here the continuum wavefunctions
of the incoming projectile and the two outgoing electrons are considered distorted waves
under a true anisotropic multi-centre potential of the neutral molecule and molecular ion
respectively. This model is an extension of a previously presented multi-centre distorted-
wave method (MCDW), where the multi-centre nature of the molecule is considered by
describing only the slow ejected electron with the multi-centre distorted wave [25]. It
uses the frozen core Hartree-Fock approximation [59] with which the n-electron problem
is reduced to a one-active electron problem. The multi-centre nature is introduced us-
ing the anisotropic multi-centre potentials for each distorted wave (ejected, scattered and
incoming electrons) given by,

V m
e,s,i = V st

e,s,i + V cp
e,s,i + V model−exc

e,s,i (2.25)

where V st, V cp and V model−exc are the static, polarization and model exchange potentials
respectively [66]. V model−exc also depends on the kinetic energy of the ejected electron.
The Schrödinger equation is solved by expanding the three-dimensional potentials and
wavefunctions by employing the single-centre expansion (SCE) techniques [66]. FDCSs
obtained for each orientation are averaged to get the TDCSs which can be compared with
that of the experimental TDCS.

In order to include the electron-electron interaction in the final state (PCI) Botero et
al [67] proposed to multiply the 3DCS by the so-called Gamow factor, Nee,

d3σ

dΩ1dΩ2dE2

= Nee
d3σ

dΩ1dΩ2dE2

∣∣∣
DWBA

(2.26)
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2.3. Cluster formation

Such a modification is used to include the PCI effects since the DWBA model. In models
like M3DW [24] post-collision interactions are included exactly, by considering the final
state with Coulomb distortion factors between the two outgoing electrons, whereas for
models like MCDW, MCTDW etc where PCI is not included, Gamow’s factor has to be
applied. It is expressed as,

Nee =
π/k12

exp(π/k12)− 1
(2.27)

where k12 = µv12 is a simplification to the original Gamow factor which is the prod-
uct of the reduced mass µ and the relative velocity between two outgoing electrons v12
introduced by Ward and Macek [68].

2.3 Cluster formation
Clusters are aggregates of individual atoms or molecules which are intermediate in

size compared to atoms/molecules and bulk matter. They can be classified broadly as
small, medium and large clusters based on their properties. Small clusters generally have
no more than a few hundred particles. Although their properties vary with their size and
shape, a simple and smooth dependence of properties on the number of particles does not
exist. For medium-sized clusters properties starts to vary smoothly as the size increases,
but still reflect the small size of the cluster. If the properties approach that of the bulk
material one can call it a large cluster. They have typically dimensions in the order of
a few nanometers. A small/medium-sized cluster differs from bulk matter mainly in the
energy level structure, wherein the bulk matter the quantum states occur in bands of a
large number of states very close to each other, whereas for a molecule or a small cluster
the spacing between the individual levels is larger.

Clusters are held together by different forces, from weak van der Waals forces to
strong ionic bonds. Clusters such as (NaCl)n are kept together by strong forces of at-
traction between the two opposite charges. Some others have covalent bonds playing
between them, such as clusters of silicon or the famous fullerene or C60. Metal clus-
ters like clusters of sodium or Iron are held together by metallic bonds similar to their
bulk counterparts. However, very small metal clusters have covalent bonds between the
constituents. Clusters of rare gases which have closed shell structures belong to weakly-
bound systems bound by van der Waals interaction, therefore, they are also called van der
Waals molecules/clusters. Another important cluster types are hydrogen-bonded clusters
held by the hydrogen bond. Clusters of water molecules are an example. They are much
more tightly bonded than van der Waals clusters but more weakly bound compared to all
other categories discussed.

Earlier studies of clusters were more focused on the geometrical structures and their
properties in the electronic ground state [69]. Clusters can be generated in several ways.
The most popular of them is cluster formation in a supersonic gas jet (see section 3.3.1),
where a gas or a vapor is expanded from a high-pressure region to a low-pressure region
through a nozzle of typical diameter in the range 10 µm to 1 mm. The first report on such
a cluster source was given by Becker et al in 1956 [70]. The mean gas velocity in the
expanding direction increases dramatically at the expense of the thermal motion in the
transversal direction of expansion. Typical temperatures of gas in an expanding super-
sonic jet are within the Kelvin range making it ideal for aggregate formation. Varieties of
clusters can be prepared using supersonic gas jets. The source could be made continuous
or pulsed. Pure gas or a mixture of gas can be used. Aggregates can also be prepared
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using laser ablation or by using electrical discharges.
Cluster formation in the supersonic gas jet occurs if the local temperature in the beam

becomes less than the binding energy of the dimer. Condensation starts with the formation
of the dimer and later larger aggregates are formed. Considering energy and momentum
conservation laws, it is a three-body collision process in which three atoms collide to form
one molecule and another free atom which carries away the binding energy of the dimer.
Once a dimer is formed it acts as a condensation nucleus for bigger clusters. In the pres-
ence of inert carrier gas, such as helium, the nucleation process is much more efficient
as it takes away the heat of condensation. The use of an inert carrier gas has been long
known to promote cluster growth [70, 71]. If a heavier gas, like argon, is used the flow
is slow and the clusters have more time to grow. For efficient clustering of polyatomic
organic molecules, the use of a mono-atomic carrier gas (‘seeded gas’) reduces the tem-
perature much faster [72]. The efficiency of cluster growth depends on the number of
three-body collisions during the expansions, which is proportional to p20D where p0 is the
stagnation pressure and D is the diameter of the nozzle. However, the mass throughput
is proportional to p0D

2. Therefore, the cluster production can be maximized by increas-
ing the reservoir pressure and decreasing the nozzle diameter while maintaining the mass
throughput [73]. The mean cluster size is determined by the properties of the supersonic
expansion, such as stagnation pressure, temperature, nozzle diameter and shape of the
nozzle. A semi-empirical formula for the dependence of the mean cluster size to the
properties of the supersonic gas jet was first introduced by Hagena [71, 74]. In addition
to that, the works from Buck et al. also help in assessing cluster size distributions [75].
The mean cluster size can be related to the reduced Hagena parameter Γ∗ as [76],

⟨n⟩ = D
( Γ∗

1000

)a
= D

( Γ

1000.Γch

)a (2.28)

where Γ is the original Hagena parameter introduced in [74] which relates the mean clus-
ter size to the experimental parameters of the supersonic gas jet using,

Γ = n0d
q
eqT

0.25q−1.5 (2.29)

where n0, T, deq is the number density, temperature of the gas and equivalent diameter of
the nozzle. The reduced Hagena parameter Γ∗ is introduced to extend the above relation
to metal cluster beams and is given by,

Γ∗ =
Γ

Γch

=
n0d

q
eqT

0.25q−1.5

rq−3
ch T 0.25q−1.5

ch

(2.30)

Therefore, from equation (2.30), Γch is the characteristic scaling number defined as,
Γch = rq−3

ch T 0.25q−1.5
ch , where rch represents radius of the gas and Tch sublimation tem-

perature. The effect of different geometry of the nozzle is taken into consideration using
the quantity equivalent diameter as deq/d = 0.74/ tan θ (d is the throat diameter and 2θ,
is the opening angle for the conical nozzle) for conical nozzles, which is estimated to
enhance cluster production [77]. The quantities D and a are usually determined experi-
mentally [76].
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2.3.1 Non-covalent interactions in clusters of organic molecules
This section gives a brief summary of the interactions that are involved in the in-

termolecular binding of the studied clusters. For a more detailed description refer re-
views [78, 79].

Non-covalent interactions are interactions which do not involve sharing of electrons.
They hold molecules together in complexes such as molecular dimers and trimers. In na-
ture, these complexes (clusters) play crucial roles in a variety of settings, including in the
structure of large bio-molecules such as DNA [80]. Non-covalent interactions were first
introduced by J D van der Waals [81], in the work where he reformulated the equations
of state for real gases. Cluster formation is detected from the changes made to the prop-
erties of the subsystems due to the non-covalent interactions between them. An example
is the change in the stretch frequencies upon complex formation in H-bonded systems.
The stronger the non-covalent interaction, the larger the change in the properties of the
subsystem. Covalent and non-covalent interactions differ in their origins and strength.
Covalent interactions originate when partially occupied orbitals overlap and share the
electrons, which makes them short range, typically less than 2 Å, whereas non-covalent
interactions act at distances as large as a few tens of angstroms, therefore overlap between
the orbitals is non-existent. As a consequence, non-covalent interactions are known to be
considerably weaker than covalent interactions. The strength of such interactions is quan-
tified using stabilization energy which is defined as the difference between the energy of
the molecular cluster and the energies of the isolated subsystems. The total stabilization
energy of a molecular cluster typically lies in the range of 1 - 20 kCal/mol (0.043-0.867
eV) whereas that of a covalent bond is around 100 kCal/mol (4.336 eV). Non-covalent
interactions originate from the interaction between permanent multipoles (electrostatic),
between a permanent multipole and an induced multipole (induction) or between an in-
stantaneous time-varying multipole and an induced multipole (dispersion). Therefore, the
interaction potential can be written as,

Vnon−cov = Velec + Vind + Vdis + Vrep (2.31)

The final repulsion term, called exchange repulsion prevents the orbitals of the subsystems
from overlapping.

The vast majority of molecular clusters are non-rigid (floppy) systems dominated by
large amplitude motions, rendering the concept of equilibrium structure meaningless.
Therefore, a key characteristic of these systems, which are significantly more complex
than covalent systems, is the potential energy surface. By using several ab initio molecu-
lar dynamics (MD) or Monte Carlo (MC) simulations to optimize the stabilization energy,
the structure associated with the global and local minima of the potential energy surfaces
(PES) is deduced [79]. While it is relatively simple to obtain the global minima exper-
imentally, the local minima can only be attributed with certainty if the PES is known.
The number of minima increases as the cluster number and the number of subsystems
increase. For example, water dimer has only one global minima [82, 83] whereas uracil
dimer has 11 minima [84].

From perturbation theory, the stabilization energy for the non-covalent interactions
can be separated into the contributions from electrostatic, induction (charge-transfer) and
dispersion terms which contribute to the attractive interaction between the subsystems.
Clusters can be classified into different types according to the relative dominance of these
terms. In some types of clusters a particular energy term will dominate, for instance, van
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der Waals clusters where the stabilization energy constitute solely from dispersion forces.
While several terms contribute to the overall stabilization in H-bonded (Hydrogen-bond)
systems.

H-bonded systems

H-bonded systems are interactions with the participation of hydrogen. They are stabi-
lized by all the energy terms. (ie. electrostatic, induction (charge-transfer) and dispersion
terms). Most H-bonded systems are of the type X−H· · ·Y, where X is an electronegative
atom and Y is either an electronegative atom, an atom having one or two lone pair of
electrons or a group having excess electron density (eg. π electrons of aromatic systems).
Most known and strong H-bonds systems are the ones having F, O or N [85]. Therefore,
such dipole-charge/ dipole-dipole interactions caused by the electrostatic term give the H-
bonds their directionality. H-bond formation is generally accompanied by an elongation
of the X−H bond which causes a red-shift in its stretching frequency. Such an elonga-
tion and red-shift is a manifestation of the charge-transfer (CT) term of the stabilization
energy [86]. Charge-transfer occurs from the lone pair (electronegative atom) or the π
molecular orbital of the electron donor (proton acceptor) to the anti-bonding molecular
orbitals of the X−H bond of the electron acceptor (proton donor). This causes an increase
in the electron density in these anti-bonding orbitals which in turn causes an elongation
of the X−H bond and a red shift in the stretching frequency. However, the amount of CT
in these systems is not greater than 0.01e−, much smaller compared to the ionic clusters.

H-bonds in the organic molecules are of the type C−H· · ·Y, where Y is an elec-
tronegative [87] or π system [88]. C−H· · ·Y type H-bonds are found to be much weaker
than that of O−H· · ·Y or N−H· · ·Y type H-bonds unless the CH group is acidic. How-
ever, due to their abundance, CH-type H-bonds are much more prominent in biomolecular
structures. In such structures, bonds of the type C−H· · ·Y are observed which are not ac-
companied by the C−H bond elongation. Such bonds are not considered H-bond, but
instead just C−H· · ·Y contact [89].

Another two types of intermolecular bonds similar to H-bonds, which have the partic-
ipation of hydrogen, namely, improper (blue-shifted) H-bonds and dihydrogen bonding.
The former is similar to a normal H-bond but has the opposite behaviour. It causes a con-
traction in the bond length of the X−H bond and a blue shift in the stretching frequency.
This originates in the geometrical restructuring of the electron acceptor after the charge
transfer from the electron donor [90]. Contrary to the H-bonds where CT is directed to
the closest X−H bonds, for improper H-bonding CT is directed to the remote part of the
electron acceptor. Such kinds of bonds with C−H· · · π interaction are observed exper-
imentally in chloroform· · · fluorobenzene complexes [91]. A dihydrogen bond is of the
type M−H· · · H−Y where M is a metal. It was observed initially in metal complexes [92]
and later also in H3BNH3 dimer [93]. Here, the interaction between two hydrogens oc-
curs if one hydrogen is attached to an electropositive element and the other hydrogen to
an electronegative element, thereby inducing a positive charge on one hydrogen and a
negative charge on the other causing a multipole attraction. This is an example where
dispersive forces play a role.

Electrostatic interactions

Electrostatic interactions are prevalent in most of the systems which contain per-
manent multipoles. One of the classic examples is benzene clusters which interact via
quadrupoles. When visualized from a side, the quadrupole moment is formed by ‘sand-
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wiching’ the σ-electrons in between the aromatic π-electrons (Figure 2.7). Initially, it was
believed that the parallel-stacked (S) structure is the global minimum due to the maximum
possible overlap [94]. But later this was identified that the simple quadrupole-quadrupole
interactions are repulsive causing the T-shaped structure to be the global minima [95].
This is also true in the case of proteins for example phenylalanine, where the T-shaped
(T) and parallel-displaced (PD) structure is found to be of high occurrence [96].

Figure 2.7: (a) Electrostatic potential map of benzene showing the quadrupole moment. (b) Par-
allel stacked (S), (c) Parallel-displaced (PD) and (d) T-shaped (T) conformers of benzene. Im-
age is slightly adapted from [78]. The red-coloured region indicates the negative charge of the
quadrupole and the blue-coloured region indicates the positive charge.

Dispersion interactions

Dispersion interactions play a vital role in the interactions between the biomacro-
molecules, such as the stacking interactions in a DNA base pair. The stability of some
clusters is usually governed by the dispersion energies, whereas their structure is deter-
mined by the dipole-dipole electrostatic interaction between them. Dispersion interactions
are not limited to a particular direction or path, as they are caused by the induced dipole
moments of molecules, which can interact with each other regardless of their orientation.
This makes them less directionally specific than electrostatic interactions. Most of the van
der Waals molecules belong to this category.

Charge-transfer interactions

A charge transfer (CT) complex is formed when one system with a good electron
donor (ie. having low ionization potential) interacts with another having a good electron
acceptor (ie. a high electron affinity). Therefore, upon the formation of a CT complex
electron flow from the donor to the acceptor. Donors and acceptors can be classified
according to the type of orbitals involved in the interactions. From donors, non-bonding
orbitals (n), σ or π bond interacts with the valence orbital (v), σ∗ or π∗ bonds of acceptors.
The strength of the interaction varies from n− v (strongest) to π − π∗ (weakest).
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2.4 Inner-valence ionization and relaxation processes in
small clusters

Electronic relaxation processes after inner valence or core ionization can proceed ra-
diatively or by electron emission. Whether the excited atom/molecule decays radiatively
or non-radiatively depends on the ionized energy level and its lifetime. Outer shell ion-
ization typically decays through photon emission while inner-valence vacancies decay
through electron emission via auto-ionization. Photon emission has lifetimes in the range
of nanoseconds, whereas auto-ionization takes place in sub-picoseconds or in femtosec-
ond timescales. Therefore, auto-ionization will be the preferred channel if it is ener-
getically open. However, very deep inner-shell vacancies in high-Z atoms show X-ray
emission as their prominent decay channel. If inner-valence/core ionization occurs in a
cluster, relaxation processes can occur locally within the ionized monomer or non-locally
by involving adjacent neighbours. A summary of different electronic decay mechanisms
is given in figure 2.8. Decay proceeds via the non-local channel predominantly when the
local channel is energetically non-feasible. Some of the relevant decay mechanisms will

Figure 2.8: Schematic showing an overview of various relaxation mechanisms. Image is adapted
from [97].

be discussed in the following section. Schematics of inner valence relaxation processes
briefly discussed here are depicted in figure 2.9.

Auger decay or Auger-Meitner decay: One of the important local decay channels
is Auger decay, which is an auto-ionization process upon an inner valence/core ioniza-
tion/excitation. It is independently discovered by Meitner in 1922 [98] and by Auger in
1925 [99], therefore it is also called the Auger-Meitner effect. An electron undergoes a
discrete transition from a less bound shell to the vacant inner valence/core vacancy trans-
ferring energy via electrostatic interaction to another bound electron that is emitted. The
outgoing electron is named an Auger electron and labelled by letters corresponding to the
involved energy levels ( for example KL1L2,3, K-Core hole level, L1 relaxing electron’s
energy level and L2,3 Auger electron’s energy level). Energy of the emitted Auger elec-
tron is given by E = EK − EL1,L2,3 , where EK is the energy of the initially ionized state
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and EL1,L2,3 is the energy of the final two hole state .

(a) (b)

(c) (d)

(e)

Figure 2.9: Schematics of certain inner-valence relaxation processes (a) Electron Transfer Medi-
ated Decay (ETMD) (b) Radiative Charge Transfer (c) Interatomic and Intermolecular Coulombic
Electron Capture (ICEC) (d) Collective Autoionization (CAI). Other pathways of collective au-
toionization also exist [101]. Only one is depicted here (e) Auger Decay.

Electron Transfer Mediated Decay: Electron Transfer Mediated Decay (ETMD)
is similar to auger decay but occurs non-locally. ETMD is also triggered by an inner
valence /core ionization, but contrary to Auger decay the vacancy is filled by an electron
from the neighbouring molecule/atom (donor) [102]. The released energy is however
transferred to the donor itself or transferred to another neighbouring atom/molecule and
used to ionize it. The released energy upon the relaxation from an atom B to A must be
such that enough energy is available for the ionization of atom B ( 2.9a), which makes it
predominantly occur in heteronuclear systems. ETMD was first experimentally observed
in ArKr heteroclusters [103]. However, experiments with Ar2 also showed evidence of
ETMD [104], which is enabled by the shift of energy levels due to the asymmetric charge
distribution after the initial ionization. ETMD is termed as ETMD(2) or ETMD(3) [105]
indicating the number of entities involved in the process.

Interatomic and Intermolecular Coulombic Electron Capture: When an atom or
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an ionic species captures a low kinetic energy electron while in a cluster medium, non-
radiative and non-local decay processes such as Intermolecular Coulombic Electron Cap-
ture (ICEC) can happen. Here the excess energy is transferred to the neighbouring species
and ionizes it. It was theoretically predicted by Gokhberg et al in 2009 [106]. ICEC was
experimentally demonstrated in 2017 in experiments with highly charged ion impinging
on graphene foil [107]. It was shown that the neutralization of highly charged xenon ions
during passage through the foil is a manifestation of ICEC. ICEC plays a major role in
ion-induced radiation damage in cells and genes [108]. It can occur whenever there are
more than two microscopic particles that can accommodate electrons. It is an important
electron capture process which is prevalent in weakly bound systems and clusters whose
efficiency increase with the number of neighbours.

Radiative Charge Transfer: In situations where the energy released after the re-
laxation of a system from the excited state does not favour further local or non-local
ionization processes, excess energy can be emitted in the form of photons. Such a pro-
cess termed Radiative Charge Transfer (RCT) is observed in homogenous cluster systems
where processes such as ETMD (2,3) are not energetically possible. It was observed in
Ne and Ar dimers with dications with 2p and 3p outer shell vacancies respectively in pho-
toionization as well as electron impact ionization measurements [109, 110, 38]. Radia-
tive charge transfer occurs when an electron is transferred from the neighbouring neutral
atom to the dicationic state and the surplus relaxation energy is released radiatively. The
process is identified indirectly in the ion-electron coincidence measurement as missing
energy as well as directly by photon measurement in photon-induced fluorescence spec-
trometry [111]. Recently, RCT is observed in heterogeneous clusters like NeKr and NeXe
after single ionization of 2p orbitals of Ne [112].

Collective Autoionization: Ionization with intense laser sources like free electron
lasers on bigger clusters enables excitations of multiple units within a cluster, causing
them to relax via different pathways ‘collectively’ similar to the above-mentioned mech-
anisms. Unlike ICD or any other related mechanisms, this process can involve multiple
excited atoms at the same time. Relaxation can occur through multiple possibilities like
the transfer of virtual photons or scattering of the ICD electrons. Theoretically predicted
by Kuleff et al. [113], such a collective autoionization mechanism was experimentally
found in He nanodroplets irradiated with FEL pulses [101].

2.4.1 Intermolecular Coulombic Decay (ICD)

Interatomic or Intermolecular Coulombic Decay (ICD) is the phenomenon which is
being investigated in the second part of the thesis. It is a prominent relaxation mechanism
for inner valence ionized atoms or molecules embedded in weakly interacting environ-
ments like van der Waals or H-bonded clusters. ICD was first introduced theoretically by
Lorenz Cederbaum and co-workers in 1997 in small HF and H2O clusters [33]. It was
first experimentally demonstrated in Ne clusters [34, 35]. The inner shell vacancy is filled
by an outer shell electron either from the same monomer or a close neighbour and the
released energy is used to kick out an electron from the neighbour. ICD occurs when the
second ionization from the same monomer is energetically not feasible due to the strong
Coulomb repulsion of charges within the initially excited monomer, but an ionization of
the neighbour is energetically feasible. The energy is transferred to the neighbour via
dipole-dipole Coulombic electron-electron interaction.

According to Fermi’s golden rule the electronic decay rate Γiv of the excited system
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is directly proportional to the square of the electron-electron Coulomb matrix element,

Γiv ∝
∣∣Vov1,ov2[iv1,k]

∣∣2
∝ |Vov1,ov2,iv1,k − Vov1,ov2,k,iv1|

2
(2.32)

The two terms in equation (2.32) Vov1,ov2,iv1,k and Vov1,ov2,k,iv1 shows contributions from
the ‘direct’ and ‘exchange’ terms of the electron-electron correlation1 (ov1- outer valence
orbital of atom/molecule 1, ov2- outer valence orbital of atom/molecule 2, iv1- initial inner
valence vacancy of atom/molecule 1 and k- continuum state). The ‘Direct’ term represents
the energy exchange between the initially excited monomer and the neighbour via virtual
photon exchange after the relaxation within the excited monomer. The ‘Exchange’ term
indicates an exchange of electrons between the monomers during relaxation, ie. the inner
valence vacancy is filled by the outer valence electron of the neighbour and the energy
released is used to kick-out the outer valence electron of the initially excited monomer. A
pictorial representation of ‘direct’ and ‘exchange’ terms in ICD is shown in figure 2.10.

Figure 2.10: Pictorial representation of ‘direct’ and ’exchange’ ICD processes.

The ‘direct’ and ‘exchange’ terms Vov1,ov2,iv1,k and Vov1,ov2,k,iv1 can be expanded in
molecular orbital representations as [115],

Vov1,ov2,iv1,k =

∫∫
ϕ∗
ov1

(x1)ϕiv1(x1)
1

|x1 − x2|
ϕ∗
ov2

(x2)ϕk(x2)d
3x1d

3x2 - ‘direct’

Vov1,ov2,k,iv1 =

∫∫
ϕ∗
ov1

(x1)ϕk(x1)
1

|x1 − x2|
ϕ∗
ov2

(x2)ϕiv1(x2)d
3x1d

3x2 - ‘exchange’

(2.33)
Therefore, in the direct term, the electron from the outer valence orbital of the first
monomer ϕov1 fills in the inner valence vacancy of the same monomer ϕiv1 and exchanges
a virtual photon, releasing an electron from the outer valence orbital of the neighbour ϕov2

to the continuum orbital ϕk. In the exchange term, the inner valence vacancy ϕiv1 is filled
by an electron from the outer valence orbital of the neighbour ϕov2 and the electron from
the outer valence orbital of the first monomer ϕov1 is emitted to the continuum ϕk. Here x1

1For a derivation of electron-electron Coulomb matrix element in direct and exchange terms refer
Hartree-Fock formalism in Bransden et al. [114].
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and x2 refers to the position vectors of the correlated electrons with respect to the centre
of mass of the system. Detailed theoretical description of ICD rates and the dependence
with the internuclear distance R can be found elsewhere [115].

Although, the initial and final states of the direct and exchange terms are the same
they differ in efficiency. This is due to the fact that the direct contribution has a leading
term coming from the dipole-dipole interaction similar to the van der Waals interactions
and therefore, the ICD decay rate scales with the internuclear distance as R−6, whereas
the exchange term depends on the overlap between the orbitals ϕiv1 and ϕov2 and the ICD
decay rate dies off exponentially with R. In addition, different selection rules apply to
these contributions. For the direct term dipole-dipole interactions dominate whereas, the
exchange term can arise from dipole-forbidden transitions as well [116, 117].

ICD efficiencies

In rare gas clusters, fluorescence decay is a competing process to ICD. The typical
lifetime of fluorescence decay is in the nanosecond range, whereas ICD occurs in the
femtosecond range. It was found in systems like helium dimers that 50% of the excited
atoms relax via photon emission because of the exceptionally long ICD lifetime of thou-
sands of femtoseconds [118, 119]. Bigger rare gas clusters like Ne [120, 121] show almost
100% ICD efficiency owing to the short ICD lifetime ∼150 fs [37]. ICD efficiencies are
experimentally measured in electron-electron coincidence measurements as a ratio of the
number of photoelectron-ICD electrons pairs (n(eph,eICD)) detected in coincidence to the
number of photoelectrons (neph) detected [121]. If all the excited states relax through
ICD the ratio should be unity. In a real spectrometer one has to apply corrections to this
ratio taking care of the degree of condensation in the jet (c) and the detection efficiency
for the second electron (γ). ICD efficiency can be formulated as,

αICD =
1

c.γ

n(eph,eICD)

neph

(2.34)

It has been observed in systems like Mg-CO that the ICD is quenched by pre-
dissociation of the state and vice versa, due to the nuclear dynamics [122]. Whether
ICD is quenched or not depends on the vibrational level and the corresponding pre-
dissociation rate. For states with pre-dissociation rates higher than ICD, the molecule
dissociates before the electronic decay. A similar effect is observed in water clusters
where the ICD efficiencies are found to be around 10% to 45% for small clusters [123].
Here nuclear motions during the decay cause proton migration which leads the system to
different configurations in which the ICD is energetically not feasible.

The differences in ICD efficiency in rare-gas clusters and water clusters are mainly
due to the molecular nature of the constituents and the differences due to van der Waals
interaction and the Hydrogen bonding. The directionality of hydrogen bonding gives rise
to proton dynamics making proton migration a competing channel to ICD. ICD efficiency
in D2O cluster is shown to be 0.07 times larger than in H2O clusters with cluster sizes
ranging from 60-90 [123, 97]. Such an isotope effect also points to the role of nuclear
dynamics in both clusters. As a result, it was observed that ICD is open for a longer
time duration in D2O than H2O, leading to a slower deuteron transfer process in D2O
than the proton transfer in H2O. Calculated potential energy curves for single and double
ionized water clusters show that the single inner valence ionized water (2a−1

1 ), which has
a negative slope at the equilibrium distance may decay via ICD before an internuclear
distance of around 1.3 Å to the doubly ionized state (figure 2.11). Beyond that distance,
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the ICD channel is closed and the molecule undergoes proton transfer and dissociates to
H3O+ and OH•.

Figure 2.11: Calculated potential energy curves of singly ionized water (2a−1
1 ), singlet and triplet

doubly ionized states of water dimer with delocalized charges as a function of O−H distance.
PECs for singly ionized water and doubly ionized water cross after 1.3 Å. Proton transfer and ICD
are competing below this distance and beyond that ICD channel closes. Image slightly adapted
from [123].

ICD efficiency also depends on the cluster size due to several factors. Firstly, in
larger clusters the energy of the states may decrease due to polarization shielding and the
decrease in energy for the doubly ionized states is larger than for the singly ionized states,
causing the ICD energy to shift with the cluster size. Secondly, the increase in the number
of nearest neighbours increases the chance of ICD. This is a considerably large effect in
rare gas clusters, whereas the effect is less in water clusters [124]. Finally, the hydrogen
bond length is smaller in liquid water than in small water clusters. Therefore, an increase
in the ICD lifetime and rate can be expected with decreasing bond length, which is indeed
an effect of the increase in the cluster size [97, 123].

The studies on clusters of organic molecules with water are found to be of interest
since they can give insight into the radiation damage of biomolecules, notably DNA.
Complexes of many organic molecules and water have been theoretically studied [125].
It has been found, for example, that in formaldehyde-water complexes the oxygen inner
valance vacancy in both formaldehyde and water can initiate ICD. Additionally, O inner
valence vacancy in formaldehyde can undergo Auger decay as well. Experimental stud-
ies have been done on water-THF (tetrahydrofuran) dimers in electron-ion coincidence
measurements [41]. THF is of particular interest to the research on radiation damage to
biomolecules since it can be considered a molecular analogue to the deoxyribose sugar
ring in the DNA backbone. It has been found that the O 2s−1 vacancy in water can initiate
ICD, whereas the O 2s−1 in THF is assumed to undergo Auger decay since it is an open
channel in this binding energy range. An important result is that the THF+ in the ICD
final state undergo hydrogen loss by α cleavage, which is of particular interest since it
sheds light on the DNA damage mechanism in hydrated environments.
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Experimental setup

This chapter describes the experimental setup used for the measurements described in
this thesis. In short, an advanced Reaction microscope (ReMi) designed for the electron-
atom/molecule collision experiments is used for particle detection. The projectile beam
is generated from an electron gun based on a Tantalum photocathode. The targets used
for the measurements are prepared using three different setups. This chapter explains in
detail the working of the ReMi, the electron gun, the target setups, and the data acquisition
system. Modifications done as part of this PhD work include two additional sources
for targets which are solid at room temperature and installation of funnel MCPs on the
electron detector for better detection efficiency.

3.1 Reaction microscope
A schematic of the Reaction microscope used for the measurements is shown in fig-

ure 3.1. It consists of a spectrometer inside of which is the interaction region, where the
reaction takes place, two detectors and a pair of Helmholtz coils for generating a constant
magnetic field. A section view of the spectrometer is shown in the image to show the
trajectory of the particles and the electron gun. It is a special feature of this ReMi that
the electron gun is inside the spectrometer which allows the electron beam to be aligned
parallel to the electric and magnetic field. The electron beam is crossed with an atomic or
molecular beam target at the interaction region. The particles generated are guided to the
detectors on both sides of the spectrometer using constant electric and magnetic fields.
The positively charged particles (here ions) fly to the ion detector on the right-hand side
and the negatively charged particles fly to the electron detector on the left-hand side in
figure 3.1. The trajectories of the unscattered projectile electron beam, the scattered pro-
jectile electron and the ion are also shown in the figure 3.1.

3.1.1 Spectrometer

The spectrometer of the ReMi provides a constant electric field for projecting the par-
ticles onto the detectors. It consists of a set of circular gold-coated aluminium electrodes
with an inner diameter of 12 cm, outer diameter of 14.4 cm and thickness of 0.8 cm and
field-free drift tubes. The individual electrodes are isolated from each other using alumina
balls of 3 mm diameter and connected via resistors to each other as shown in figure 3.2.
These electrodes form the region where the particles are accelerated which is called the
acceleration region. The interaction region is at the centre of the 12th electrode from the
electron side. Appropriate voltage is applied to the last electrode on the electron side
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Figure 3.1: Schematic of the Reaction Microscope.

and the sixth electrode towards the right side of the interaction region to create a con-
stant electric field within this region. The last electrodes on the ion side are connected
to the drift tube on the ion side and form the ion drift region. On the electron side, a
drift tube attached to the last electrode creates the field-free drift region for electrons. The
length of the drift regions on both the electron and ion side of the spectrometer is chosen
to be twice that of the acceleration regions such that time-focusing condition is satisfied.
The spectrometer in this configuration called the Wiley-McLaren configuration allows
compensating for the finite spatial extension of the target beam along the spectrometer
axis [126]. The length of the acceleration regions of the electron and ion sides are 11 cm
and 6 cm respectively. Depending on the mass and kinetic energy of the ionic fragments
that are being investigated, the spectrometer is operated in constant field mode or pulsed
field mode.

Figure 3.2: Spectrometer in Wiley McLaren configuration.

Pulsed operation

Due to the high repetition rate of the electron beam of 40kHz, the time window in
which the ions have to be detected is ∼25 µs. Therefore, the highest m/q of the ion
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fragment that can be detected using a constant extraction field is limited. On the other
hand, an extraction field higher than 4 V/cm can severely worsen the electron momentum
resolution. In order to detect ions of higher m/q ratio, the spectrometer is operated in
pulsed field mode. Here the extraction field is increased from a low field to a high field
∼ 600 ns from the laser trigger within which the electrons are detected and the field is
reduced to the low extraction field a few microseconds before the next projectile pulse.
A high voltage positive pulse is applied to the sixth electrode from the interaction region
towards the electron side as shown in the figure 3.2. Therefore, electrons are detected at
a small extraction field (< 4 V/cm) and the ions are detected at a high extraction field (<
23 V/cm).

For the generation of the pulsed field, a square pulse is generated which is synchro-
nized with the laser trigger and it is amplified using a pulse amplifier which can produce
a maximum of 358 V. During the ramp-up and ramp-down background noise counts are
produced at the detector. To reduce the noise counts, a low pass filter is used after the
pulse amplifier which slows down the ramp-up and ramp-down and dampens the high
frequency components of the ramp. Even with using the filtering circuit, the noise counts
cannot be completely removed. Therefore, a hardware gate is applied such that data ac-
quisition for ion signals is inhibited during the ramp-up and ramp-down. For electron
signals, a similar hardware gate inhibits the data acquisition from 340 ns after the laser
trigger. To make sure that the extraction field is decayed completely to the low field, the
ramp down is initiated a few microseconds before the arrival of the next pulse.

Figure 3.3: Timing diagram showing the extraction pulse voltage applied at the 6th electrode to-
wards the electron detector side, Laser trigger signal and the gate for inhibition of data acquisition
for ion signals during the ramp-up and ramp-down of the pulse. The voltage of the laser trigger
and the gate is multiplied by 100 for the visual comparison with the extraction pulse voltage.

Figure 3.3 shows the laser trigger, hardware gate for the inhibition of data acquisition
for ion signals and pulsed field measured at the output of the filtering circuit.
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3.1.2 Time and position sensitive detector assembly

The detector system gives information about the time-of-flight of the reaction frag-
ments from the interaction region and the position on the detector where it is hit. The
important parts of the detectors which are common for both ion and electron detectors are
microchannel plates (MCPs), delay-line anodes, grids and the ring anode. The schemat-
ics of the detector assembly for both electron and ion detectors are shown in figures 3.10
and 3.9a. The signals from the MCPs provide the time-of-flight information and the sig-
nals from the delay-line anodes give the position information. These time and position
signals are used to reconstruct the longitudinal and transversal momentum components of
the particles. There are two grids placed in front of each detector to ensure field continu-
ity and background noise reduction. Since the MCPs are normally operated at rather high
voltages (∼ 2.5-3.5 keV), there is a chance that the high field at the MCP can penetrate
the drift tube which has to be field free and can worsen the longitudinal momentum reso-
lution. The two grids placed in front of the detectors can maintain a homogeneous electric
field between the drift tube and the MCP. The first grid is normally connected to the same
voltage as that of the drift tube. The second grid, which is closer to the MCPs can be kept
at a slightly different voltage than that of the drift tube. On the electron detector, which
is at a positive voltage to extract the negatively charged electrons, the second grid is often
kept at a voltage more negative than that of the drift tube. This is to reduce the secondary
electrons, produced by the primary electron beam by hitting some parts of the spectrom-
eter and the electron gun. Some inhomogeneity can also be present between the MCP
and delay-line anodes which can hamper the 1:1 imaging property of the detector. One
of the reasons for such an inhomogeneity is the presence of the mounting screws for the
MCPs which are connected to the ground. To prevent that, a ring anode is placed between
the MCD stack and the delay-line anode. It is a conducting plate made of stainless steel
with an outer diameter the same as that of the MCPs and has holes at the positions of the
mounting screws (see figure 3.4). A voltage that is between the voltage at the back side of
the MCP and the delay line anode is applied to the ring anode to ensure field continuity.

Microchannel plates (MCPs)

A microchannel plate is a lead glass plate perforated with millions of precise mi-
crochannel holes which can act as arrays of miniature electron multipliers [127]. The
diameter of the miniature holes is 12 µm, the centre-to-centre distance is 15 µm and the
thickness of the plate ranges from 0.75 µm to 1.5 mm. A voltage gradient of typically
1 kV is applied across the MCP and they have a resistance in the range of a few tens of
megaohms. The electrical contact at the front and back side of the MCP is provided by
a metallic coating on both ends of the MCP at its edge. The axis of the micro-channels
is biased to 8o with respect to the plane of the MCP to optimise the secondary electron
emission. When a particle like an electron or ion enters from one side of the channel
and hits on the walls of the channel, it emits secondary electrons. The high voltage gra-
dient applied across the channel accelerate the electrons vertically to the back plane of
MCP which leads to the parabolic trajectory within the channel. Therefore, the bias of
8o forces the electrons to collide several times with the wall within the channel. Ampli-
fication of the MCPs ranges from 104 to 108 depending on whether it is used singly or
in cascade. Two or three MCPs can be stacked to get higher amplification in Chevron or
Z-stack arrangement as shown in the figure 3.5b. The charges thus lost from the semi-
conducting walls are replenished using the voltage source which provides the potential
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Figure 3.4: An image of part of the electron detector with MCPs together with the ring anode. The
detector assembly is placed upside down such that the grids are on the bottom end of the image.
One can see the inner diameter of the ring matches that of the MCP diameter and there are holes
at the position of the mounting screws, thereby shielding the high field between the screws and the
ring from the constant field regions between the MCP and the delay line anode.

difference across the MCP, therefore, producing a drop in the voltage applied across the
MCP. This can be coupled out using a capacitor and therefore, providing the time signal
of the particle hit.

(a) (b)

Figure 3.5: (a) Schematic of an MCP and the amplification of signals. Image adapted from [128]
(b) MCPs in chevron and z-stack configurations. Image adapted from [129]

The efficiency of an MCP depends on the kinetic energy and mass of the detected
particle. Efficiency rises as the impact energy or the velocity of the particle increases
and it saturates at a value that is limited by the open area ratio (OAR), which refers to
the channel open area to the entire effective area of the MCP. The standard MCPs have
a detection efficiency of roughly 58% [130] which is slightly higher than the OAR. An
increase in OAR can further increase the efficiency, but it leads to reduced timing resolu-
tion and increased ion feedback [131]. Novel approaches to expand the OAR have been
developed by increasing the opening angle of the channels at the surface, like a funnel
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(see figure 3.6), therefore, they are called ‘funnel MCPs’. These can give efficiencies up

Figure 3.6: Zoomed image of the surface of standard MCP and ’funnel’ MCP [132]

to 86% for an OAR of 90% [133]. For the experiments described in this thesis, we have
used standard MCPs for the ion detector and funnel MCPs for the electron detector.

Hexagonal delay-line anode or Hexanode

The position information of the signal from the MCP stack is obtained using a delay-
line anode. It is a wire wound around a base plate connected to a voltage, typically, 200
V more positive than the voltage on the backside of the MCP. The electron cloud from the
MCP induces a charge distribution on the wire and it propagates to both ends of the wire
at the same speed. This signal is then capacitively coupled out and gives the time taken
for the signal to propagate to both ends of the wire, tx1 and tx2 . The difference between
these two time signals is proportional to the spatial coordinate of the electron cloud on
the wire.

x = v⊥((tx1 − tmcp)− (tx2 − tmcp)) = v⊥(tx1 − tx2)

y = v⊥((ty1 − tmcp)− (ty2 − tmcp)) = v⊥(ty1 − ty2)
(3.1)

where tmcp is the MCP signal and v⊥ = cz
∆x
lw

is the average velocity with which
the electron cloud moves perpendicular to the direction of the winding (see figure 3.7a),
where ∆x is the spacing between each winding, lw is the length of each winding and cz,
the propagation velocity of the signal along the wire.

To reduce common-mode noise, another wire called reference wire is wound parallel
to the signal wire which is applied with a voltage typically 50 V lower than that of the
signal wire. The common-mode noises will be the same on both the wires, whereas, the
signal due to the electron cloud will have different amplitude due to the different bias
voltages applied. These time signals from both signal and reference wires are then passed
through a differential amplifier as shown in the circuit diagram 3.7b and the common-
mode noise is then subtracted out.

To get the (x, y) position of the particle hit, we need to have another layer of wire
winding perpendicular to the first winding and insulated from each other. Resolution
can further be increased by adding a third layer as shown in the figure 3.8. Due to the
hexagonal shape, it is called a hexagonal delay line anode or hexanode. The additional
layer improves also the multi-hit capability, since now we have three different wire com-
binations to calculate the position from, namely (x, y)uv, (x, y)uw and (x, y)vw [135]. A
detailed description of the processing of the signals is given in chapter 4.
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(a) (b)

Figure 3.7: (a) Schematic showing the charge propagation on a delay-line wire. Image adapted
from [128]. (b) Circuit diagram of the differential amplifier circuit used to reduce the common-
mode noise from the delay line anode. The time signals from reference and signal wires are
represented by XR and XS. HV In represents the high voltage applied to the circuit. The output of
the differential amplifier is indicated by X. Image adapted from [134].

Figure 3.8: Hexanode

Ion detector

Figure 3.9a shows a schematic of the ion drift region and the ion detector arrangement
together with the electron gun assembly. The first grid is placed in front of the electron
gun and touching the electron gun assembly as shown in the figure 3.9a to separate the
acceleration/extraction field from the drift region.

A hole is made at the centre of the grid to facilitate the passage of the projectile beam.
The body of the electron gun is connected to the same voltage as that of the drift region to
maintain field homogeneity of the drift region. Two grids are placed right in front of the
MCP stack. The second grid (grid 2 3.9a) terminates the field-free drift region. The third
grid could be biased to a slightly higher or lower voltage compared to the drift region
depending on the purpose. For the measurements described in this work, a slightly more
positive voltage is applied to grid 3 to facilitate background reduction. Two MCPs are

35



Chapter 3. Experimental setup

(a) (b)

Figure 3.9: (a) Ion detector assembly together with the drift region and the electron gun assembly.
The first grid is attached to one of the electrodes as shown in the figure. All the electrodes from
the first grid are connected to the drift tube voltage. The second grid is placed after the drift region
and is also connected to the drift tube voltage to maintain the uniform potential. Yet another grid,
grid 3, is placed in front of the MCP and can be kept at the same voltage as the drift tube or at a
slightly higher or lower voltage. (b) Schematic showing the voltages applied to individual parts
within the ion drift region and detector assembly.

stacked in a Chevron configuration for the ion detector and a voltage difference of ∼2 kV
is applied across the MCP stack. To enhance multi-hit capability, we use a hexanode for
the position signals. A circuit diagram showing the voltages applied to different parts of
the ion detector is shown in figure 3.9b.

Electron detector

The arrangement of the electron detector is different from that of the ion detector be-
cause we have to take care of the projectile beam aligned along the spectrometer axis.
The incoming unscattered projectile beam is dumped onto a hole in the electron detector.
The main challenge to get a good coincidence rate is to separate the electron hits from the
target ionization from that of the undesired electrons, such as secondary electrons pro-
duced by either the primary beam hitting on parts of the spectrometer or the electron gun
assembly, the electrons produced by the scattered laser pulse hitting inside the electron
gun assembly, elastically scattered projectile beam, etc. Proper dumping of the projectile
beam can reduce a lot of such undesired electrons. The electrostatic lensing effect due to
the field lines within the hole penetrating outside is utilized for proper focusing of the pro-
jectile beam into the dump as can be seen in figure 3.10. In order to assure a homogenous
electric field in between grid 2 and the MCP surface, a ceramic tube of outer diameter 8
mm with a resistive coating of Germanium on the outer walls is fixed between the grid 2
and the front end of the first MCP (see figure 3.10).

This coating acts like a continuous resistive divider and ensures a constant potential
gradient in front of the MCP in the vicinity of the tube between the second grid and the
front side of the MCP. At the same time, the field lines can penetrate the inside of the
tube and focus the projectile beam. Industrially available MCP with a central hole, have a
hole diameter of 6.3 mm and a dead area of 2 mm from the edge of the central hole. The
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Figure 3.10: Schematic showing the electron detector comprising of grids, MCP stack, hexanode
and germanium-coated ceramic tubes in the front and back side of the MCP. On the right side, the
SIMION simulation of the electron detector assembly is shown.

effective dead area for such MCP is a central circle with a diameter of ∼12 mm. A tube
with 8 mm can be fixed into this dead area without affecting the good electrons.

Similarly another tube of outer diameter 6 mm with the resistive outer coating is fixed
at the back side of the MCP stack. A voltage ∼100 V higher than that of the back side of
the MCP is applied to the farther end of this tube. The purpose of this second tube is also
to ensure a constant field for the electron cloud exiting the MCP stack. The voltage to this
tube is optimised by looking at the detector image and comparing the size of the hole to
its physical size. Too high voltage at the tube will attract the electron cloud towards the
tube making the hole look larger and too low voltage will make the hole look smaller than
its physical size. The projectile beam is dumped at the end of this tube onto a tiny ball
made of a string of beryllium-copper alloy and dipped in graphite. This ball is electrically
connected to the end of the tube and the graphite layer absorbs the projectile electrons.
Therefore, the ball serves the purpose of a Faraday cup. In the absence of this ball, the
projectile beam with an energy ∼ 4kV, after passing through the MCP stack and the tube
falls on the base plate of the hexanode, creating a bunch of ions. Part of them fly back to
the ion detector and create huge signals at the lower ion time-of-flight region, somewhere
close to the position where protons are supposed to arrive. Therefore, the presence of the
ball acts as an effective electron dump and prevents the creation of such ions.

The MCP stack of the electron detector placed in between the tubes, is arranged in a
Z stack configuration 3.5b. This allows us to have an amplification of upto 108. Besides
that, to a greater extent, it suppresses the number of positive feedback ions created within
the channels from the background ionization or desorption from the channel walls. This
is particularly a problem for the electron detector since the ions created would fly directly
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towards the ion detector and creates background signals.

3.2 Electron gun
The projectile beam which is a pulsed beam of electrons is generated using an electron

gun. The electrons are emitted from a tantalum photocathode, which is of a diameter 0.84
mm with a work function of 4.22 eV when a pulsed UV laser of wavelength 266 nm
(photon energy = 4.66 eV) is focused on it. The pulse duration and repetition rate of the
electron gun correspond to that of the UV laser which amounts to 0.5 ns and 40 kHz,
respectively. Figure 3.11 shows the schematic of the electron gun assembly.

Figure 3.11: Schematic of the electron gun.

The photocathode is enclosed within a Wehnelt cylinder which is applied with a
slightly negative voltage than the photocathode. Wehnelt cylinder together with lens 1
enables the beam to be collimated along the spectrometer axis. It is further focused on the
target interaction region using the electrostatic lens arrangement lens 2, lens 3 and lens
4 which forms an ’Einzel lens’. Additionally, an aperture plate can be used to adjust the
beam size and focus. The axial magnetic field confines and guides the projectile electron
beam along the spectrometer axis. The projectile electron beam is further dumped into
the hole on the electron MCP. The electron detector assembly can be moved slightly along
the xy-plane in order to ensure proper dumping of the projectile beam into to MCP hole.

The electron gun has a diameter of 8 mm and length of 60 mm and it is mounted within
the ion drift region. Since the distance between the electron gun and the interaction region
is only approximately 6 cm, the temporal width enhancement of the electron bunches
due to the space charge effects is negligible. The number of electrons per bunch can be
adjusted by adjusting the laser beam intensity using a motorised rotating polarizer. The
optical setup for the laser beam is mounted outside of the chamber.

The energy of the projectile beam is given by the voltage difference between the pho-
tocathode and the interaction region.

Ekin[eV ] = (Vint − Vbias) (3.2)

In our experiment, the projectile energy can be adjusted in the range from ∼0 eV to 3 keV
which is the maximum voltage the power supply can provide.

38



3.3. Target preparation

3.3 Target preparation
The targets used for the measurements are prepared using three different setups.

The volatile biomolecules are prepared using the supersonic gas jet. 1-Methyl-5-
Nitroimidazole (1Me5NIZ) target is prepared using a setup using a syringe which is
introduced horizontally towards the interaction region. This setup can be replaced by an
oven setup to produce the lithium atomic beam.

3.3.1 Supersonic gas jet
The momentum gain of the ions after an ionizing collision is typically in the range of

1 au. To resolve such low momenta, the initial state momentum spread of the target must
be smaller than that. The average momentum spread of gases at room temperature 300 K
is much larger than the required resolution. For example, He at room temperature (300
K) has an average momentum of 4.7 a.u. It has to be cooled down to ∼ 10 K such that
the transferred momentum is resolvable. An ideal gas can be cooled down efficiently by
adiabatic expansion. In our experiment, we use supersonic gas jets which work on the
principle of adiabatic expansion to obtain target temperatures in the kelvin range.

Figure 3.12: Schematic of supersonic gas jet system.

The target gas in a gas reservoir at room temperature with a stagnation pressure p0 is
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adiabatically expanded through a nozzle of diameter 30 µm into a differentially pumped
vacuum chamber with two turbo-molecular pumps of pumping speed 700 l/s up to a pres-
sure of p1 ∼ 10−3 mbar. This chamber has the highest gas load and is separated from
the other parts of the entire vacuum chamber by connecting to a separate pre-vacuum
scroll pump/ oil pump. Due to the pressure gradient, the particles accelerate along the
jet direction after the nozzle and reach a velocity greater than the local speed of sound,
therefore, the name ’supersonic’ jet. The volume after the nozzle where such a supersonic
gas flow happens is called zone of silence. If a skimmer is placed within this zone of
silence, a beam of gas at supersonic velocities can be prepared along the jet direction.
Therefore, such a supersonic expansion into a low-pressure vacuum chamber allows for
the effective conversion of the undirected thermal energy of the gas in a reservoir to a
directed kinetic energy. In our experiment, we use a skimmer of diameter 200 µm placed
approximately 5 mm away from the nozzle, which effectively removes the particles with
high transverse momentum and forms a beam into a second differential pumping stage
with a background pressure, p2 of about ∼ 10−6 mbar. Another skimmer of diameter
400 µm is placed after the first skimmer to further remove the particles with high trans-
verse momentum and prepare a highly collimated beam. An additional third differential
pumping stage with background pressure, p3 ∼ 10−8 mbar separates the main chamber
from the jet system. Both the second and third differential pumping stages are pumped
out using turbo-molecular pumps with pumping speeds of 300 l/s each. An illustration of
the jet system is shown in figure 3.12. The cold gas jet thus formed is directed vertically
and passes through the main chamber where it crosses with the projectile beam. The jet
is estimated to have a diameter of ∼2 mm at the interaction region. Only a very small
fraction of the beam interacts with the projectile beam and the rest of the gas within the
jet is dumped to another two differential pumping stages which act as the beam dump.
Hence, the main chamber vacuum is unaffected by the flow of the jet.

The advantage of using the supersonic gas jets to obtain cold atomic/molecular gas
targets instead of other methods like the magneto-optical trap is its flexibility to use any
type of gas species. Even liquid targets with sufficient vapour pressure can be used along
with a carrier gas, usually helium. Detailed descriptions of the supersonic gas jets can be
found elsewhere [128, 136, 137].

Clustering

Due to the low temperatures attainable using the supersonic gas jets, often conden-
sation of the target happens at the nozzle which facilitates the formation of clusters of
different sizes. A simple explanation of the clustering process can be given using conden-
sation theory as shown in the phase diagram (figure 3.13). The gas stored in the reservoir
with a stagnation pressure, p0, at room temperature is represented by point A. The su-
personic expansion of the gas in ReMi at the nozzle follows the isentrope AB. Beyond
point B, if the equilibrium temperature is maintained, it follows the path pv(T ). However,
for an adiabatic expansion like in the ReMi, the gas continues to expand following the
’dry’ isentrope BC into a supersaturated state. Beyond point C, the supersaturated state
breaks down allowing cluster formation and returns to the equilibrium line, pv(T ) via the
condensation path, p(T ). The increase in the temperature beyond point C is due to the
heat of the formation of the clusters [71].

To study liquid targets in the ReMi using supersonic gas jets, it has to be vaporized
and mixed with a carrier gas, usually helium. They are stored in a reservoir connected
to the gas line, which can be separated by using valves between the reservoir and the
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Figure 3.13: p− T phase diagram explaining the condensation theory [71].

gas line. Volatile targets with at least 100 mbar pressure can be directly mixed with
the carrier gas, whereas non-volatile liquid targets have to be heated to produce enough
vapour pressure for cluster formation. Care should be taken to prevent over-condensation
and crystallization at the nozzle, which can lead to blockage. Therefore, the entire gas
line, gas reservoir and nozzle have to be kept at a higher temperature than the liquid
reservoir. For the measurement of thiophene, which has a vapour pressure of 106 mbar at
room temperature, heating was not required. However, for the experiment with pyridine
and water, both reservoirs had to be heated. Pyridine was heated up to 62◦C to produce
a vapour pressure of ∼ 170 mbar and water was heated to 52◦C to produce a vapour
pressure of ∼ 140 mbar. During this experiment, the nozzle was kept at 87◦C and the
tube (gas reservoir, see fig: 3.12) was kept at 79◦C.

3.3.2 Syringe needle setup

Due to particularly low vapor pressure ∼ 0.003 mbar at 20◦C, it was not possible to
produce 1-Methyl-5-Nitroimidazole (1Me5NIZ) target using the supersonic gas jet. We
employed a syringe setup for the ionization. The 1Me5NIZ target vapour is introduced
to the interaction region using a syringe which is fixed on an xyz manipulator. Industrial
1Me5NIZ sample in powdered form is filled inside the syringe and the whole syringe
setup is moved towards the centre of the spectrometer along the x direction in the lab
frame, such that the tip of the needle of the syringe is close to the interaction region
but not hitting the electron beam. To obtain sufficient target density, the sample was
slightly heated using two small resistors of 50 Ω, which were connected in series and
fixed on the body of the syringe. For the current experiment, the target is heated up
to 56◦C. Figure 3.14 shows the schematic of the syringe setup and how it is assembled
to the ReMi. A stainless steel rod connected to the xyz manipulator is pushed into the
hollow cylinder of the syringe within which the sample can be filled. Slowly evaporating
vapours come out of the needle and are crossed with the electron beam. Similar to the
measurement of other heavy molecules, we employ pulsed electric fields (22.6 V/cm)
for the extraction of the ions. Since the sample is at room temperature or even heated,
the ion momentum resolution is inadequate to deduce the initial momenta of the ionic
fragments. Unlike the supersonic gas jet which has a large velocity along the y direction,
the 1Me5NIZ vapours have average velocity corresponding to the room temperature or
slightly above. The large velocity of the jet causes the low momentum ions to pass the
electron gun and to hit on the detector below to shift slightly downwards from the centre.
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Figure 3.14: Schematic of the syringe setup. (a) Syringe with needle and stainless steel rod.
The sample is filled inside the syringe cylinder and the syringe setup is connected to the xyz
manipulator via the M4 thread on the stainless steel rod. Thus, the position of the tip of the needle
can be adjusted, such that it is close to the focus of the electron beam but not hitting the beam. (b)
Schematic showing the syringe setup assembled with the spectrometer.

However, similar low momentum ions from 1Me5NIZ (e.g, parent ion, 1Me5NIZ+) hit
the electron gun which is installed along the spectrometer axis within the drift region.
To prevent this, a pulsed voltage higher than the voltage of the spectrometer ring at the
interaction region was applied to the syringe needle. This enables some fraction of the
parent ion and other fragments of low initial momenta to be pushed out of the interaction
region and detected at a position along the positive x-axis of the ion detector. Therefore,
the initial momentum information of the ionic fragments is completely lost due to the
inhomogeneous electric field and the time-of-flight information of the ions is used only
to select the events corresponding to the reaction channel of interest. For the current
experiment, a helium supersonic gas jet was also used for the calibration of the data. It
crosses both the electron beam and the vapours from the syringe setup.

3.3.3 Lithium atomic beam target
The lithium atomic beam is prepared by an effusive atomic oven which emits hot

lithium vapour to the interaction region in a crossed beam configuration with both the
projectile and the supersonic gas jet. The oven used in this experiment is made of stainless
steel and is heated using heating wires made of Inconel, wound around it which can be
heated up to a temperature of 1000oC. Figure 3.15 shows a simple schematic of the oven
and a cryogenic cold head assembly. The red hot oven is mounted inside a water-cooled
copper housing which is connected to the chamber walls. This prevents the entire vacuum
chamber from heating up due to the extremely high temperature of the oven. To keep the
heat conduction from the oven as low as possible, the oven is mounted to the housing using
screws as shown in figure 3.15, thereby reducing the contact surface area. Additionally,
heat shields are inserted between the oven and the water-cooled copper housing to reflect
the heat transferred by radiation back to the oven. Lithium vapours come out through a
nozzle of diameter 1.5 mm. They are emitted outside of the oven in a cone. A copper
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aperture, A1 at a distance of 2.5 cm facilitates the initial collimation of the beam. It is
collimated further by a second copper aperture A2. This is connected to a copper assembly
as shown in the figure to a cryogenic cold head that can be cooled down to a temperature of
105 K. The passage of the lithium beam into the spectrometer and to the interaction region
is made possible using a hole of 1 cm on the spectrometer ring (figure 3.15). Hot lithium
vapours exiting out of the spectrometer through a bigger hole of 2.5 cm are trapped on the
cold copper rod fixed to a cryogenic cold head. This prevents the ReMi and the chamber
walls from getting contaminated by the lithium vapours. The entire cold head and the
copper rod assembly are mounted on a manipulator which enables slight adjustments.

Figure 3.15: Schematic of the oven assembly.

Estimation of the target density

The target density at the interaction region can be estimated by knowing the geometry
of the oven assembly. The vapour pressure of alkali metals is given by the formula,

log(pv) = A+BT−1 + Clog(T ) +DT × 10−3 (3.3)

where pv is atm and T in K.
For lithium A = 8.409, B = −8320, C = −1.0255 and D = 0 [138]. At 973K,

(700◦C) vapour pressure of lithium is 0.630279 mbar.
Using the ideal gas law for a Maxwell-Boltzmann distributed atomic vapour, the number
density of atoms (n0) follows as

n0 =
pv
kBT

= 4.69177× 1021 atoms/m3 (3.4)

The total flux of atoms per second per unit area evaporated from a sample of lithium inside
the oven is given by,

Φ =
1

4
n0v (3.5)

where the average thermal velocity v =
√

8kBT
(πm)

is 1710.23 m/s at T = 973 K. The
number of atoms per second leaving the oven through an opening with an aperture of
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Figure 3.16: Vapour pressure of lithium calculated with equation (3.3)

radius r = 0.75 mm and area of As = πr2 =1.767 mm2 is,

Ṅ = ΦAs =
1

4
n0vAs (3.6)

The type of flow depends on the mean free path of the atoms given by,

λA =
1√

2σcn0

(3.7)

For a temperature of 973 K and collisional cross-section σc for lithium given by, σc =
7.6× 10−16 cm2 [139], λA can be estimated to be 1.98 mm. For 2r ∼ λA free molecular
is flow satisfied [140]. Therefore, equation (3.6) can be modified as,

Ṅ = ΦAs =
1

4
n0vAsW (3.8)

where W = 1/K, K is called the Knudsen parameter [140]. For a cylindrical channel of
length L and inner radius r, W is given as [140],

W =
8r

3L
(1 +

8r

3L
)−1 (3.9)

For L ≫ r,

W =
8r

3L
=

4

3
β (3.10)

where β = 2r
L

. In our oven with r = 0.75 mm and L = 1.95 cm (length of the nozzle),
Ṅ = 3.643× 1017atoms/sec.
The number of atoms per second going out of the oven within a solid angle of dΩ and
opening angle of ϑ is given by [140],

dṄ0 = W

(
dΩ

4π

)
n0vAscosϑ (3.11)
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To estimate the total number of atoms emitted in the direction of the interaction re-
gion, the above equation has to be integrated to an angle θ subtended by the collimation
apertures

Ṅ0 =

∫ ϑ=θ

0

AsdΦ0 =
1

4
n0vAsWsin2θ (3.12)

From the known dimensions of the oven assembly, θ can be estimated as 3.47◦. Therefore,
the total number of atoms emitted into the angle θ = 3.470 is 1.33× 1015 atoms/sec.

The diameter of the beam at the interaction region can be calculated as [140],

2d = wc + (wc + ws)

(
lsd
lsc

− 1

)
(3.13)

where 2d is the diameter of the beam at the interaction region, wc is the width of the
collimator, ws is the width of the source slit, lsd is the distance from the source to the
interaction region, lsc is the distance from the source to the collimator. The width of the
beam at the interaction region is estimated to be 8.36 mm. Therefore, the target density at
the interaction region can be estimated to ∼ 1.417× 1010 atoms/cm3.

3.4 Data acquisition
In the present work, two or more particles emerging from the reaction are detected

in coincidence. Each event is referenced with respect to the time of emission of the UV
laser pulse which creates the electron bunch for the ionization. An electronic pulse is
derived from the laser at the time of emission of the laser pulse. This laser trigger pulse
and the signals from the detectors constitute the data set for an event. The data acquisition
system consists of electronics for time-to-digital conversion of the signals and the VME
bus system which controls the data flow. Additionally, logic gates are implemented to
facilitate the selection of events corresponding to the coincidence hits.

Altogether we need to process 15 time signals: a laser pulse time signal and 14 time
signals from both detectors, (one ion MCP signal, 6 ion delay line signals, one electron
MCP signal, and 6 electron delay line signals). These signals are converted to NIM sig-
nals using the ORTEC MODEL 935 constant fraction discriminator (CFD) and sent to the
time-to-digital converters (TDC). A CFD converts the analog time signals from the detec-
tor which are typically Gaussian signals to NIM signals when the input pulse has risen to
20% of its pulse amplitude if properly adjusted. The details about the working principle
of the CFDs can be found in the literature [141]. We use a 16-channel Caen V1290 N
multihit-TDC which has a time resolution of 100 ps and can record multiple hits with a
dead time of 5 ns [142]. The TDCs are controlled by the VME bus system. Although
the maximum measurement range for the TDCs is 52 µs, the present range is limited by
the repetition rate of the laser which allows a range of 25 µs. The stored data represent
absolute time measurements (where time 0 refers to the latest reset of the TDCs). All the
’true’ times with respect to the laser pulse are obtained by subtracting the time of the TDC
signals with the TDC signal corresponding to the laser pulse. The TDCs work in trigger
matching mode, which means that the times of the signals stored in the TDC buffer are
read out to a common read-out FIFO when a trigger signal is detected (figure 3.17). A
trigger signal could be any signal, for example, a NIM pulse corresponding to an ion MCP
hit.

For the measurements that are discussed in the thesis, mainly two types of coincidence
triggers are used, namely electron-ion coincidence trigger and electron-2ion coincidence
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Figure 3.17: Timing diagram describing the trigger matching mode. Image adapted from [142]

trigger. That means we do not record every event registered by the detectors. We record
only events where the particles of interest for the study are detected in coincidence. This
is done by implementing hardware electronic gates which inhibit CFDs from producing
the outputs in the time window where we do not expect real hits. The following sections
describe the implementation of these coincidence trigger signals using logic gates and
delay generators.

Electron - Ion coincidence trigger

This trigger signal is used to start the data acquisition when an electron is detected in
coincidence with an ion. Initially, a time window (340 ns) is generated using the laser
pulse signal (A) as the input to a gate-and-delay generator, within which the electrons
that are from the collisions are expected to arrive (Electron gate B). An AND gate is
applied between this gate window and the electron MCP signal such that if an electron is
detected within this gate B, another time window is generated where ions are supposed
to be detected (Ion gate D). This is again applied to another AND gate along with the ion
MCP signal (E). If an ion is detected within this second time window (gate D) a NIM pulse
is generated which indicates an electron-ion coincidence. The output of this AND gate
(Ion hit E AND Ion gate D) is applied to the VME trigger input and the data acquisition
is triggered to be read out. Therefore, an event is read out when an electron is detected
in coincidence with the ion. Figure 3.18 shows the timing diagram which illustrates the
electron-ion trigger.

Figure 3.18: Timing diagram for the electron-ion coincidence trigger signal. The final trigger for
the data acquisition is the ion signal in coincidence with an electron signal.

The first time window for the electrons includes the region where both the scattered
and ejected electrons are supposed to be detected. Therefore some events that are read
out contain more than one electron, but only one ion. This trigger is used for (e,2e+ion)
measurements.
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Electron - Ion - Ion coincidence trigger

This trigger is used for measurements in which two ions need to be detected in co-
incidence with the electrons. Here in addition to the above-mentioned electron-ion co-
incidence trigger output another AND gate is also used (figure 3.19). One of the input
signals to the additional AND gate is a delayed laser pulse (delayed laser trigger G). The
laser pulse is delayed by the maximum time window within which the second ion is sup-
posed to be detected. Here we delay it by 25 µs which the almost the maximum possible
measurement time.

The second input of the AND gate is derived from the output of the electron-ion
coincidence trigger, which is the ion MCP signal in coincidence with an electron MCP
signal (electron-ion coincidence gate). A time window is generated from this signal which
is slightly smaller than the delayed laser pulse and used as the second input of the AND
gate (Ion-Ion gate H). Therefore, a trigger output is generated at ∼ 25 µs, ie. the time of
the delayed laser pulse when a first ion signal is detected. The subsequent ion signals if
any (ion hit 2, ion hit 3, etc), will be stored in the buffer until the trigger signal is sent at
∼ 25 µs. At the time of the delayed laser pulse, all the successive ion hits from the first
ion hit stored during the ion time window (H) are read out from TDC buffer. This allows

(a)

(b)

Figure 3.19: (a) Same as 3.18 but for electron-ion-ion coincidence measurement. The trigger
signal is the delayed laser pulse when an ion and electron are detected in coincidence. Since the
data acquisition operates in trigger matching mode 3.17 all the ion and electron hits after the first
electron-ion coincidence hit are read out. (b) Block diagram for the electron-ion-ion coincidence
trigger.

us to perform electron-ion-ion coincidence measurements.
In our experiment, the VME (front-end pc) forms a private network with the exper-

imental PC. When the VME bus system is triggered by any of the triggers mentioned
above, the data from the TDC buffer is sent to a experimental PC equipped with a raid
system via an MBS stream server. The MBS stream server is a software that controls the
data acquisition and writes the data into a list mode file. The online monitoring of the data
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is enabled using the go4 user interface. The MBS stream server directly streams the data
to the go4 analysis software.
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Data analysis

The raw data stored in the experimental computer consists of a total fourteen time signals
from both detectors and the laser pulse time signal. In order to extract the physics from
this data, we need to convert these time signals into the momentum of each reaction frag-
ment. This chapter describes in detail, how these data are reconstructed into the momenta
and how the cross-sections are extracted. By reconstructing the momenta of all the reac-
tion fragments, the complete kinematics of the collision can be obtained. Furthermore,
the calibration procedure for the experimental data and the resolution and acceptance of
both detectors are discussed in detail.

4.1 Data readout and analysis
Conventional electron spectroscopy methods involve scanning the position of an elec-

trostatic electron spectrometer to various angles and particle energies to measure count
rates, and then calculating the triple differential cross-sections (TDCS) proportional to
the count rates. In contrast, the ReMi does not directly measure the particle energies and
scattering angles. Instead, ReMi involves projecting particles onto detectors to reconstruct
the momentum of the fragments. The processing of the data is done by an analysis pro-
gram. The requirements of the analysis program are many. First of all, it should facilitate
easy integration of the data acquisition system such that, online monitoring of the time
and position of the hit is possible. The calculation of the momenta of the particles and the
selection of coincidences must be automatically done.

Our analysis code is mainly based on the two frameworks. The ROOT framework,
developed by CERN, and the go4 Analysis framework developed by GSI. ROOT frame-
work is a set of C++ libraries that can be used for big data visualization, manipulation,
and analysis. Go4 inherits the classes of the ROOT and provides a graphical user interface
(GUI) for online monitoring and offline analysis. It allows multi-step processing of the
experimental data. For the analysis of the experimental data obtained from the reaction
microscopes, a complete analysis code, ‘GENERiC‘, is developed which can be used to
analyse the data from a multitude of experiments [136].

A basic outline of the analysis is shown in figure 4.1. The complete analysis is divided
into three steps, namely Unpack, Calc, and FDCS. The processing of the raw data to the
time and position signals is done in the Unpack step. Additionally, filtering of signals
which corresponds to real hits, reconstruction of missing MCP and delay-line signals,
and selection of events with valid coincidences are also done in this step. The input
of the step can be the data directly from the MBS stream server or the saved list mode
files. The output of the step is the time and position signals corresponding to the valid
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coincidences. They can be either directly send to the next step or can be saved as root
files. The latter is particularly useful if a huge number of data files has to be processed.
In the Calc step that comes next, we do the calculation of the momenta and energies of
the particles. The input to this step is the output events directly from the Unpack step,
which satisfy the required coincidence condition, or the root files saved after the Unpack
step. The processing of data up to this point is identical for all the measurements with
the reaction microscope. Therefore, the GENERiC code can be used as a starting step
for most of these measurements. Experiment-specific calculations like energies of the
particles, double differential cross-sections, etc. are also calculated in this step. The
output of the Calc step goes to the third step: FDCS as input or can be saved as root files
similar to the Unpack output. Here, as the name suggests, fully differential cross-sections
are calculated for different ejected electron energies and scattering angles. Additionally,
molecular alignments can also be determined in this step. The FDCS step takes output
events from the Calc step or the save root files after the Calc step as input and the output
of this step is the final result of the analysis. The analysis could also be expanded further
into more steps according to the necessity.

Figure 4.1: Diagram showing the analysis steps, input, and outputs of each step.

Another advantage of using Go4 is the parameter classes. One can define parameter
classes in each step, whose objects can be used as variables that can be used for cali-
bration of the experimental data. Another important feature is the possibility of defining
conditions in the histograms. For example, a condition in the time-of-flight window al-
lows the selection of time-of-flight regions interactively within the GUI, such that only
events which satisfy the set time-of-flight window is considered are valid events. A de-
tailed explanation for each step is given in the following sections. Additionally, there is a
possibility to save either all the TDC events or the outputs of each step to an ASCII file.

4.2 Unpack step: Time and position information
The first part of the analysis code is processing the time signals from the TDCs. This

includes identifying the ’good’ or ’bad’ signal, reconstructing the missing signals, and
calculating the real time and position of the particle hit. All the signals from the TDCs
represent the absolute time signals referred to the latest reset of the TDC buffer. The first
step of the analysis is to subtract each TDC signal corresponding to the detector time
signals from the TDC signal corresponding to the laser pulse time signal. Therefore, we
get signals that are referred to the laser pulse time. The time-of-flight of the particles are
obtained by subtracting the TDC time signals corresponding to the MCPs from the TDC
signal corresponding to the laser pulse. The time-of-flight thus obtained does not corre-
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spond to the true time-of-flight of the particle it also includes the time that the laser pulse
takes to hit the photocathode and the time that the projectile electrons take to travel from
the photocathode to the interaction region. This extra time which is in the nanosecond
range is not important for the ions whose time-of-flight are typically in the microsecond
range, but for electrons, it is crucial to precisely calculate this value. This time, which
specifies the time of birth of particles relative to the laser trigger, is identified in the sec-
ond part of the analysis.

4.2.1 Identification and reconstruction of signals
Each real MCP hit on a detector should have corresponding signals from the hexanode

of the same detector. A ‘good’ or ‘bad’ signal can be identified by looking at the so-called
‘time-sum’ of a hit which is given by,

tsum = t1 + t2 − 2tmcp (4.1)

where t1, and t2 are time signals from the two ends of a delay line and tmcp is the MCP
signal. (t1 − tmcp) + (t2 − tmcp) gives the time taken for a signal to travel across a delay
line and it will be constant for all signals irrespective of the hit position on the detector.
Therefore, selecting events having the same tsum can serve as a way to filter out ‘good’
signals from the ‘bad’ signals. Besides that, one can calculate any missing signals, if the
other two in the equation 4.1 are available. A detailed description of the origin of the loss
of signals and the reconstruction routines are described in the previous theses ([136],[44]).

4.2.2 Position calculation
In order to reconstruct the position coordinate on the detector, an event should have

signals from at least two delay lines. For delay line anode, the position can be recon-
structed using the equations 3.1. With a hexanode, one can calculate the position from
any three pairs of wires (u, v),(u,w), and (v, w).

xuv = u

yuv =
1√
3
(u− 2v)

xuw = u

yuw = − 1√
3
(u+ 2w)

xvw = (v − w)

yvw = − 1√
3
(v + w)

(4.2)

u, v, and w are coordinates of the hit on three different layers. They are calculated from
the equation 3.1.

Position calculation from the equations 4.2 assumes that the centre of the three layers
is the same and the time sum for the three layers is the same. In reality, these vary due
to the imperfect alignment of the three layers or the different resistance of the wires. In
order to compensate for these differences, four parameters are introduced in the position
calculation ScaleU , ScaleV , ScaleW , and ShiftW . The first three take care of the
difference in the time sum and the last one takes care of the shift from the origin according
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to the following equation.

u = ScaleU(tu1 − tu2)

v = ScaleV (tv1 − tv2)

w = ScaleW (tw1 − tw2)− ShiftW

(4.3)

The optimum values for the scale factors and shift parameter are obtained using an iter-
ative routine implemented within Go4 and is documented in [143]. For each event, the
routine iteratively goes through a set of scale factors for v and w keeping ScaleU as 1,
thereby scaling the layers v and w to u. It generates an optimum value for the scale fac-
tors such that the best overlap between the layers is obtained. ScaleV and ScaleW are
plotted on a 2D histogram as shown in the figure 4.2 and the mean value of the histogram
gives the optimum scale factors. The parameter ShiftW has to be obtained by manual

Figure 4.2: Histogram showing the optimized scale factors for v and w delay line calculated using
the Resort routine[143]. The maximum of the histogram gives the optimum value for the scale
factors ScaleV and ScaleW .

iteration. Thus, the iteration process is simplified reducing a lot of manual work and time.
The final reconstructed position images for ions and electrons are shown in figure 4.3. The
central region on the position image shows the presence of the hole on the MCP stack of
the electron detector (figure 4.3a). The elongated region on the ion position image is due
to the presence of the electron gun and the corresponding mounting rods (figure 4.3b).
The ions emitted towards the electron gun assembly are scattered on it and lost, casting a
shadow on the ion detector image.

The shape of the trajectory of the particle depends on its mass. Since the particle
is moving in a magnetic field, it undergoes cyclotron motion with a cyclotron period Tc

given by,

Tc =
2πm

Bq
(4.4)

For ions, whose mass is higher compared to electrons, the cyclotron period is in the range
of hundreds of microseconds, while their times-of-flight are typically less than 25 mi-
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(a) Electron detector image (b) Ion detector image

Figure 4.3: Position distribution of ions and electrons

croseconds for the electric field used in this work. Therefore, their trajectory follows a
half parabola as shown in the figure 3.1. However, for electrons that take part in the col-
lision, whose cyclotron frequency is around a few tens of nanoseconds, follow a helical
trajectory (figure 3.1), due to their non-zero transversal momentum. They come back to
the spectrometer axis after each cyclotron revolution. Such a helical motion produces a
so-called ’wiggle’ structure in the radius vs time-of-flight plot as shown in the figure 4.4.

If the time-of-flight corresponding to the momentum of the particle is equal to the
integer multiple of the cyclotron period, they fall into the hole, and therefore, we get a
node at this time-of-flight. Identification of the node position helps to calibrate the mag-
netic field and time-of-birth of electrons. Such a calibration procedure will be explained
in detail in the next section. It should be noted that the unscattered projectiles and ejected
electrons with zero energy ideally do not deviate transversely and falls to the hole.

Ions with near zero momentum, who follow a parabolic trajectory make a blob on the
position image. The position of the blob depends on the velocity of the molecule in the
jet and also on the mass of the ion. Fragments with heavier mass hit farther away from
the centre of the detector. The velocity of the molecule in the jet can be calculated if the
y position and the time-of-flight of the fragments from the same molecule are known,

vjet = −yfrag1 − yfrag2
tfrag1 − tfrag2

(4.5)

Derivation of the above-mentioned formula is available in a previous thesis [136]. The
figure 4.5 below shows the y position versus time-of-flight of different fragments of thio-
phene.

If the time-of-flight and position information is available for a particle, it is identified
as a valid hit. Each event that contains hits that satisfy the coincidence condition is con-
sidered a valid event and sent to the next step of the analysis. Coincidence conditions
can be defined depending on the type of reaction channel that we are interested in. For
example, for single ionization of helium, two electrons that are coincidentally detected
with a helium ion constitute a valid event. Thus we detect all the particles correspond-
ing to a collision channel and therefore, the complete kinematic information is obtained.
For double ionization and the Coulomb explosion of the dimer, we detect two ions and
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Figure 4.4: Radial distribution of the electrons as a function of its time-of-flight.

one electron. Events that contain two ions in the expected time-of-flight of the Coulomb
explosion fragments and an electron hit are considered valid and sent to the next step.

4.3 Calc step: Momentum calculation
In this step, the momentum of the particles corresponding to each valid event from

the Unpack step is calculated. Since the magnetic field and the electric field is aligned
along the spectrometer axis, the total momentum can be separated into longitudinal and
transversal components and can be calculated independently.

|p| =
√
pz + p⊥ (4.6)

Longitudinal momentum, which is a function of the time-of-flight of the particle, is de-
pendent on the electric field, the dimensions of the spectrometer, and the charge and mass
of the particle. Whereas the transversal momentum, which is a function of (x, y) coordi-
nates of the hit position on the detector is dependent on the magnetic field and not on the
electric field. It is convenient to represent the momenta in the cylindrical coordinates due
to the cylindrical symmetry of the spectrometer. The figure 4.6 shows the momentum of
the particle in cylindrical coordinates and the momentum components along the longitu-
dinal (z axis) and the transversal direction. A routine for the momentum reconstruction
of all the particles is implemented in the previous work [136].

4.3.1 Longitudinal momentum

The motion of the charged particle along the spectrometer axis (z-axis) is determined
by the electric field applied. The time-of-flight of the particle with mass m, charge q and
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Figure 4.5: Y position of different fragment ions from thiophene as a function of the time-of-flight.
Fragments with higher mass hit farther away from the centre of the detector.

initial momentum pz along the z-axis accelerated by a uniform field U
la

is given by,

t(pz) = m.

(
2la√

p2z + 2mqU ± pz
+

ld√
p2z + 2mqU

)
(4.7)

where la is th acceleration length and ld is the drift length. Equation (4.7) can be deter-
mined by Newton’s equations of motion for charged particles in a uniform electric field
([144]). The equation can be split into two parts, the first part describes the motion of a
particle with initial momentum pz in an electric field U

la
. The second part describes the

drift motion of the particle through a region of length ld. The longitudinal momentum pz
can be calculated from the equation 4.7 numerically since no analytical expression exists
for pz. pz for each particle corresponding to an event is calculated using the Newton-
Raphson method by finding the root of the equation f(pz) = t(pz)− t, where t(pz) is the
right-hand side of the equation 4.7 and t is the measured time-of-flight of the particle of
concern. The implementation of the method on the analysis program is given in the the-
sis [136]. pz is varied from a given value until f(pz) is less than a minimum allowed error
for pz. The sign ± refers to the acceleration direction, ie. along the ’+z’ or ’−z’ direction
along the spectrometer axis. In our experimental setup, we refer to the direction towards
the electron detector as the ’+z’ direction. This method is applicable for the calculation
of the momenta of both the electrons and ions.

4.3.2 Transversal momentum

The motion of the particle perpendicular to the direction of the spectrometer axis is
governed by the magnetic field, B which makes the particle undergo cyclotron motion.

55



Chapter 4. Data analysis

Figure 4.6: Momentum vector p⃗ and its components in the cylindrical coordinates

The cyclotron frequency, ωc can be determined from the equation (4.4).

ωc =
|q|B
m

(4.8)

Tc, the cyclotron period, and therefore, ωc can be determined from the ’wiggle’ struc-
ture in the radius vs time-of-flight plot as the distance between the two adjacent nodes
corresponds to Tc. The transversal momentum p⊥ =

√
p2x + p2y: can be is related to the

cyclotron radius as,

p⊥ =
2πmRc

Tc

(4.9)

Rc is determined from the geometrical considerations from the figure 4.7 as,

Figure 4.7: Electron’s cyclotron motion projected on the detector plane.

Rc =
r

2 |sin(α/2)|
=

r

2 |sin(ωct/2)| (4.10)

where α = ωct which is the total angle that the particle passed and can be related to the
measured time-of-flight. Therefore, using equation (4.9), the transversal momentum is
described as,

p⊥ =
πmr

Tc |sin(ωct/2)|
=

ωcmr

2 |sin(ωct/2)| (4.11)

Individual components px and py are further calculated from the azimuthal angle, ϕ. It is
also determined from the geometrical consideration from the figure 4.7.

ϕ = ϑ± ωct mod 2π

2
(4.12)
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Here ωct mod 2π gives the number of rotations the electron takes until it reaches the
detector. The second term is positive for the electrons which move clockwise since the
magnetic field is parallel to the electric field direction and negative for ions which move
anti-clockwise direction in the fields. For heavier ions, transversal momentum can be
determined by applying l’Hôpital’s rule,

lim
ωc→0

p⊥ =
mr

t
(4.13)

Kinetic energy release

Ions that originate from a dissociation channel or Coulomb explosion channel gain
momentum while dissociating through a repulsive potential energy curve or by Coulomb
explosion between the two charge centres respectively.

AB + e− → A+ +B + 2e− Dissociation
AB + e− → A+ +B+ + 3e− Coulomb explosion

(4.14)

In such cases the total momenta of the ion contains two contributions, one from the recoil
after the emission of ionized electrons and the second from the dissociation or Coulomb
explosion.

p⃗ion = p⃗recoil + p⃗diss Dissociation
p⃗ion = p⃗recoil + p⃗Coulomb Coulomb explosion

(4.15)

If p⃗diss, p⃗Coulomb ≫ p⃗recoil, p⃗recoil can be neglected. Usually for Coulomb explosion chan-
nels, this is the case.

For a dissociation channel, if p⃗recoil is comparable to p⃗diss, momentum of ion is given
by,

p⃗ion = p⃗diss +
mA+

mAB

(q⃗ − p⃗e2) (4.16)

where (q⃗ − p⃗e2) is the fraction of momentum transfer to the ionic system. Therefore, the
kinetic energy of the ion becomes,

KEion =
p⃗2ion
2mion

(4.17)

The total kinetic energy release (KER) from the collision can be calculated as,

KER =
p⃗2ion
2

{mA+ +mB+

mA+ ·mB+

} (4.18)

4.4 FDCS step: FDCS calculation
In the final part of the analysis, fully differential cross-sections (FDCS) are obtained.

For (e,2e) analysis, FDCS is expressed as a function of three variables and is called triple
differential cross-section (3DCS). In the present work, 3DCS is expressed as,

d3σ

dΩe1dΩe1dE2

(4.19)

which is presented as normalized counts in a small interval of solid angles dΩe1,2 =
sin θ1,2dθ1,2dϕ1,2 and a small energy interval of dE2: Ωe1,2 are the solid angles of the
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Figure 4.8: Schematic of the collision geometry for the (e,2e) experiments. Angular distributions
of electrons in the scattering, perpendicular, and all perpendicular planes are studied. θ1 indicates
the scattering angle. For more details refer to the text.

outgoing electrons and E2 is the energy of the ejected electron. To specify the solid
angles dΩe1,2 corresponding to each event, we have to define a scattering geometry. For
each event, one can define three planes scattering plane, perpendicular plane and normal
plane or all perpendicular plane as shown in the figure 4.8. The plane in which the
incoming and scattered projectile momentum vector lies is called the scattering plane.
Another vector q⃗, which is the momentum transferred from the incoming projectile to the
system can be defined as q⃗ = p⃗0 − p⃗1 and it lies in the scattering plane. The plane which
is perpendicular to the scattering plane and containing the p⃗0 is the perpendicular plane.
The plane perpendicular to both the scattering plane and the perpendicular plane is the
normal plane or all perpendicular plane.

Since the emission is isotropic with respect to the azimuthal angle ϕ, ie. the scat-
tered projectile is randomly oriented around the incoming projectile direction for different
events, each event has to be transformed from the laboratory frame to the a frame defined
by the projectile scattering plane which is given by the projectile incoming, p⃗0 and out-
going momenta, p⃗1. This is done by rotating each vector corresponding to an event by
the azimuthal angle of q⃗, the momentum transfer vector. After such a transformation
the azimuthal angle of p⃗1 of all the events becomes 180◦. Two-dimensional TDCS are
obtained by cutting through the 3D angular distributions of ejected electrons in various
plane and a quantitative comparison between the experimental data including error bars
and the theoretical predictions can be done.

The acceptance of the electron detector due to the central hole on the electron detector
shows gaps in the 3D cross-sections. These gaps can be filled by doing multiple runs with
the same target at different extraction fields without changing any other parameters. This
method shifts the nodes in the electron time-of-flight to different positions, thereby filling
the gaps. A detailed description of this method is given in the previous theses [136, 44,
137, 128]. For the (e,2) studies described in this thesis, such a filling of nodes is not done.
Therefore, we do not have a complete 3D distribution of ejected electrons.
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4.5 Data calibration
For the precise reconstruction of the momenta of the outgoing fragments, precise

knowledge of the applied fields and the geometry of the spectrometer are required. Al-
though the physical length of the spectrometer geometry could be measured precisely, the
real spacial extension and the magnitude of the fields might be unknown and impossible to
measure. In such cases, calibration methods are used to determine the fields. Additionally,
corrections can be introduced to the calculated momenta in case of field inhomogeneities.

Calibration methods used in this analysis make use of the energy and momentum
conservation laws. The physics of a well-known reaction channel can be used for this
purpose. In most cases, helium is used as a calibration target and is measured simulta-
neously with all the targets studied in this work. Since the mass of the proton is 1836
times higher than that of the electrons, the energy carried by the ions will be negligible
compared to the energy of the electrons. Electrons can be calibrated by using the energy
conservation law since the total sum of the outgoing electrons energies is a constant. For
(e,2e) studies, only the calibration of electrons is required, whereas, for studies involving
the ions, we need to calibrate the ions as well. Since ions gain considerable momentum
after the collision, the law of momentum conservation is used to calibrate the ions. After
the calibration procedure, one will be able to determine the precise information of the
spectrometer fields and use those values for the target species that is being studied. This
section gives an overview of how such a calibration is done.

4.5.1 Electron momentum calibration
Electron momentum is calibrated by looking at the single ionization channel of he-

lium. According to the energy conservation law, incoming projectile energy and the out-
going electron energies are related by,

E0 = E1 + E2 +Q (4.20)

where Q is the internal energy or the binding energy, which is the ionization potential
of helium in this case. Therefore, Esum = E1 + E2 =

p2e1+p2e2
2me

is a constant. The ex-
pected Esum can be easily calculated from the equation (4.20). The calibration procedure
involves optimizing the field and length parameters via iteration until the expected Esum

is obtained. It is convenient to look at the plot, pz(ei) vs Esum, for such an optimization
of parameters. An example of such a plot for optimized parameters is shown in the fig-
ure 4.9. It should show a vertical distribution at the expected Esum value. Here we look
at the single ionization channel of helium ionized with a projectile of energy E0 = 97 eV.
The first step is to find the correct magnetic field and the time of birth of the electron. The
time of birth of the electron does not coincide with the time of the laser trigger due to the
finite amount of time that the projectile electron takes to travel from the photocathode to
the interaction region. Therefore, the real time-of-flight of the electron is t = t′−shiftT ,
where shiftT is the time-of-birth of the electron and t′ is the time-of-flight determined
by subtracting the time signal from electron MCP and the laser trigger. In addition to
the pz(ei) vs Esum plot, figure 4.10 is also useful to determine B and shiftT . The x-axis
shows t/Tc, which is the number of cyclotron cycles that the electron underwent. For
the correct magnetic field and shiftT values, the wiggles in the plot should fall on the
integer numbers of the x-axis indicating the precise determination of the time of birth and
the cyclotron period. False determination of the magnetic field and shiftT make the dis-
tribution in the figure 4.9 diverge and tilt close to the wiggles. Incorrect calibration of the
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Figure 4.9: Longitudinal momentum pz vs the sum of the energies of the outgoing electron pairs
for the single ionization channel of helium. The green vertical line indicates the expected energy
sum at 72.4 eV. The red line at 31.5 eV indicates events where the helium ion is excited to the n=2
state during ionization.

electric field makes the distribution tilt away from the vertical line in figure 4.9. This can
be corrected by optimizing the acceleration voltage U , acceleration length a, drift length
d, and the scaling parameter for the time-of-flight scaleT . A detailed description of the
effect of these parameters in the figure 4.9 is discussed elsewhere [128, 137].

4.5.2 Ion momentum calibration

Ion information becomes important when the reaction channels such as dissociative
ionization or Coulomb explosion are studied. It is also important for (e,2e) analysis if
only one of the two final state electrons is detected. In such a case, information about the
missing second electron can be calculated using the momentum conservation law, if the
momentum information of the ion is available. For all the other cases the ion signal is
used as a trigger to identify the events corresponding to the channel of concern (e.g. the
charge state or the fragmentation channel). For the works described in this thesis the ion
momentum information is important only for the studies on ICD.

For the ICD studies, we detect two ions and one electron in coincidence. Here, the
two ions correspond to the Coulomb exploding fragments after the double ionization of
the dimer and one of the outgoing electrons could be either a scattered projectile, an
ejected electron, or the ICD electron. Applying the law of momentum conservation to the
reaction channel,

p⃗0 = p⃗ion1 + p⃗ion2 + p⃗e1 + p⃗e2 + p⃗eICD
(4.21)

Since we have information about only one of the last three terms of equation (4.21), it
cannot be used for the calibration in this case. However, the magnitude of momenta
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Figure 4.10: Ejected electron radial distribution versus the number of cycles the electrons under-
went during the flight. The Red dashed line shows the nodal positions at the integer number of
cycles indicating proper the magnetic field and the time of birth calibration.

gained by the ions 1 and 2 are very high (in the order of hundreds of au.) compared to
the momenta of outgoing final state electrons and incoming projectile (typically less than
5 au.). Such a huge momentum gain is due to the Coulomb explosion of the ions. The
momentum gain from the recoil is negligible in comparison to the momentum gain from
the Coulomb explosion.

Therefore,
|p⃗ion1| = |p⃗ion2| = |p⃗Coulomb| (4.22)

Calibration of the ions for the Coulomb explosion channel becomes important due to
two main reasons. One is to correct the field inhomogeneities caused due to the pulsed
extraction field. The second reason is to separate Coulomb explosion events that stem
from the double or multiple ionization of bigger clusters with n > 2.

Correction of time-of-flight

Since the electric field is ramped up with a definite time constant (∼1 µs), not all the
ionic fragments do experience the same field. Lighter fragments leave the acceleration
region before the field gets ramped up to the maximum value. The field experienced
by the fragments from the same Coulomb explosion but emitted to +z and −z direction
will be different. Those ions that are emitted to −z direction, ie. towards the ion detector,
experience an average electric field that is smaller than the maximum value, whereas those
that are emitted to +z direction experience an average field closer or the same as that of
the maximum of the pulsed extraction field. Therefore, both fragments reach the detector
later than expected for constant field. The change from the expected time-of-flight ∆t
depends on the average field Umean/a. This is manifested as a distortion in reconstructed
Newton’s sphere (the surface where the tip of all the momentum vectors lie). This is
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clearly visible in the x/y vs tof plot 4.11 and therefore, in px/y vs pz momentum plot (not
shown). This creates a ’banana-like’ tilted line in the ion-ion time-of-flight coincidence

Figure 4.11: X position of ions on the detector versus the time-of-flight of fragments after ion-
ization of thiophene. The dashed circles represent fragments from the Coulomb explosion. The
deviation from a symmetric circle or an ellipse shows the distortion of Newton’s sphere caused by
the different average fields experienced by different fragments. The distortion is more for lighter
fragments than that of the parent ions.

and the pz2 vs pz1 plot (Figure 4.12). For correcting the tilt, a correction to the time-of-
flight was applied as given in the equation (4.23).

tcorr = t− C
|t− tpz=0|∣∣tpz=0 − tpz(min/max)

∣∣ (4.23)

where C is the correction factor and tpz(min/max) is the time-of-flight corresponding to
the fragments emitted to ±z direction with zero transversal momentum. The time-of-
flight corresponding to the fragments with pz = 0 is identified and correction is applied
as a function of the difference of the time-of-flight from that of the events with pz = 0.
Figure 4.13 shows the corrected time-of-flight and momentum coincidence maps.

Filtering events from Coulomb explosions of dimers

Events that arrive at the detector within the region of time-of-flight where we expect
the parent ions from Coulomb explosions, may stem also from other reaction channels.
To obtain a clear ion-ion coincidence line as in figure 4.13, the fraction of events that
stem from the Coulomb explosion (CE) of dimer should be higher than any other reaction
channels. The origin of other events around the CE coincidence line could be the follow-
ing. Firstly, the straight horizontal and vertical lines at the time-of-flight of the monomer
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(a) (b)

Figure 4.12: The figure shows the time-of-flight and momentum coincidence maps for the
Coulomb explosion of argon dimers. (a) Time-of-flight of ion 2 versus time-of-flight of ions 1. (b)
Momentum of ion 2 versus momentum of ion 1. The coincidence line is expected to be along the
red dashed line.

(a) (b)

Figure 4.13: Same as figure 4.12 but with corrected time-of-flight and momentum coincidences.

are due to the false coincidence between a monomer fragment and other ionic fragments.
Secondly, the background around the ion-ion coincidence line could be from different
reaction channels. For example, the CE of fragments from a bigger cluster into different
fragments in which one is a parent ion.

Arn + e− → Ar+ + Ar+ + Arn−2 + 3e− (4.24)

where n > 2. Production of clusters with n > 2 depends on the stagnation pressure
and the diameter of the nozzle [145]. By varying the stagnation pressure one can find
an optimum value at which the production of the dimer is higher than that of the bigger
clusters thereby optimizing the desired coincidence signal.

However, in the case of bio-molecules in which hydrogen is an important element, re-
actions involving hydrogen loss or hydrogen gain also exist in addition to the CE channel
of the dimers (4.24) [146]. In our experiment, these reaction channels are not resolved in
the time-of-flight axis. All these reaction channels cause events around the coincidence
line from the CE of the dimer, causing the background to be so strong. Thus, it is difficult
to distinguish the dimer coincidence line.
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In such a case, the law of conservation of momentum is used to separate the events
from dimer coincidence. The sum of the momenta of ions from the Coulomb explo-
sion of the dimer should be close to zero. Figure 4.14 renders quite useful in this case,
which shows KER as a function of the sum of momenta of the ions. The events from
the Coulomb explosion of dimer can thus be filtered out by selecting events with a small
momentum sum.

Figure 4.14: Sum momenta of ion versus Kinetic energy release, KER. Events that lie within the
solid red curve stem from the Coulomb explosion of argon dimers. Those that lie within the dashed
red curve come from the false coincidence of any ion having non-zero momentum with an argon
monomer. The rest of the events comes from other reaction channels that are mentioned in the
text.

4.6 Acceptance and resolution
This section describes in detail the energy and the momentum acceptance range of

particles that can be detected by the ReMi and the energy and momentum resolution of
the detected particles. Both acceptance and resolution depend on the mass and charge of
the particle and the applied electric and magnetic fields.

4.6.1 Acceptance of electrons
The transversal and longitudinal acceptance of the electrons depends on the geome-

try of the spectrometer, the detector diameter, and the applied field. The minimum and
maximum transversal momentum that can be detected can be calculated from the equa-
tion (4.11) by substituting equation (4.4) and (4.10).

p
(max/min)
⊥ = eB ×Rc(max/min) (4.25)

Rc(max/min) is determined by the radial dimensions of the detector as 2.5 mm and 20 mm.
For electrons starting on the spectrometer axis their minimum cyclotron orbit diameter to
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reach the sensitive area of the MCP outside its center hole is 5 mm. The maximum orbit
diameter is 40 mm corresponding to the MCP radius. Therefore, Rc(max/min) are 2.5 mm
and 20 mm. The longitudinal acceptance depends on the electric field applied. All the
electrons moving towards the electron detector, i.e, +z direction and with p⊥e > pmin

⊥e are
detected, except, those with time-of-flight equal to the integer multiples of the cyclotron
period. Such regions of non-acceptance can be filled by repeating the measurement at a
different magnetic or electric field, thereby shifting the wiggle positions. Such a proce-
dure is not done for the measurements described in this thesis. A detailed description of
it can be obtained elsewhere [44].

The electrons that are moving towards the ion detector, beyond a longitudinal momen-
tum of pze = −

√
2eUme cannot be detected, since they fly into the ion drift region and

are lost. U is the total uniform extraction field applied between the interaction region and
the ion drift tube. The minimum energy of the electron that can be detected is given by
the minimum transversal momentum, i.e Emin

1,2 = (pmin
⊥e )2/2me.

The corresponding minimum and maximum transversal momentum, the maximum
longitudinal momentum towards −z direction, −pze and the minimum energy of the elec-
trons detected for the magnetic and electric fields used for the experiments described in
this thesis are summarized in the table 4.1.

Experiment B (G) pmin
⊥e [a.u] pmax

⊥e [a.u] Emin
1,2 (eV) E (V/cm) pmax

ze [a.u]

Thiophene 6.9 0.138 1.108 0.26 3 -1.149
1Me5NIZ 7.415 0.149 1.19 0.301 4 -1.327
Lithium 7.115 0.143 1.143 0.278 2 -0.938

Table 4.1: Summary of electron momentum acceptance for the measured species and the
fields applied.

4.6.2 Acceptance of ions
First we consider the ion mass acceptance of the ReMi since we are interested to detect

rather large masses of organic molecular ions. For single ionization without fragmenta-
tion, the momentum gain is negligible, ie. pzi ≈ 0. The maximum ion mass that can be
detected for such events can be calculated by setting pz = 0 in equation (4.7).

mion,max.[amu] = 0.12048.
t2max[µs]

la
E[V/cm] (4.26)

where tmax is the maximum time-of-flight of ion that can be measured and E, the electric
field. In the current measurement, the maximum allowed time-of-flight window is set to
be around 26 µs. Therefore, with a field of 1 V/cm the maximum detectable ion mass is
∼14 amu.

The situation gets more complicated when we use a pulsed electric field instead of
a homogeneous field because the time-of-flight of each fragment depends on the aver-
age field that the ion experienced during its trajectory. The average extraction field ⟨U⟩
experienced by the ions is different from the maximum of the pulse that we use. For frag-
ments with negligible momentum, we can use the measured time-of-flight of the ions to
determine ⟨U⟩ using the equation (4.7) and by substituting pzi = 0.

tpzi=0 = m
2la + ld√
2mq ⟨U⟩

(4.27)
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The corresponding values for a pulsed extraction field with amplitude of 358 V as shown
in figure 3.3 are summarized in table 4.2. To formulate a general expression for the

Ionic species Mass [amu] Time-of-flight (µs) Average extraction voltage, ⟨U⟩ [V]

He+ 4 4.28 65.37
H2O+ 18 7.37 99.35
D2O+ 20 7.70 101.03

C5H5N+ 79 13.91 122.52
C4H4S+ 84 14.31 122.85

(C5H5N)+2 158 19.14 129.35
(C4H4S)+2 168 19.67 130.15
(C4H4S)+3 252 23.79 133.44

Table 4.2: Parent ions with pzi = 0 detected in the measurement, their corresponding
measured time-of-flight and the estimated average extraction voltages for pulsed extrac-
tion as shown in figure 3.3.

average extraction voltage, we use an exponential fit given by,

⟨U⟩ = Umax(1− e
[− t

tc
]
pz=0) (4.28)

where Umax is the maximum average extraction voltage, t the measured time-of-flight of a
ionic fragment with pzi = 0 and tc time constant for the exponential fit. Figure 4.15 shows
the fit for the applied pulse voltage (refer figure 3.3). From the fit parameters, one can

Figure 4.15: Exponential fit for the average extraction voltage ⟨U⟩. Fit parameters tc = 5.91 µs
and Umax = 135.45 V . Error bars represent the error in determining ⟨U⟩ due to the FWHM of
the parent ion peak in the time-of-flight distribution.

determine the maximum field ions can experience for the particular pulse that we apply,
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ie. E = Umax/la = 22.57 V/cm. By substituting this value to the equation (4.26), we
can determine the maximum ion mass that can be detected with the current pulsed field
to be ∼306 amu. Note that equation (4.28) cannot be applied to ions with |pzi| > 0 since
the ions flying to the different directions experience different average fields from that of
the ones with pzi = 0.

For channels such as dissociation or Coulomb explosion, the ions gain a considerable
amount of momentum. In such cases, the maximum transversal momentum acceptance is
determined by the mass of the ionic fragment and the diameter of the detector. Due to the
finite jet velocity, the position of the ion hit is shifted away from the centre of the detector
towards the −y direction as explained in section 4.2.2. Therefore the position of the ionic
fragment with a finite transversal momentum, p⊥i is given by,

r = ro + r′

= vjett+ p⊥i
t

m

(4.29)

where ro is the distance of the centre of distribution of the ions from the centre of the
detector and r′ is the distance of the fragment with p⊥i ̸= 0 from the centre of distribution.

Even for ions with p⊥i ̸= 0 transversal momentum acceptance is not 100% because
some fraction of ions will hit the electron gun as shown in the figure 4.3b. One can define
a maximum transversal momentum, pmax

⊥i such that all ions lie within the detector radius.
For determining the maximum transversal momentum acceptance, one can substitute r =
40 mm on the right-hand side of equation 4.29, which is the radius of the detector, and
r◦ = 0. By knowing t, ie the time-of-flight for ions with pzi = 0 a.u and their mass, one
can determine the maximum transversal momentum acceptance, pmax

⊥i . Beyond that value,
the fraction of ions that hit the detector decreases. The maximum transversal acceptance
of certain dimer species that are measured is summarized in the table 4.3. The maximum

Dimer fragment pmax
⊥i [a.u] KEmax [eV] Dimer KERmax [eV]

Ar+ 129.05 3.11 Ar2 6.22
C5H5N+ 190.13 3.41

H2O+ 80.54 2.69 C5H5N-H2O 3.30
D2O+ 85.77 2.74 C5H5N-D2O 3.43

C4H4S+ 196.77 3.43 (C4H4S)2 6.85

Table 4.3: Maximum ion transversal momentum acceptance, pmax
⊥i for ionic fragments

originating from dissociation or Coulomb explosion and the corresponding maximum
kinetic energy release KERmax for the studied dimers.

kinetic energy of the ion (KEmax), that can be detected can also be calculated from p⃗max
⊥i

using the equation (4.17). Here we discuss only the case of ions which are emitted in
the X-Y plane, since the z direction has higher KER acceptance. The maximum kinetic
energy release acceptance (KERmax) values of dimers that are studied in this work are also
summarized in the table 4.3. KERmax of homodimers (eg. Ar2) can be calculated as twice
the KEmax, whereas for heterodimers like C5H5N-H2O, KERmax is determined by the
maximum transversal momentum acceptance (pmax

⊥i ) of the lighter molecule in the dimer
(in this case H2O or D2O) because ion-ion coincidence will be missing for a momentum
larger than this value.
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4.6.3 Resolution of electrons
The uncertainty in determining the momentum of the particle depends on the spec-

trometer geometry, fields, and also the time and position resolution, δt and δr. The fields
can be determined precisely in the calibration procedure, but the resolution is mostly
determined by the temporal spread of the projectile and the spatial extension of the inter-
action region.

The temporal spread of the projectile predominantly depends on the pulse duration of
the UV laser. Additionally, it also depends on the expansion of the electron bunch during
its trajectory from the photocathode to the interaction region. The secondary electrons
produced within the electron gun assembly by the primary electron beam and the scattered
laser beam add to the temporal width of the beam. This can be determined either from
the experimental data or by looking at the width of the projectile beam itself, if it is
allowed to fall on the detector with strongly reduced beam current. From the experimental
data, one can look at the time-of-flight peak corresponding to the elastically scattered
projectile beam, which normally appears before the inelastically scattered projectile as a
separate peak. The width of the time-of-flight peak for elastic scattering events with small
scattering angle (θe1) gives the temporal resolution. For the work presented in this thesis,
the temporal spread δt is determined to be ∼ 1.6 ns.

The spatial extension of the beam depends on the electron beam focus diameter at the
interaction region. Focusing the beam precisely on the jet is a tricky process because of
the compact geometry of the electron gun lenses. The ideal scenario would be to have
a magnetic field node at the interaction region, where all the particles come back to the
spectrometer axis. At the same time, one would prefer to have another node slightly
before the electron detector hole to ensure proper dumping of the electron beam. This
makes the alignment of the electron beam challenging. In addition, the jet size at the
interaction region also plays a role, if the focus size is not small enough. The width of
the jet along the x direction can have a maximum value of around 2.5 mm. It gives a
limitation to the spatial extension in the x direction. But if the focus size is larger than
this value, ions beyond the length of 2.5 mm along the y direction can be ionized. Focus
size can also be extracted experimentally, by looking at the ion position distribution for
a calibration gas like helium measured with a constant field. Transversal distribution of
ions after single ionization will be a convolution of the Compton profile of the helium 1s
orbital and the spatial size of the electron beam interaction region. Since the Compton
profile of helium 1s orbital is known, the spatial spread can be determined. This method
gives a spatial resolution of δr ∼ 1.5 mm.

Furthermore, the momentum uncertainty can be split into longitudinal and transversal
momentum uncertainty and can be calculated using the Gaussian error propagation from
the equations (4.7) and (4.11). Hence the longitudinal momentum uncertainty is given by,

δpz =

√(
1

∂t/∂pz
δt

)2

(4.30)

Here we do not take into account the uncertainty in the time and momentum due to the fi-
nite spatial extension, δa, of the interaction volume, since we use time-focusing geometry
for the spectrometer ( 3.1.1). The transversal momentum uncertainty can be written as,

δp⊥ =
ωcm

2 |sin(ωct/2)|

√
δr2 +

(
ωcr

2tan(ωct/2)
δt

)2

(4.31)
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Similarly, the uncertainty in the azimuthal angle and the polar angle can be calculated
from the equation (4.12) and θ = tan−1 p⊥

pz
.

δϕ =

√(
δr

r

)2

+
(ωc

2
δt
)2

δθ =
1

p2⊥ + p2z

√
(pzδp⊥)2 + (p⊥δpz)2

(4.32)

It is clear from the above equations that the transversal momentum resolution and the
angular resolutions depend on the transversal and longitudinal momentum values. The
estimated values of the uncertainties for the current experimental settings are depicted in
the figures 4.16, 4.17 and 4.18.

Particularly important is to note that the energy resolution δE can be calculated simi-
larly by Gaussian error propagation of the equation E =

(
p2z
2me

+
p2⊥
2me

)
.

δE =
1

me

√
(p⊥δp⊥)

2 + (pzδpz)
2 (4.33)

Since δE is also dependent on pz and p⊥ it can be represented as a function of pz and
p⊥ as shown in figure 4.18a. Except for the longitudinal momentum resolution, which
depends only on pz, all other quantities depend on both pz and p⊥ of electrons. Therefore,
one can see that the resolutions get worse close to the nodes where the acceptance goes
to zero. Another feature is that the longitudinal momentum resolution gets worse as the
pz increases and thereby the energy resolution. Therefore, the projectile with low energy
will have a better resolution for the same fields. Care has to be taken to adjust the fields
such that the node close to the detector hole should be far away from the hole since it
could worsen the resolution for the scattered projectile.

A distribution showing the sum of energies of the detected two electrons in an (e,2e)
measurement (Esum = E1+E2) is a good way to compare the estimated energy resolution
and the experimental energy resolution. Using Gaussian error propagation the full-width
half maximum (FWHM) of the Esum distribution gives δEsum, which is given by,

δEsum =
√
δE2

1 + δE2
2 (4.34)

Figure 4.18b shows such a distribution for single ionization of helium at an electric field
of 3 V/cm and magnetic field of 6.9 G. A Gaussian fit to the distribution gives an FWHM
of 6.725 eV. From our experimental data, most of the scattered projectiles lie in the region
1.7 a.u < pz < 2.4 a.u, which gives an average resolution for these electrons ∼ 6 eV.
For the ionized electrons, which lie mostly around −0.1 a.u < pz < 0.2 a.u, the average
resolution is ∼ 1 eV. Therefore, our experimental energy resolution is in close agreement
with the estimated energy resolution for the determined values of δr and δt.

4.6.4 Resolution of ions
For estimating the longitudinal momentum resolution of ions, one can use equa-

tion (4.30). It depends on the mass, m, and average extraction field, ⟨U⟩. For measure-
ments with the pulsed extraction field, it was observed that the width of the time-of-flight
peak for fragment ions with small momentum (p⃗i ∼ 0) increases for increasing m/q ratio
(figures 5.19 and 5.28). The observed time-of-flight width (δti) as a function of m/q ra-
tio is shown in the figure 4.19a. The figure also shows a polynomial fit to the measured
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(a)

(b)

Figure 4.16: Longitudinal and transversal momentum resolution of electrons for an electric field
of 3 V/cm and 6.9 G magnetic field. The white area shows the regions of non-acceptance.

width. The longitudinal resolution seems to be increasing as a result of this definite time-
of-flight width (δti). Figure 4.19b shows the estimated longitudinal resolution using the
equation (4.30) due to the time-of-flight width, δti.

The determination of the resolution for fragments with |p⃗i| > 0 a.u. can be under-
stood from figure 4.20 which shows the momentum distribution of ions from the CE of
thiophene dimers. To determine the longitudinal momentum resolution (δpzi), the events
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(a)

(b)

Figure 4.17: Azimuthal and polar angle resolution of electrons for an electric field of 3 V/cm and
6.9 G magnetic field. The white area shows the regions of non-acceptance.

with |p⊥i| < 40 a.u. (blue-shaded region) are projected onto the pzi axis. The FWHM
of the Gaussian fit of the distribution yields the longitudinal momentum resolution δpzi.
Similarly, the transversal momentum resolution (δp⊥i) is determined by integrating the
counts within the grey-shaded region having |pzi| < 20 a.u. The determined resolution
for the fragments measured in the course of this work is summarized in table 4.4. Note
that the momentum resolution is expected to get worsen for heavier fragments according
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(a)

(b)

Figure 4.18: (a) Energy resolution of electrons for the same experimental conditions as in the
figures 4.16 and 4.17. The electrons with large longitudinal momentum show higher uncertainty.
Therefore, lower the projectile momentum better the energy resolution. (b) Experimental energy
sum Esum = E1+E2 for He single ionization. FWHM, Γ = 6.725 eV of the Gaussian distribution
gives the experimental energy resolution.

to equation (4.30). In addition, it is observed that δpz is increasing with increased average
extraction field, ⟨U⟩. Particularly, the fragments for thiophene moving in ±z direction
have different longitudinal resolutions due to different average extraction fields experi-
enced. However, the transversal momentum resolution is due to the velocity of the jet in
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(a) (b)

Figure 4.19: (a) The width of the monomer peak for different parent ions measured as a function of
m/q ratio. The red curve shows a polynomial fit of the data points with the mentioned fit function.
(b) The longitudinal momentum resolution for parent ions as a function of the m/q ratio due to the
time-of-flight width.

Figure 4.20: Momentum distribution of fragments from the Coulomb explosion of thiophene
dimers. Counts in the blue and grey shaded region are integrated and projected to the x/y axis,
and the FWHM of the Gaussian fit gives the experimental longitudinal/ transversal momentum
resolution respectively.

Dimer fragment m/q [amu] pz [a.u.] δpz [a.u.] δp⊥ [a.u.] (|pz ∼ 0|)
C4H4S+ 84.14 -122 11.6 15.

84.14 122 18.1 15.
D2O+ 20 -70 4.6 9.7

C5H5N+ 79.101 70 16. 16.9

Table 4.4: Experimentally determined momentum resolutions for different fragments
measured in the course of this work.

the y direction.
For pyridine· · ·D2O dimer, we consider only half of the CE events, since the other

half of the CE coincidence line is not resolved due to the presence of events from the
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CE involving C5H5N+ ions and D3O+ ions from larger clusters (figure 5.29). In the
considered events, the D2O+ ions are emitted in the −z direction and the C5H5N+ ions
are emitted in the +z direction. Therefore, in table 4.4 for D2O+, δpz for only the events
with pz < 0 is mentioned. Similarly, for C5H5N+, δpz for only the events with pz > 0
is mentioned. Considerably low momentum resolution for D2O+ in comparison to other
fragments is due to its smaller mass. Further optimization of the pulsed extraction field
and other parameters like magnetic fields, electron beam focus, etc. can improve the
resolution.
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Experimental results and discussion

In this chapter, the evaluation of the measurements done during the course of this work
will be summarized. The performed measurements can be broadly classified into two
parts. One involves the (e,2e) studies on lithium and 1-Methyl,5-Nitroimidazole (1-Me,5-
NIZ). Both targets are in the solid phase at room temperature. Therefore, the experiments
required modifications of the existing reaction microscope to incorporate solid targets.
Triple differential cross-sections (TDCS) in different planes and three-dimensional TDCS
of ejected electrons will be presented. For 1-Me,5-NIZ molecule, a comparison of the
measured TDCS with MCTDW theory for ionization of the valence orbitals, which leads
to the formation of parent cations will be presented. The second part is the studies on ICD
in heterocycle molecular dimers and heterocycle-water complexes. Fragments originating
from the Coulomb explosion (CE) of the dimers are detected in coincidence with one
outgoing electron. The kinetic energy release (KER) of the CE channels and the ICD
electron spectra are presented.

5.1 (e,2e) of Lithium at 105 eV impact energy
Lithium is a hydrogen-like atom which has a simple valence electron structure. It con-

tains two orbitals 1s with two electrons and 2s with one valence electron having binding
energies of 59 eV and 5.49 eV respectively. 1s orbital is localized closer to the nucleus
around < 1 a.u and the 2s orbital has two radial probability maxima, one close to the
nucleus < 1 a.u and the second part extends to around 7 a.u [147]. Due to the large
difference between the binding energies and the spatial separation, single ionization by
low-energy electron impact takes place almost exclusively from the outer shell. Fully dif-
ferential cross-sections (FDCSs) for the single ionization of lithium from the 2s shell are
thus very important because theoretical models should be able to provide accurate results.
So far only one FDCS measurement of lithium after electron impact is published [148],
although several fast ion impact measurements on lithium were done before, produc-
ing double [147, 149] and triple differential cross-sections [150] of single ionization of
lithium. The latter showed a considerable amount of out-of-the-scattering plane emission
indicating the multiple scattering of the projectile at the ion core which gives rise to a
‘wing-like’ structure in the directions perpendicular to the scattering plane. Therefore,
(e,2e) studies on lithium will complement the ion-impact studies with different projectile
species. Another motivation for studying lithium was to measure double ionization. This
could finally not be performed due to the small cross-section which is about three orders
of magnitude smaller than for single ionization [151].

The following section describes the incorporation of an oven to produce an effusive
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atomic lithium beam to the existing reaction microscope which measures the momenta of
the ionization fragments emitted in 4π solid angle. A detailed description of the target
setup (oven) and the atomic beam arrangement is given in section 3.3.3. Here we present
(e,2e) triple differential cross-sections for single ionization of lithium measured over a
large final state phase space with a reaction microscope. The difficulty for the (e,2e)
measurements on lithium is mainly due to the target preparation since it is solid at room
temperature and it has a melting point at 180.5◦C. Due to its low vapour pressure, it has
to be heated to rather high temperatures ∼ 700-800◦C. Such an effusive atomic beam can
cause buildup on the spectrometer electrodes. Besides that, due to the high temperature
of the target, the ion momentum measured predominantly shows the thermal momentum
distribution rather than the momentum distribution from the collision. However, the ion
signal can be used as a trigger to acquire lithium ionization events and separate differ-
ent ionization channels for obtaining (e,2e) fully differential cross-sections. Figure 5.1a
shows the ion time-of-flight distribution of electron impact ionization of lithium with a
projectile energy of 105 eV. A helium supersonic jet was used in a crossed-beam configu-
ration as a calibration target. Therefore, one can see events from He+, 7Li+ and 6Li+. The
two collimation apertures in front of the oven nozzle reduce the ion momentum distribu-
tion along both the transversal directions y and z. Along the atomic beam (x direction)
the momentum distribution is large, as seen in the position distribution for ions (figure
5.1b) which spans almost half of the detector diameter along x direction. An estimate of
the ion resolution gives the values ∆pz = 1.574 au, ∆py = 1.187 au and ∆px = 11.875
au.

(a) (b)

Figure 5.1: (a) The time-of-flight showing He+, 6Li+,7Li+ (isotopes of lithium in the atomic
beam). (b) Image of the ion detector showing events from lithium. Due to the temperature of
the beam, the x distribution on the detector is broad. The transversal velocity spread in y and z
directions is shortened using the apertures in front of the oven.

The two outgoing electrons were detected in coincidence with the 7Li+ ions. Fig-
ure 5.2 shows the measured binding energy distribution given by the equation IP =
E0 −E1 +E2. The distribution peaks at the theoretical first ionization potential which is
indicated by the black dashed line. The full-width half maximum of the distribution gives
the experimental binding energy resolution for the electrons. As explained in the sub-
section 4.6.3 the experimental electron resolution varies for different experimental field
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Figure 5.2: Binding energy distribution for single ionization of lithium with FWHM = 8.084 eV
which indicates the experimental resolution for the channel. The Vertical dashed line indicates the
theoretical first ionization potential of the lithium 2s state.

strengths used and the electron energies. A rather high value of 8.1 eV is mostly the
contribution of fast outgoing electron resolution (7.9 eV) which appears close to one of
the magnetic nodes. This is due to the fact that the energy loss for the projectile is rather
low due to the low ionization potential of the 2s orbital of lithium, therefore the scattered
projectile arrives rather close in time-of-flight to the unscattered projectile. Since the
presence of a magnetic node is utilized in dumping the projectile into the detector hole,
one has to take care that the node is positioned slightly behind or in front of the detector.
Otherwise, all good events would also get dumped into the hole. In this case of 2s ion-
ization of lithium, since the energy difference of the unscattered and scattered projectile
is rather low, finding a node position while maintaining proper alignment of the beam to
the hole and simultaneously getting a good resolution for the scattered projectile is tricky.
However, the resolution of the second slow electron is around 1 eV. The resolution can be
optimized further by optimizing the magnetic and electric fields.

5.1.1 Three dimensional triple differential cross-sections
Figure 5.3b shows one of the angular distributions of ejected electrons for single ion-

ization of lithium at scattering angle θ1 = −15◦ ± 2.5◦ and ejected electron energy of
E2 = 5 ± 2.5 eV. For each scattering angle θ1 discussed in the following section, the
counts are integrated within an interval of ∆θ1 = 2.5◦. For each ejected electron energy,
the integration interval ∆E2 used is, as mentioned in the figures. Each data point in the
3D and 2D distributions (figure 5.3c) is cross normalized to sin(θ1)∆θ1∆E2.

In order to study the collision dynamics, we examine the angular distributions in dif-
ferent planes, namely, the scattering plane, perpendicular plane, all perpendicular plane
and azimuthal plane as indicated in figure 5.3a. Details of each plane are described in sec-
tion 4.4. Additionally, the azimuthal plane is introduced, which contains the momentum
transfer vector and is perpendicular to the scattering plane. Figure 5.3c shows the angu-
lar distribution in each plane. Angles are measured with respect to the projectile beam
axis (z-axis) for the scattering and perpendicular planes, with respect to the x-axis for the
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(a) (b)

(c)

Figure 5.3: (a) Schematic of the collision geometry similar to 4.8. Additionally, the azimuthal
plane is introduced which contains the momentum transfer vector and is perpendicular to the
scattering plane. (b) Three dimensional triple differential cross-section (TDCS) d3σ

dΩe1dΩe2dE2
for

scattering angle θ1 = −15◦ ± 2.5◦ and energy of the second electron E2 = 5± 2.5 eV. The ticks
on the axes represent the counts. The magnitude of the arrows is scaled for visual appeal. (c)
TDCS in different planes indicated in the figure 5.3a. Y-axis indicate the counts. For more details
refer to text.

full perpendicular plane and relative to the momentum transfer vector q⃗ for the azimuthal
plane. Counts on each plane are integrated over ±20◦ out of the plane at each data point.
Grey-coloured blocks indicate the angular ranges where the electron acceptance is zero
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due to the presence of nodes of the electron trajectories due to the spectrometer magnetic
field as explained in the subsection 4.6.1. Since the measurement procedure for filling
up such wiggles is not carried out for the measurements described in this thesis, the data
points corresponding to that angular range are omitted. In the 3D TCDS, these points
are interpolated to the mean values of the neighbouring points, since the non-acceptance
angular range is small compared to the available range. Particularly noticeable is the ac-
ceptance gap at 0◦ in the azimuthal plane. This is because of the presence of a magnetic
field ’wiggle’ in the scattering plane close to the momentum transfer vector, q⃗. Since the
azimuthal plane is defined by q⃗ and is perpendicular to the scattering plane, at 0◦ one can
expect a reduction in cross-section due to the wiggle. In addition to that, in the scattering
and perpendicular plane there are missing counts close to the direction of the projectile,
due to the detector hole. Therefore, those electrons that are ejected in this region are not
detected.

The main features which are noticeable in the plots are the binary peak and the recoil
peak which differ largely in amplitude from one another. This is in contrast to helium,
where often a pronounced double lobe structure is observed [30, 152]. It gets more asym-
metric with respect to its amplitude as the momentum transfer increases, owing to the in-
creasing non-dipole transitions and strong rescattering of the ejected electron in the ionic
potential. The huge difference observed between the binary and recoil lobe amplitude in
lithium can be explained by the small ionization potential for the 2s orbital. Since the
electron is loosely bound and farther away from the nucleus compared to the 1s electrons
in Helium, rescattering of the ejected electron is less likely to occur.

Another feature present is the considerable amount of ‘out of the scattering plane’
emission which manifests in the binary peak being wider in the azimuthal plane com-
pared to the scattering plane (figure 5.3). It can also be seen in the perpendicular and all
perpendicular planes. Generally, for the collision that can be described by the first-born
approximation which is due to a single interaction of the projectile with the target system,
the ionized electron angular distribution is axially symmetric with respect to the direc-
tion of momentum transfer. If multiple interactions of the projectile are involved in the
collision, the subsequent interactions could shift the total momentum transfer vector, in a
direction different from that of the ionizing collision. Since the momentum transfer is de-
termined in the experiment by the scattered projectile momentum vector, and the ejection
of the electron could occur with any of these interactions transferring part/full of |q⃗|, the
emission direction can differ considerably from the determined momentum transfer. This
is observed in the measurement as out of the scattering plane emissions. Such out-of-
the-plane emissions are visible in the perpendicular planes and the azimuthal plane. By
looking at the TDCS as a function of scattering angle/momentum transfer amplitude and
the second electron energy one can learn further about the higher-order effects that come
to play.

Figure 5.4 shows the variation of the angular distribution for increasing scattering an-
gle (momentum transfer) (across the columns) and with increasing second electron energy
(across the rows). One can see that the recoil lobes become smaller with higher momen-
tum transfer and the binary lobes get narrower with increasing ejected electron energy.

Broad lobes and slight dependence of the out-of-the-plane amplitude as a function of
momentum transfer are observed for small energy E2 = 5 ± 2.5 eV (figure 5.5). The
triple differential cross-sections in various planes for scattering angles θ1 = −15◦ ±
2.5◦,−20◦ ± 2.5◦,−25◦ ± 2.5◦ for E2 = 5 ± 2.5 eV is shown in figure 5.5. The y-axis
shows the cross-normalised counts which decrease with increasing scattering angle. All
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(a) θ1 = −15◦ ± 2.5◦, |q⃗| = 0.73 au, E2 =
5± 2.5 eV

(b) θ1 = −20◦ ± 2.5◦, |q⃗| = 0.91 au, E2 =
5± 2.5 eV

(c) θ1 = −15◦ ± 2.5◦, |q⃗| = 0.73 au, E2 =
15± 2.5 eV

(d) θ1 = −20◦ ± 2.5◦, |q⃗| = 0.91 au, E2 =
15± 2.5 eV

Figure 5.4: Three-dimensional triple differential cross-sections for different scattering angles and
second electron energies.

three cases (θ1 = −15◦ ± 2.5◦,−20◦ ± 2.5◦,−25◦ ± 2.5◦) have considerably high mo-
mentum transfer (q⃗ = 0.73a.u., 0.91a.u, 1.1a.u.), which suggests prominent non-dipole
transitions. As a consequence, the recoil peak is very small for the first case and com-
pletely disappears at |q⃗| = 1.1 au. Along with that, out-of-the-plane emissions in the per-
pendicular plane seem to increase in amplitude for increasing momentum transfer. This is
observed as an increase in the ratio (r) of the peak of perpendicular plane emission to the
binary lobe magnitude in the scattering plane (q⃗ = 0.73a.u. : r = 0.067, q⃗ = 0.91a.u. :
r = 0.11, q⃗ = 1.1a.u. : r = 0.25). This emission in the perpendicular plane appears as a
bridge between the binary and recoil lobes similar to the 3D cross-sections of helium de-
scribed in section 2.2.2. However, it is less clear from the 3D cross-sections of lithium due
to the large difference in magnitude between the binary and recoil lobes. By comparing
the momentum of the ejected electron (p⃗e2 = 0.606 au), we conclude that the momentum
transferred to the ionic core increases for increasing |q⃗|. This is suggestive of multiple
scattering at the target, with both the nucleus and the bound electron. With increasing
momentum transfer number of scattering at the nucleus increases, thereby increasing the
out-of-the-plane emission amplitude.

At higher E2, the effects of the non-dipole transitions are prominent, as can be seen
at the amplitude of the recoil lobe which completely disappears above |q⃗| > 0.8 au
(figure 5.6). One can conclude that a large fraction of momentum transfer is carried
by the outgoing ejected electron (p⃗e2 = 1.05 au) than to the ionic core. For smaller
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Figure 5.5: TDCS in different collision planes for scattering angles θ1 = −15◦ ± 2.5◦,−20◦ ±
2.5◦,−25◦ ± 2.5◦ and ejected electron energy E2 = 5± 2.5 eV.

|q⃗| = 0.73, 0.91 au, |p⃗e2| > |q⃗|. One can assume that the extra momentum comes from
the linear momentum of the bound electron in the direction of momentum transfer. In this
case, scattering at the ionic core is minimal.

The decreasing higher-order effects with increasing energy of the ionized electron
can be quantitatively observed from the reducing angular width of the binary peak in the
scattering plane for increasing energies. Figure 5.7 shows the variation of the binary peak
width for increasing energies at θ1 = 20◦. The width of the binary peak is not deducible
for E2 = 1.25 eV due to the acceptance gap of electrons in the forward direction. For the
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Figure 5.6: TDCS in different collision planes for scattering angles θ1 = −15◦ ± 2.5◦,−20◦ ±
2.5◦,−25◦ ± 2.5◦ and ejected electron energy E2 = 15± 2.5 eV.

other energies, one can identify a trend of decreasing width with increasing energies. The
width ceases to decrease further beyond E2 = 10 eV.

For small ejected electron energies, a slight tilt of the binary peak away from the
momentum transfer direction is observed (figure 5.7). For a large scattering angle, as E2

increases such a tilt reduces to a negligible value. This is in contradiction to that observed
in single ionization of helium [30], where the tilt is persistent even at similar scattering
angles and energies as discussed here. One of the reason for such a sharp contrast may
be due to the orbital where the electrons originate from in both cases. Since for helium,
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Figure 5.7: TDCS in scattering plane for ejected electron energy E2 = 2.5 ± 1.25 eV, 5 ± 2.5
eV, 10 ± 2.5 eV and 15 ± 2.5 eV for scattering angle θ1 = −20◦ ± 2.5◦. Counts are normalised
to the peak value of the distribution. Comparison shows that the angular width of the binary peak
decreases as a function of ejected electron energy. Vertical dotted lines in the scattering plane in-
dicate the direction of momentum transfer. Same colour is used for the line and the corresponding
angular distribution.

the electron comes from the 1s orbital which is closer than the 2s shell, the collision
is considered to be dominated by three body interactions at all ejected electron energy
ranges in the impact regime. Whereas for lithium, since the 2s orbital is far away from
the nucleus, at certain ejected electron energy two body effects become comparable to the
three body interactions [147]. Therefore, for higher energies and larger scattering angles
binary one-to-one collisions become more prominent, and the interaction with the ion
can be completely neglected. In such a case, one can consider the system as a two-body
system where the interaction is just between the incoming projectile and the bound 2s
electron. Whereas, in the three-body system, post collisions interactions (PCI) between
all outgoing particles are more prominent leading to the increasing tilt.

Comparison to the 2S Compton profile

Collisions involving large momentum transfers at high impact energies can be de-
scribed as the binary encounter between the projectile and bound electron, effectively
reducing it to two-body interactions, where one can neglect the presence of residual ion
within the impulse approximation [153, 154]. It was pointed out that the two-body pro-
cesses can be compared as the Compton scattering of photons [155]. Therefore, the mo-
mentum distribution of the ejected electron in this regime becomes comparable to the
Compton profile of the bound electron when two-body effects are prominent. It has been
observed previously that the angular width of the ejected electron distribution gets closer
to the angular width corresponding to the Compton profile of the 2s orbital electron in
single ionization of lithium by fast 95 MeV/u Ar+18 ion impact collisions [147]. An
interpretation was made that the angular width of the distribution of emitted electrons
decreases for increasing energy as the two-body contributions increase and at 300 eV it
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matches with that of the Compton profile where two-body processes dominate with almost
negligible three-body contributions.

Figure 5.8: Schematic describing the projection of bound electron in the momentum space for
collisions involving large momentum transfers within the first-Born approximation. The region
within the red dashed lines represents the ejected electron energy interval within which the counts
are integrated.

In (e,2e) experiments such an interaction can be understood as shown in the figure 5.8.
Within the first-Born approximation, where the collision is described as a single interac-
tion, the bound electron is projected to the Px-Pz plane in the momentum space, with a
magnitude equal to p⃗e2. For binary collisions, the entire momentum transferred in one
single collision is carried by the ejected electrons. Therefore, the ejected electron mo-
mentum is the sum of the initial bound momentum (the Compton profile J(|p⃗orb|) and the
momentum transfer, i.e., |p⃗e2| = |q⃗|+J(|p⃗orb|). The differential cross-section at certain
E2, i.e., the angular distribution, basically shows the angular width of the Compton pro-
file (2∆θ2) of the 2s bound electron. Figure 5.9 shows a comparison of the binary peak
at ejected electron energy E2 = 10 eV and 15 eV with the theoretical Compton profile
for the 2s orbital of lithium [156, 157] transformed to the angular width using the for-
mula ∆θ2 = tan−1 |p⃗orb|

|p⃗e2| , where p⃗orb is the linear momentum of the bound electron in the
2s orbital. The position of the binary peak is shifted to zero for better comparison with
the Compton profile. It is evident that at E2 = 15 ± 2.5 eV the distribution matches
exactly with the Compton profile. For lower energy (E2 = 10 ± 2.5 eV in figure 5.9a),
there is enhanced emission outside of the Compton profile. At lower scattering angles
(θ2 = 15◦±2.5◦, 20◦±2.5◦) an angular shift of the binary profile is present due to increas-
ing post-collision interactions and three body contributions. Whereas at θ2 = 25◦ ± 2.5◦

and E2 = 15 ± 2.5 eV, the peak position matches with the momentum transfer direction
and the angular width of the binary peak matches with the Compton profile. In addition
to that, the magnitude of momentum transfer |q⃗| = 1.1 au is approximately equal to the
magnitude of ejected electron energy |p⃗e2| at this condition, indicating that the interaction
is predominantly with the bound electron. Therefore, a conclusion can be made that the
two body processes dominate at this ejected electron energy and scattering angle.
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(a) (b)

Figure 5.9: Comparison of angular width of the binary peak at various scattering angles and ejected
electron energy (a) E2 = 10 ± 2.5 eV and (b) 15 ± 2.5 eV to the angular width of theoretical
Compton profile J(|p⃗orb|).

5.2 (e,2e) of 1-Methyl,5-Nitroimidazole at 97 eV impact
energy

Nitroimidazoles (NIZs) have been attracting keen attention recently because of the
clinical success in the radiosensitizing effects in radiation therapy [158]. Radiosensitizers
are chemicals that can accelerate the damaging effect of tumour cells by ionizing radia-
tion. Radiation damage is caused either directly by DNA strand breaks or indirectly by
hydrolysis of water to create free radicals OH•, which can then react with DNA to form
DNA radicals. In the presence of oxygen these damaged DNA are falsely repaired, mak-
ing them unable to reproduce. Whereas, in the absence of oxygen (hypoxia) these radicals
can be quenched by thiol-mediated hydrogen atom donation and DNA cross-link repair
is possible, thus increasing the survival rate of damaged tumours. Nitroimidazoles are
classified to be oxygen mimics due to their high electron affinity. However, the detailed
mechanism of the radiosensitizing effects of NIZs is still unknown. Recent results sug-
gest that the enhancement of radiation damage would be due to the formation of fragments
such as NO/NO2 through radiation-induced redox reactions.

Electron-ion coincidence studies of valence ionization by low energy electrons (∼100
eV) provide important information in the context of radiation-induced DNA damage since
the secondary electrons produced in medical X-Ray irradiation are of the same energy
range and can cause DNA damage by ionizing mostly the valence orbitals. Such ex-
periments allow us to select specific fragmentation channels and to analyse the electron
spectrum corresponding to it, giving us information about the electronic structure of the
molecules and the changes to it, due to the changes in the molecule itself. For example,
dissociative electron attachment studies [159] and photoelectron-photoion coincidence
(PEPICO) [160, 161] measurements have shown that the methylation of NIZs effectively
quenches the NO production. Kinematically complete experiments like (e,2e) can pro-
vide information about the ionization dynamics involved in these processes, by measuring
the fully differential cross-sections (FDCSs) from the momentum vectors of the outgoing
fragments. Here we present the modifications to the existing reaction microscope to allow
the FDCS measurement of Nitroimidazoles, which is solid at room temperature. A deriva-
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Figure 5.10: Schematic shows the structure of 1-Methyl,5-Nitroimidazole.

tive of the Nitroimidazole molecule, 1-Methyl,5-Nitroimidazole (1Me5NIZ/C4H5N3O2)
is chosen to demonstrate the triple differential cross-section (TDCS) measurement and the
experimental results are compared with theoretical calculation using multi-centre three
distorted wave (MCTDW) model. The target in the solid state undergoes sublimation at a
temperature, slightly higher than room temperature to produce vapours of sufficient den-
sities for ionization with an electron beam. Subsection 3.3.2 describes in detail the setup
for the target preparation.

Figure 5.11: Time-of-flight distribution of fragments from 1Me5NIZ after ionization with 97 eV
electrons. Ionization fragments are identified by comparing them with the photoionization mass
spectra from [160]. Peaks are broadened because of the inhomogeneous electric field applied for
the extraction of ions.

Figure 5.11 shows the ion time-of-flight distribution after ionization of 1Me5NIZ with
97 eV electrons. The ionic fragments detected are indicated correspondingly. The peaks
are broader than usual because of the inhomogeneous electric field applied for the ex-
traction of ions. Therefore, the momentum of ions cannot be properly reconstructed.
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Nevertheless, they can be calculated from the law of momentum conservation for sin-
gle ionization channels that do not undergo dissociation, if two outgoing electrons are
detected in coincidence.

Figure 5.12: Binding energy distributions corresponding to the parent ion 1Me5NIZ+ and frag-
ment with NO2 loss. Peak heights represent the counts of each fragment in coincidence with the
corresponding two outgoing electrons.

Figure 5.12 shows binding energy distribution for electrons corresponding to the sin-
gle ionization of valence orbitals to form stable parent ion (blue curve) and to the disso-
ciation channel producing NO2 and C4H5N+

2 (orange curve). The peak position at higher
binding energy for the dissociation fragment suggests the ionization of inner valence or-
bitals and subsequent dissociation.

The following discussion presents the triple differential cross-sections (TDCS) corre-
sponding to the single ionization of valence orbitals of 1Me5NIZ that leads to the parent
ion formation. Figure 5.13 shows the binding energy distribution for the channel and
comparison with the calculated vertical ionization potentials of the orbitals that can lead
to stable C4H5N3O+

2 (1Me5NIZ+) parent cation [162]. Comparison of the theoretical
vertical ionization potentials for the valence orbitals and the dissociation threshold [160]
shows that the first five valence orbitals (6A"-9.54 eV (HOMO), 27A’-10.58 eV, 5A"-
10.72 eV, 26A’-11.35 eV, 4A"-11.56 eV), including the HOMO orbital leads to the for-
mation of C4H5N3O+

2 parent cation. Calculated spectroscopic pole strength for these
orbitals, which is proportional to the photoionization cross-sections, suggest that all the
five orbitals contribute almost equally [162]. In our experiment the contributions from
these orbitals to the TDCS are not resolved individually, therefore each plot presented in
the discussion shows the total TDCS from all these five orbitals.

The 3D triple differential cross-sections (TDCS), are represented as polar plots in the
figure 5.14 for the scattering angles θ1 = −12◦, −16.5◦ and second electron energies
E2 = 3.7 eV, 9.5 eV. The counts are integrated within the scattering angle interval ∆θ1 =
4◦ and ejected electron energy interval ∆E2 = 4.4 eV. The ticks on each plane represent
the counts in that direction. Therefore the surface of the distribution gives the counts
which is proportional to the absolute TDCS. The direction and magnitude of the incoming
and scattered projectile (p⃗0, p⃗1) are represented by arrows. p⃗1 is deflected towards −x and
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Figure 5.13: Binding energy distribution corresponding to the parent ion 1Me5NIZ+. Calculated
ionization energies of the five highest molecular orbitals that can lead to intact parent ion are
indicated by the vertical lines [162].

+z direction in the x-z plane with scattering angle θ1. The momentum transfer vector
q⃗ is calculated as p⃗0 − p⃗1 and is also represented as an arrow. In 3D plots, the length
of the arrow does not represent the magnitude of q⃗. It is scaled for better visualization
of the momentum transfer direction. Unlike the case of lithium shown in the previous
section, one can see almost isotropic distribution. Several factors contribute to this kind
of behaviour. The most prominent reason is the multi-centre nature of the target, where
the ejected electron might scatter again at the different nuclei of the residual C4H5N3O+

2

ionic potential. This gives rise to emission in all directions filling the minima between
the binary and recoil lobes. However, the presence of the binary and recoil lobes can
be seen in all the 3D plots as a slight enhancement along the direction of q⃗. Higher
order effects due to the multiple scattering of the projectile at the residual ion, which
is significantly high in this case owing to the multi-centre nature, also contribute to the
isotropic distribution. So one could expect a significantly different distribution compared
to that of the atomic case.

Figures 5.15, 5.16 and 5.17 represents the TDCS in the scattering plane (x-z), per-
pendicular plane (y-z) and full perpendicular plane (x-y) respectively. They are com-
pared with the TDCS values calculated using the multi-centre three distorted wave model
(MCTDW) (black solid curve) [28] and the modified MCTDW-WM (green dashed curve)
which takes care of the post-collision interactions (PCI) by multiplying the MCTDW
cross-sections with the Ward-Macek factor [68] for the single ionization of HOMO or-
bital of 1Me5NIZ molecule using 97 eV electrons. The model treats the incoming, scat-
tered projectile and the ejected electron as distorted waves in the multi-centre potential
of the neutral molecule/residual ion. MCTDW cross-sections are scaled by 0.5 for better
comparison with MCTDW-WM cross-sections. Since the experimental TDCS contains
contributions from the first five valence orbitals, an assumption has to be made that the
TDCS from all these orbitals produces similar structures. Since little is known about the
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(a) θ1 = −12◦ ± 2◦, |q| = 0.57 au, E2 =
3.7± 2.2 eV

(b) θ1 = −16.5◦ ± 2◦, |q| = 0.76 au, E2 =
3.7± 2.2 eV

(c) θ1 = −12◦ ± 2◦, |q| = 0.57 au, E2 =
9.5± 2.2 eV

(d) θ1 = −16.5◦ ± 2◦, |q| = 0.76 au, E2 =
9.5± 2.2 eV

Figure 5.14: Three-dimensional triple differential cross-sections for different scattering angles
and second electron energies for single ionization of the molecular orbitals which gives rise to
stable 1Me5NIZ+ parent ion. Ticks on the x, y and z axes represent the counts in the respective
directions.

wavefunctions of these orbitals, one has to assume that the Compton profiles of these
orbitals have similar shapes since they are close to each other in binding energy. In that
case, the structures in the TDCS will also have similar shapes. As mentioned before,
the experimental TDCS values are not absolute. They are scaled with a single scaling
factor such that the cross-sections at θ1 = −12◦, E2 = 3.7 eV are in visual agreement
with the theoretical cross-sections. All data points are cross normalised to each other by
sin θ1∆θ1∆E2 and those in each plane are integrated within an angular interval of ±20◦

out of the specified plane.
A moderate agreement between the theory and experiment can be observed from

the comparison between the same. In the scattering plane, the binary and recoil region
as clearly visible in the experimental TDCS as amplitude differences below and above
180◦. Both binary and recoil peaks shift away from q⃗ and −q⃗ direction due to the post-
collision interaction between the outgoing electrons. A small angular shift is present in
the MCTDW-WM cross-section which takes care of the PCI effects. Experimental accep-
tance in this region is zero, therefore one cannot conclude about such a shift. On the other
hand, PCI causes a reduction in cross-section in the forward direction close to that of the
scattered projectile, which can be seen in the MCTDW-WM curve. In comparison with
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Figure 5.15: TDCS in the scattering plane for scattering angles θ1 = −12◦± 2◦, −16.5◦± 2◦ and
ejected electron energies E2 = 3.7 ± 2.2 eV, 9.5 ± 2.2 eV as a function of the ejected electron
angle θ2. The black curve shows theoretical TDCS using the MCTDW model scaled by 0.5 and
the green dashed line corresponds to MCTDW-WM.

the experimental TDCS one can observe the effects of PCI for E2 = 9.5 eV, as it follows
the green dashed curve close to and below 60◦, whereas for E2 = 3.7 eV the experimental
TDCS follows the MCTDW cross-sections, therefore the MCTDW-WM TDCS seems to
over-estimate the PCI effects. However, the shape of the recoil region TDCS around −q⃗
direction seems to follow the MCTDW theory in all the cases, although the magnitudes
are different. The dip in the binary peak close to the momentum transfer direction is re-
produced by the theory in all the curves. This dip shows the p character of the ionized
orbital [26].

Due to the symmetry of the collision process, the TDCS in the y-z plane (perpen-
dicular plane) is supposed to be symmetric across the z-axis. This is observed in fig-
ure 5.16. Here the shape and structure of the TDCS differ significantly from that of the
calculated TDCS. One can see that the binary and recoil lobe merges with each other in
this plane. A dip structure is observed in all four cases roughly around 90◦ and 270◦,
whereas it is around 120◦ and 240◦ in the calculated TDCSs. Similar to the scattering
plane, MCTDW-WM shows smaller cross-sections in the forward direction compared to
that of the MCTDW owing to the PCI effects. The experimental TDCS for E2 = 9.5
eV shows a similar reduction in the forward direction, however, the magnitude of such a
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Figure 5.16: Same as that of 5.15 but for perpendicular plane.

reduction is not totally in agreement with the theory. However, for E2 = 3.7 eV TDCS in
the forward direction is heavily underestimated by both theories.

TDCS in the x-y plane is presented in figure 5.17 as polar plots as a function of the
azimuthal angle (ϕ2) of the ejected electrons. This plane is defined by the polar angle,
θ2 = 90◦ of the ejected electrons. Since it is perpendicular to the incoming projectile
and the region where we define the plane does not contain any magnetic field wiggle, we
have full acceptance in the entire angular range. The enhancement towards the 0◦ sug-
gests that the plane cut through the binary region around 0◦ and the recoil, around 180◦.
Similar to the perpendicular plane, due to symmetry consideration, we expect symmetric
angular distribution around the x-axis which is defined by 0◦, 180◦. Both theories predict
two separate maxima for the binary lobe and a broader distribution around 0◦ for all the
cases, except for the case of θ1 = −16.5◦ and E2 = 3.7 eV, where the theory predicts an
additional peak around 0◦. These double maxima seem to shift closer to 0◦ for increasing
ejected electron energy and merges with each other. For increasing momentum transfer,
they tend to shift towards the y-axis. They indicate higher-order out-of-the-plane emis-
sions due to the multiple scattering at the ionic core, which tends to decrease for higher
ejected electron energies.

The shapes of the experimental TDCS in the binary region are in moderate agreement
with the theories which reproduce the double maxima at ∼60◦ and 300◦ for θ1 = −12.◦

and E2 = 3.7 eV. Their shift close to the x-axis with increasing energy is also reproduced.
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Figure 5.17: Same as that of 5.15 but for full perpendicular/normal plane.

In the case of θ1 = −16.5◦ and E2 = 3.7 eV, the relative magnitude of the side maxima
to the one at 0◦ is smaller compared to that of the theory. Also, the side maxima appear
to be slightly shifted to 90◦ and 270◦ in the experimental TDCS. However, for higher
energy and the same scattering angle (θ1 = −16.5◦ and E2 = 9.5 eV) the side maximum
appears to be in the predicted position. Both theories predict a single maximum for the
recoil lobe around 180◦, whereas the experimental shape of the recoil lobe is different
from that of the predicted values. A redistribution of the recoil lobe amplitude out of the
scattering plane is observed in all the cases. Such a redistribution manifests as a formation
of the dip in the case of scattering angle θ1 = −16.5◦. In all cases, the redistributed
recoil lobe tends to superimpose with the double maxima of the binary peak, indicating a
merging of both lobes. Therefore, the minima separating the binary and recoil peak in the
theoretical TDCS plots is absent in the experimental TCDS, instead a broad distribution
is seen around 180◦ for θ1 = −12◦ and a dip for θ1 = −16.5◦.

5.3 ICD in Hetreocycle dimer: Thiophene dimer
Understanding the relaxation processes like ICD after inner valence ionization of bio-

logically relevant molecular clusters has been gaining interest in the past few years. ICD
has been observed in benzene dimers which is the simplest prototype of a non-covalently
bonded aromatic system bound by π − π interactions [42]. It has been found that ICD is
initiated by the ionization of carbon 2s inner valence vacancy. The kinetic energy release
(KER) from the Coulomb explosion (CE) of the dimer strongly depends on the mutual ori-
entation of the molecule. Therefore, information about the conformational geometry of
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the dimer undergoing the Coulomb explosion can be deduced from the KER distribution.
A comparison of molecular dynamics simulation with the experimentally measured KER
spectrum has shown a predominant contribution of T-shaped and tilted T-shaped conform-
ers of Benzene to the ICD events in comparison to the sandwich (S) and parallel-displaced
(PD) conformers.

(a) (b)

Figure 5.18: Perpendicular (T-shaped) and parallel (sandwich) conformer of thiophene with inter-
action energies -3.12 and -1.71 kcal/mol.

This research, which was on homocycle has now been extended to heterocycles con-
taining one electro-negative heteroatom. The following discussion describes the experi-
mental results of ICD studies from thiophene dimers. Thiophene is a five-membered aro-
matic ring with one hetero atom, sulphur containing a lone pair of electrons. Theoretical
calculations on the dimer geometries of thiophene consider 17 different conformers with
three parallel (sandwich), seven perpendicular ( T-shaped) and seven coplanar configura-
tions [163]. Out of these, parallel (sandwich) and perpendicular geometries are found to
be stable structures with interaction energies of -1.71 and -3.12 kcal/mol. In comparison
with PD and T conformers of benzene conformers, which are isoenergetic, the perpendic-
ular geometry of thiophene is considered to be more stable with similar inter-molecular
separation. The larger electrostatic and dispersion interaction of the perpendicular con-
former of thiophene is due to the large atomic polarizability of the sulphur atom. Fig-
ure 5.18 shows the optimised parallel (sandwich) and perpendicular shape geometries of
the thiophene dimer.

Electron impact ionization has been performed on thiophene vapours from the su-
personic gas jet with an electron beam of energy 103 eV. Thiophene vapours stored in
a reservoir are carried by helium gas towards the supersonic gas jet assembly where it
undergoes condensation to form clusters at the nozzle during the adiabatic expansion.
Ionization fragments are directed to the electron and ion detectors using electric and mag-
netic fields. Electrons are extracted using homogeneous electric and magnetic fields of
3 V/cm and 6.9 G respectively. For the ionic fragments, a pulsed electric field of 22.57
V/cm is used which ramps up after approximately 1µs of electron detection. For studying
the double ionization channels two outgoing ionic fragments are detected in coincidence
with one of the outgoing electrons. The time-of-flight spectrum for the ions is shown
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in figure 5.19. A comparison with the mass spectra of thiophene after ionization with
synchrotron radiation upto energies 35 eV helps to identify the fragments detected [164].
The thiophene monomer has a valence shell ground state electronic configuration with
C2v symmetry given by,

(6a1)
2(4b2)

2(7a1)
2 inner valence

(8a1)
2(5b2)

2(9a1)
2(6b2)

2(10a1)
2(7b2)

2(2b1)
2(11a1)

2(3b1)
2(1a2)

2 outer valence

A comparison of binding energies of the valence orbitals [165] with the appearance ener-
gies of different fragments shows that most of the heavy fragments are produced by outer
valence ionization and subsequent dissociation. The time-of-flight spectra also show the
stable dication of the thiophene monomer which does not undergo further dissociation at
a binding energy of 25.1 eV [164].

Figure 5.19: Time-of-flight distribution of fragments from Thiophene after ionization with 103 eV
electrons. Ionization fragments are identified by comparing with the photoionization mass spectra
from [164].

The fraction of dimers and trimers in the jet is seen from the time-of-flight spectrum
around 20000 ns and 24000 ns respectively. A rough estimation shows that 5.4% of
dimers and 0.86% of trimers are present in the gas jet. Fragments from the Coulomb
explosion (CE) of thiophene dimers are detected around the monomer peak at 14300 ns.
Shoulders towards the left of the monomer peak indicate hydrogen loss channels where
the thiophene monomer loses one or more hydrogens after ionization. Towards the right
of the monomer peak, there is a shoulder from the ionization of thiophene with the 34S
isotope. Additionally, events from ionization of bigger clusters which fragment and form
C4HnS+ also arrive in this region. To identify the CE channel, two ions detected in
coincidence are plotted as shown in figure 5.20a. Calibration of the electric and magnetic
fields is done using the single ionization channel of helium since it is present in the jet as
the carrier gas.

Upon electron impact, one of the molecules of the dimer undergoes inner valence ion-
ization. The excited dimer can relax by removing an electron from the same molecule
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(Auger decay) or by transferring the relaxation energy to the neighbouring molecule and
subsequently removing an outer valence electron from the neighbour (ICD). If the binding
energy of the ionized inner valence orbital is less than the double ionization threshold of
the monomer, the only channel open for relaxation is ICD. The resulting final state with
charges on both centres undergoes the Coulomb explosion. Fragments gain kinetic energy
from the Coulomb repulsion and are emitted back-to-back. Following the momentum
conservation, they appear on a diagonal line in the time-of-flight coincidence map. The
diagonal in figure 5.20a within the red marked region corresponds to the CE fragments
of the dimer. The vertical and horizontal line at the time-of-flight position corresponding
to the zero momentum thiophene monomers (C4H4S+) (within the back dashed boxes)
belongs to false coincidences of different mass fragments with singly charged thiophene
monomers. Besides those, there are events from the above-mentioned hydrogen loss chan-
nels and ionization of bigger clusters, which appear within the same region constituting a
broad background around the dimer coincidence line. All these channels involving disso-
ciation do not fall on a line, since the abstracted neutral fragment which is not detected,
carries part of the momentum gained from the Coulomb explosion. In order to sepa-
rate events from CE of thiophene dimers from these background coincidences, we select
events which have a vector sum of the ion momenta close to zero. In the momentum sum
versus KER plot (figure 5.20b), these events appear as a separate island with the sum of
ion momenta less than 20 a.u., while the kinetic energy release is rather large.

(a) (b)

Figure 5.20: (a) Time-of-flight coincidence of two ions. The marked region shows the coincidence
between ions from the Coulomb explosion of the thiophene dimers. (b) Sum momenta of the
ions in figure 5.20a versus the kinetic energy release. Marked region shows the events from the
Coulomb explosion of thiophene dimers. Thus good events can be separated from the background
in figure 5.20a.

Figure 5.21 shows the momentum coincidence map in x, y and z directions. Detected
ions have a momentum of around 140 a.u. Resolution in the z and y appears considerably
different from that of x direction as seen from the width of the diagonal in the momentum
coincidence maps. The width in z direction is due to the inhomogeneous pulsed electric
field used for the extraction of ions, whereas in y direction, it is due to the velocity of
gas jet. In both directions, the ion resolution is worse than the x direction. Some events
beyond 90 a.u are lost in the y momentum coincidence due to the presence of electron gun.
This can be seen from the position distribution of ions with large transversal momentum
(figures 4.5and 4.3b). Therefore, ion pairs where one ion is lost from hitting the electron
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gun are not visible in y momentum coincidence plot (figure 5.21b). Hence, the maximum
momentum detected along the y direction is 90 a.u. As a consequence of these missing
momenta in y direction, a decrease in intensity is observed in the low momentum region
(< 50 a.u.) of the x and z momentum coincidence maps, where these events are supposed
to be present.

(a) (b)

(c)

Figure 5.21: Momentum coincidence maps of ions from thiophene dimers in (a) x (b) y and (c) z
directions separated from the background.

The kinetic energy release (KER) from the Coulomb explosion of thiophene dimers
is shown in figure 5.22. The distribution peaks at 2.6 eV and extends from ∼ 1.5 eV
to 3.7 eV. This is compared with the ab initio molecular dynamics (AIMD) simulations
for the minimum energy conformer of thiophene (T-shaped I conformer [163]) preformed
using the Gaussian 16 package [166] (Details of the simulation are similar to previous
works [42, 146]). The equilibrium inter-molecular separation of the T-shaped conformer
with minimum energy (I conformer) is around 5 Å and the expected Coulomb energy from
this separation is approximately 2.9 eV, which is higher than the measured peak value of
the KER distribution. It was observed in other molecular dimers that part of the kinetic
energy released is transferred to rotational and vibrational degrees of freedom [42, 167].
Therefore, one can expect KER values lower than the Coulomb energy between the ion-
ized fragments. Similarly, the minimum energy geometry of the sandwich conformers
(conformer B) is expected to have KER at 3.6 eV and that of the coplanar conformers
(conformer K) at 2.2 eV. The experimental KER distribution is in excellent agreement
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with the AIMD simulations for the T-shaped conformer (I) and shows that a larger frac-
tion of dimers in the jet has T-shaped geometry. However, the contributions from other
T-shaped conformers cannot be excluded, since they have similar intermolecular separa-
tions. The lower tail of KER spectra indicates the presence of coplanar conformers and
that at larger KER indicates contributions from sandwich conformers.

Figure 5.22: Measured KER spectra for Coulomb explosion of thiophene dimers. Red bar distri-
bution shows the AIMD simulation for the T-shaped conformer with minimum energy structure
(I) [163]. The simulated KER distribution is communicated privately by Dr. Xueguang Ren.

5.3.1 Comparison of CE channel with monomer inner valence ion-
ization channel

The projectile energy loss spectrum, calculated as E0 − E1, for the CE channel of
the thiophene dimers is shown in figure 5.24. The spectrum shows an onset at ∼20.0
eV, which indicates the binding energy of the ionized inner valence orbital. In order to
identify the initial inner valence vacancy from which the ICD is initiated, we compare
the projectile energy loss spectra of the ICD channel with the dissociation channels of the
monomer after inner valence ionization of the same state. Excited monomers after inner
valence ionization relaxes by dissipating energy to the vibrational and rotational states.
If the dissipated energy is higher than the binding energy of different bonds within the
molecule, it breaks apart into ionic and neutral fragments. Valence shell photoionization
measurements give comprehensive information about such fragmentation channels [164].
The appearance energies, ie. the minimum photon energy at which different ionic frag-
ments are produced indicate the binding energy of the ionized orbital.

In thiophene, most of the heavier fragments are produced from the ionization of the
outer valence orbitals. Principle fragmentation processes following the valence shell pho-
toionization, their appearance energies and the possible orbital from which the ionization
takes place are summarized in table 5.1.

The fragments C3H+ and C2H+•
2 have similar appearance energies 21.4 ± 0.2 eV and

19 ± 0.8 eV, respectively, and it indicates that they come from the same inner valence
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Reaction Appearance energy [eV] [164] Possible orbital [165]

C4H4S+•→ C2H2S+•+C2H2 12.2 2b1(π)
C4H4S+•→ C3H+

3 +CHS• 12.82 2b1(π)
C4H4S+•→CHS++C3H•

3 12.81 2b1(π)
C4H4S+•→C3HS++CH•

3 12.9 2b1(π)
C4H4S+•→C4H3S++H• 13.05 2b1(π)

Table 5.1: Fragments of thiophene after outer valence ionization, their appearance ener-
gies and possible orbital from which the ionization took place.

orbital [164]. Possible fragmentation channels for these ions are as follows,

C4H4S+• → C3H+ + CS + 3H• (5.1)
C4H4S+• → C2H+

2 + CH + CHS (5.2)

These fragment ions arrive within the shaded regions in the time-of-flight plot 5.23a.
In addition to them, fragments of m/q ratio close to C3H+ and C2H+

2 but with higher
kinetic energy may also arrive within this time-of-flight interval. In order to minimise the
fraction of such ions with large momenta, events corresponding to C3H+/C2H+

2 ions with
low kinetic energy are chosen by selecting the events that arrive at the centre-of-mass of
the ion position distribution as shown in figure 5.23b.

(a) (b)

Figure 5.23: (a) Red shaded region in the time-of-flight distribution shows the arrival time of the
fragments C2H+

2 and C3H+ after inner valence ionization of thiophene monomer and within the
black dashed circle in figure 5.23b. (b) Position distribution of ions corresponding to the time-of-
flight window given by the red-shaded region. The outer circle indicates fragments from the double
ionization of the monomer. The inner region shows events that emerge from the dissociation. Ions
which have low kinetic energy within the black dashed circle correspond to those having the same
initial excited state as the ICD events before double ionization leading to CE.

Projectile energy loss spectra corresponding to the monomer ionization channels
(C3H+ and C2H+

2 ) are compared with that of the ICD channel as shown in the figure 5.24.
The similarity of the three spectra suggests that all three channels correspond to ioniza-
tion of the same inner valence orbital. The onset of energy loss spectra gives the binding
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energy of the ionized orbital. Additionally, the blue dashed curve shows the energy loss
spectrum for single ionization of helium with binding energy (BE) of 24.6 eV at the
onset of the spectrum. The tail close to the onset is due to the experimental resolution
which is estimated using FWHM of the energy sum distribution (Esum = E1 + E2)(refer
section 4.6.3). Since the BE of ICD and monomer ionization channels are close to that
of helium, we can expect the same experimental resolution for both. An onset of ∼ 20
eV is observed for the monomer ionization channels and the ICD channels. Another
possible pathway is radiative charge transfer (RCT) [38] after double ionization of one
of the constituent molecules, leading to the formation of charges on both centres and
subsequent CE. The observed Coulomb explosion channel can be undoubtedly attributed
to ICD since the double ionization threshold for the monomer channel is at 25.1 eV [164]
and the observed onset is at ∼ 20 eV.

Figure 5.24: Energy loss spectra for CE channel of thiophene dimers (black open circles),
monomer inner valence ionization leading to C3H+ (green solid circle), C2H+

2 (red solid circle)
and helium single ionization (blue dashed line). The dashed line at 20 eV indicates the binding
energy of the CE channel and the monomer ionization channels. Grey dashed vertical lines indi-
cate the double ionization threshold of the thiophene monomer.

An estimate of the minimum energy required to undergo ICD can be calculated as
the sum of the HOMO orbital binding energies of both neighbouring molecules and the
Coulomb energy,

BEmin
ICD = 2×BEthio

HOMO + ECoulomb (5.3)

The binding energy of the HOMO orbital of thiophene is given by 9±0.15 eV [168] and
the estimated the Coulomb energy for the T-shaped conformer (I) with minimum interac-
tion energy is 2.9 eV. The estimated minimum energy for ICD corresponds to 20.9±0.3
eV which is in agreement with the onset of measured projectile energy loss. A compar-
ison with the measured binding energies of the inner valence orbitals of thiophene using
photoelectron spectroscopy suggests that ICD is initiated by the ionization of 7a1 orbital
(BE = 20.8 ± 0.15 [168]).

5.3.2 ICD electron spectrum
A comparison of ejected electron energy spectra of the monomer ionization channel

and ICD channel is shown in figure 5.25a. ICD electrons are expected to be distributed
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(a) (b)

Figure 5.25: (a) Ejected electron energy spectra for CE channel and monomer inner valence ion-
ization channel. Curves are normalized from 15 eV to higher energies, since below 15 eV we
expect enhancement due to ICD electrons. The difference between both curves gives the ICD
electron spectrum (b).

up to ∼15 eV. Therefore, compared to the ejected electron energy spectrum of monomer
ionization, we expect an enhancement in this region. The two spectra are normalised to
the counts beyond 15 eV. Expected enhancement due to the ICD electrons is observed
up to around 12 eV. The first data point at 0.25 eV is not reliable, due to the reduced
acceptance for electrons at 0.26 eV. A difference between both curves gives the ICD
spectrum (figure 5.25b).

Sequential double ionization of thiophene dimers

Another possible pathway that can lead to the formation of charges on two molecules
of the thiophene dimer as in the ICD final state is- sequential double ionization (SI), where
the incoming projectile removes the outer valence electron from both the molecules of the
dimer successively (figure 5.26). In this case, the minimum energy required for sequential
ionization and ICD is the same (2×BEHOMO + Coulomb energy) 20.9 eV. Therefore, from
the projectile energy loss spectra it is not clear whether ICD or SI takes place. An estimate
of the fraction of sequential ionization within the Coulomb explosion events can be done
by estimating the partial ionization cross-section for ICD and SI channels.

Reference to the fragmentation channels [164] and photo electron spectra [168] indi-
cates that the ionization of 7a1 leads to the production of C3H+ and C2H+

2 ions. Assuming
that ionization of the inner valence orbital leads to ICD in a dimer and to the production
of C3H+ and C2H+

2 ions in a monomer, the sum of partial ionization cross-sections for
the production of C3H+ and C2H+

2 ions gives the partial ionization cross-section for ICD
channel. This can be calculated from the total electron impact ionization cross-section
and the relative abundance of these ions in the time-of-flight/mass spectra.

σICD = σC3H+(E0 = 103 eV) + σC2H+
2
(E0 = 103 eV) (5.4)

=
YC3H+ + YC2H+

2

Ytotal
× σtotal

thio (E0 = 103 eV) (5.5)

The relative abundance of the monomer fragments (C3H+ and C2H+
2 ) is obtained from the
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NIST database [169] and is given by 1.49% and 0.68% respectively, and the total electron
impact ionization cross-section for thiophene at 103 eV is given by σtotal

thio (E0 = 103 eV) =
11.6× 10−16 cm2 [170], yielding partial cross-sections for the monomer ionization chan-
nels σC3H+(E0 = 103 eV) = 17.27×10−18 cm2 and σC2H+

2
(E0 = 103 eV) = 7.95×10−18

cm2. For the ICD channel σICD = 25.22 × 10−18 cm2 is obtained assuming that in the
dimer these vacancies decay completely via ICD.

Figure 5.26: Schematic showing the sequential double ionization of thiophene by electron impact
leaving the charges at two centres in the final state.

The absolute partial cross-section for SI can be calculated as a product of the partial
cross-section for ionization of outer valence orbital in the first collision and the probability
of the subsequent outer valence ionization of the other molecule. The second part is
calculated as the ratio of partial cross-section σC4H4S+ to the surface area of the sphere
defined by the equilibrium intermolecular distance between the two molecules.

σSI = σC4H4S+(E0 = 103 eV)
σC4H4S+(E0 = 94 eV)

4πR2
(5.6)

The partial cross-section of the parent ion is calculated from the total cross-section and
the relative abundance as described before σC4H4S+(E0 = 103 eV) = 3.45 × 10−16 cm2

and σC4H4S+(E0 = 94 eV) = 3.54 × 10−16 cm2. For the equilibrium inter-molecular
separation of R = 5 Å for T-shaped conformer (I) with minimum energy structure, σSI =
3.896× 10−18 cm2. Therefore the relative contribution of SI from the dimer is estimated
as 13.4% of the CE signal. Hence it can be concluded that SI is only a minor channel in
comparison to ICD.

5.4 ICD in hydrated Hetreocycles: Pyridine-D2O
Hydrogen-bonded systems are ubiquitous in nature as water molecules surround

biomatter and are weakly bound to it. In such systems several non-local decay mech-
anisms like ICD and ETMD open, after the inner valence ionization of either of the
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neighbours. Auger decay, which is a prominent local decay mechanism, is unaffected by
the presence of the neighbour. When the internal energy is not sufficient for the Auger
process, ICD may occur. ETMD becomes operative in these systems as a competing
channel to Auger decay, when the internal energy of the initially ionized molecule is
sufficient to doubly ionize the neighbour. ICD has been studied theoretically and ex-
perimentally in systems involving biologically relevant molecules and water bound by
hydrogen bonding [125, 41]. However, ETMD in such systems is not yet experimentally
observed, because it forms the same final states as the Auger channel if the initially ion-
ized molecule is water, therefore bringing in the difficulty of separating the two channels.
Recent theoretical studies show that the state energy spectra of the singly ionized and the
final doubly charged states are influenced strongly by the nature of hydrogen bonding,
whether the water acts as electron density donor or acceptor [43]. For the experimen-
tal investigation of such systems, a nitrogen-containing heterocycle, the pyridine-water
complex is chosen as an initial target.

Figure 5.27: Structure of stable complex of pyridine attached to water. N· · ·H bond between the
two molecules creates the hydrogen bond where water acts as an electron density acceptor. Image
slightly adapted from [43].

Pyridine is a six-membered aromatic π system with five carbons and one nitrogen.
The lone pair on the nitrogen and the two double bonds between the carbons form the
conjugated π system. Upon interaction with water, the most stable structure has a hydro-
gen bond between the lone pair of nitrogen and one of the hydrogens of water 5.27 [43].
Here, the water acts as an electron density acceptor.

For the experimental measurements, for better separation of the coincidence lines in
the time-coincidence map, D2O is used instead of water (H2O). Both the pyridine and
D2O, stored in separate reservoirs, are heated to produce sufficient vapour pressure and
are picked up and transported to the nozzle by helium gas. Complexes of pyridine and
D2O are formed at the nozzle where the molecules cool down due to adiabatic gas expan-
sion. Thus mixed clusters of D2O and pyridine of different sizes are present in the gas
jet. The molecules in the jet are ionized by an electron beam of 103 eV. The resulting
ionization fragments, the electrons and ions, are extracted by electric and magnetic fields.
For extraction of electrons, a homogenous electric field of 3V/cm is used and for ions,
a pulsed field that ramps up around 1 µs after the laser trigger to a maximum of 22.57
V/cm is used. Particles undergo cyclotron motion in helical trajectory with a homoge-
nous magnetic field of 6.9 G. Helium, used as a carrier gas, facilitates the calibration of
the fields.

Figure 5.28 shows the time-of-flight spectrum of ionic fragments from the gas jet con-
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taining clusters of pyridine and D2O. Pure as well as mixed clusters of water and pyridine
are detected in the spectrum. Fragments from D2O appear around 7500 ns. Fragments
OD+ and D2O+ are produced from the dissociation of D2O monomers. Therefore, their
corresponding peaks in the time-of-flight appear sharp. Whereas the fragment D3O+-
originates from larger clusters containing more than one water. This process involves the
dissociation of neutral species which transfers momentum to the ionic fragment. There-
fore, this peak appears broad compared to the other fragments from water. Not all the ions
detected, experience the same electric field. Those ions with small masses are extracted
earlier. Hence, they may leave the extraction field before the electric field has reached its
maximum. Heavier ones on the other hand experience a constant field for a considerable
amount of time.

Figure 5.28: Time-of-flight distribution of fragments from pyridine and D2O mixture after ioniza-
tion with 103 eV electrons. Ionization fragments from pyridine are identified by comparing with
the photoionization mass spectra from [171].

Fragments from pyridine monomers appear below 14000 ns, with the parent ion
C5H5N+ at 13894 ns. Some of them are identified by comparison with photoionization
mass spectra using synchrotron radiation [171]. Previous photoelectron-photoion co-
incidence measurements (PEPICO) have shown that the most abundant fragment after
single ionization of pyridine other than the parent ion is C4H+

4 with mass 52, which
appears at 11558 ns [172]. Most of the smaller fragments are products of double ioniza-
tion after Auger decay. The stable dication of pyridine monomer is not observed in the
spectrum as it may undergo fragmentation after double ionization. The singly charged
pyridine· · ·D2O complex appears at 15458 ns which overlaps with the singly ionized
(D2O)5 cluster. Therefore, an estimation of the ratio of pyridine· · ·D2O complex to pyri-
dine monomer is unreliable. However, with an assumption that half of this peak contains
singly ionized (D2O)5, a rough estimate of dimer to monomer fraction can be obtained to
be around 3.5 %.

The Coulomb explosion (CE) channel of the pyridine· · ·D2O complex is observed in
the time coincidence map shown in figure 5.29a (black dashed region). Similar to the
CE channel of thiophene dimers, the vertical and horizontal lines at the time-of-flight of
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D2O and pyridine monomers (Py+) correspond to the false coincidences of ionic frag-
ments with these monomer ions, respectively. The CE channel is observed as a sharp
line which intersects with the false coincidence lines of D2O and pyridine monomers. A
broad distribution beside the CE channel is due to the Coulomb explosion of D3O+ and
Py+ originating from bigger clusters. The width of the distribution suggests the removal
of an additional ionic or neutral fragment, indicating the origin from bigger clusters. Ad-
ditionally, a faint sharp line is observed parallel to the CE channel. This is speculated to
be arising from a proton transfer process from pyridine to D2O forming D2HO+ and Py-
H+ which later undergo Coulomb explosion. The following discussion will be focussing
only on the CE channel of D2O+ and Py+.

(a) (b)

Figure 5.29: (a) Time coincidence map showing the Coulomb explosion channel of
Pyridine· · ·D2O dimer. (b) Momentum coincidence map corresponding to the time coincidence
map in figure 5.29a. In order to separate the CE channel of D2O+ and Py+ from neighbouring CE
channels, events within the black dashed rectangle are selected.

Events on the CE channel in the time coincidence map appear to have a curved struc-
ture, instead of a straight line which is expected from the law of momentum conservation.
This is due to different electric fields experienced by fragments moving in the ±z di-
rection. Elongation or contraction of time-of-flight for particles moving in ∓z direction
is corrected using the method described in subsection 4.5.2. The reconstructed momen-
tum coincidence map is shown in the figure 5.29b. For events with pz(D2O+) > 0 and
pz(Py+) < 0, the CE channel for D2O+ and Py+ overlaps with other channels described
above, therefore making it difficult to separate them. Besides, it is difficult to judge if
the time-of-flight correction applied is right in this region. However, the events with
pz(D2O+) > 0 and pz(Py+) < 0 lie on a straight diagonal line after the time-of-flight cor-
rection and are clearly separated from the other possible channels within this region. For
further analysis of the desired CE channel, this region is chosen (within a black dashed
rectangle). Since the entire events from the CE channel of D2O+ and Py+ lie on a sphere
in the momentum space, selection of this particular event means selecting almost half of
this sphere which will give the same distribution of KER and electron spectra.

A distribution showing the sum of momenta of ions versus kinetic energy release
(KER) for the above-mentioned event selection is shown in the figure 5.30. Events are
mostly distributed at low momentum sum indicating that they originate from the Coulomb
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Figure 5.30: Sum of ion momenta versus kinetic energy release for the CE channel of D2O+ and
Py+ for events within the specified region in figure 5.29b.

explosion of the pyridine· · ·D2O complex. Further background can be reduced by select-
ing events with a momentum sum of less than 15 a.u.

The momentum coincidence in the x direction after the background reduction is shown
in the figure 5.31a. Events with maximum momenta of 75 a.u. are observed. The corre-
sponding KER spectrum is shown in figure 5.31b. The expected KER from the equilib-
rium intermolecular separation of R= 4.12 Å is approximately 3.5 eV. The value of R is
estimated from the geometry of the dimer from the theoretical calculations [43] and is pri-
vately communicated by Dr Anna D. Skitnevskaya. The measured KER spectrum shows
a peak at 2.5 eV with a shoulder at 1.2 eV. Similar to the case of the thiophene dimer one
can expect a slightly lower KER value than the Coulomb energy, due to the transfer of
part of the Coulomb energy to the vibrational and rotational degrees of freedom. Since we
lack the AIMD simulations for the CE channel, a comparison to the different structures
of the complex is not possible yet.

Previous studies of CE from hydrated THF have shown a broad distribution of KER
spanning from 2 eV to 5 eV [41]. An argument could be made that the charge on two cen-
tres may arise from the radiative charge transfer (RCT) process, in which one molecule
initially in an excited doubly charged state could transfer a charge to the neighbour, form-
ing the same final states as ICD. Such a transfer process occurs preferably at a lower
intermolecular distance compared to the equilibrium distance. This will give rise to a
larger KER value compared to that of the ICD channel. Such a process was observed
in the case of argon dimers [38] as an additional channel to the ICD which produces two
separate peaks in the KER spectra. Whereas, in the case of CE of the THF· · ·water dimer,
the origin of the broad spectra was unexplained due to the lack of experimental evidence.
For the pyridine· · ·D2O complex, such a broad spectrum is not observed. Therefore, one
can omit the possibility of RCT. However, the shoulder peak around 1.2 eV needs atten-
tion. Previous theoretical works suggest that all other possible structures for the complex
are at least 3 kcal/mol higher in energy [43, 173]. Thus, the formation of an alternative
structure with a large intermolecular distance can be neglected. Previous experiments on
benzene dimers suggested a possibility of an additional excitation of stretching vibration
of the CH bond accompanying ICD [42]. A similar argument could be made in the case of
hydrated pyridine if CH and OD stretching vibrational modes are excited which amounts
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to 0.4 eV [174] and 0.34 eV [175, 176] respectively. This will produce a shift in the
KER value towards the low energy from the prominent peak by the energy of vibrational
excitation.

(a) (b)

Figure 5.31: (a) Momentum coincidence map in the x direction for CE channel of D2O+ and
Py+ after background reduction. (b) KER distribution for CE channel of D2O+ and Py+ after
background reduction.

5.4.1 ICD initiated from D2O inner valence vacancy
In the following, it is attempted to identify the molecular centre and the ionized orbital

initiating ICD. Therefore, we analyse theoretical calculations of the single and double
ionization energies and the measured projectile energy loss spectrum. Figure 5.32 shows
the calculated single ionization potentials of the pyridine· · ·water dimer (lower plot) and
the double ionization potential leaving two charges on both molecules (upper plot, blue
sticks) and on pyridine (upper plot, orange sticks). These electronic state energies should
be identical for deuterated water. According to these calculations, the ICD channel opens
at 22.6 eV from carbon 2s−1 vacancy producing charges on both molecules. Auger chan-
nel opens at 24.1 eV initiated by the C 2s−1 vacancy forming a final state with both the
charges on pyridine [43]. To identify experimentally the electronic states from which the
ICD takes place, we compare the projectile energy loss spectra of the electrons, which are
detected in coincidence with the two ions from the CE channel with the theoretical single
ionization spectra.

The projectile energy loss spectrum for the CE channel is shown in figure 5.34 (blue
circles). The curve shows an onset at around 25 - 27 eV. The experimental resolution of
this measurement is the same as for the CE channel of thiophene dimers since both mea-
surements were done consecutively with the same experimental parameters (refer section
4.6.3). ICD can be initiated either from the inner valence orbital of D2O or pyridine.
The theoretical single ionization potentials in this energy range show carbon and nitro-
gen 2s−1 inner valence holes from pyridine and oxygen 2s−1 vacancy from D2O. Since
for the inner-valence vacancies in pyridine above 24.1 eV the Auger decay channel is
open, which is normally faster than ICD, we first investigate water ionization as the ICD-
initiating process. Singly ionized states of water are shown with green sticks in figure 5.32
and show a weak line from the oxygen 2s−1 vacancy at 29 eV which belongs to the 2a1
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band of water. Since it is at or above the onset of the projectile energy loss spectrum
one can assume that ICD may be initiated from this energy level. We can obtain the pro-
jectile energy loss spectrum for ionization of this level in water monomers which show
characteristic dissociation and compare it with the CE energy loss spectrum. Ionization
of this orbital in water monomers produces O+, OD+ and D+ with branching ratios 24%,
16% and 60% respectively [177]. Previous photoionization measurements show that the
produced O+ has a kinetic energy of 0.3 eV [177]. It is detected in our time-of-flight
distribution between 6890-7160 ns.

Figure 5.32: Theoretical single and double ionization spectra for pyridine· · ·H2O complex [43].
The lower panel shows the single ionization potentials of orbitals from both pyridine and water.
Green sticks are orbitals water. The upper panels show the doubly-charged states with charges
on pyridine molecule formed due to Auger or ETMD processes (orange sticks) and with charges
on both molecules from ICD (blue sticks). The dashed orange vertical line indicates the lowest
double-ionized state in pyridine.

Figure 5.33a shows the time-of-flight distribution for ionization of pure pyridine (red)
and a mixture of D2O and pyridine (blue). Both the curves are normalised to the to-
tal counts under the peak where the C4H+

4 fragment arrives (figure 5.28, 11558 ns). An
enhancement of the counts after 6750 ns shows fragments from D2O. The background
counts within this time-of-flight interval where we detect O+ fragments also consist of
events from the fragmentation of pyridine after single and double ionization which is
seen as an extension of the tail from 6700 ns of the red curve. O+ fraction of 67% is
estimated within this time-of-flight interval. Isolation of the O+ fragment ions originating
from the O 2s ionization of water can be done by selecting O+ ions with small momen-
tum corresponding to the kinetic energy ∼0.3 eV [177]. This can be done with the help
of the electron energy versus ion momentum plot corresponding to the time-of-flight in-
terval of O+ fragment (red shaded region in figure 5.33a) as shown in figure 5.33b. Y-axis
shows the energy spectrum of the electrons detected in coincidence with the ionic frag-
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(a) (b)

Figure 5.33: (a) Red shaded region in the time-of-flight distribution shows the arrival time of O+

fragment after inner valence ionization of D2O. Other fragments in the spectra are indicated. (b)
Electron energy versus ion momentum plot for events within the selected time-of-flight interval.
Ions which have a low kinetic energy of 0.2 eV are indicated by the red dashed rectangle and
correspond to those having the same initial excited state as the ICD events.

ment. The scattered projectiles are supposed to have an energy of around 70 eV and the
ejected electrons up to 20 eV. This plot may contain events originating from the single
and double ionization of water or pyridine (due to the above-mentioned background from
pure pyridine ionization). The O+ originating from the single ionization of O 2s orbital
with 0.2 eV energy is expected around 15-20 a.u (red dashed box). The projectile energy
loss spectrum for events in this region is plotted in the figure 5.34 (green solid circle) and
it matches with the CE channel. Thus one can conclude that the ICD is initiated from
oxygen 2s−1 vacancy.

Figure 5.34: Energy loss spectra for CE channel of pyridine· · ·D2O complex (blue open circles),
D2O inner valence ionization leading O+ (green solid circle) and helium single ionization (red
dashed line). The Violet dashed line at 26.5 eV indicates the binding energy of the CE channel
and the monomer ionization channels. The grey dashed vertical line indicates the double ionization
threshold of the isolated pyridine monomer.
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ICD electron energy spectra can be obtained in the same way as demonstrated in the
previous section for the CE of thiophene dimers. The ejected electron spectrum for the
CE channel of the pyridine· · ·D2O complex is shown in figure 5.35a (black open circles).
For comparison, the monomer ionization spectrum of D2O inner valence orbital (2a1)
leading to O+ is shown in red open circles. Both curves are normalised above 15 eV,
where no ICD electrons are expected. The spectrum beyond 15 eV is supposed to be
identical for both curves, since beyond this energy we expect only scattered projectiles
and the ejected electrons from the inner valence orbital which should be essentially the
same for both target species. An enhancement of counts below ∼ 17 eV is observed due
to additional ICD electrons. The difference of both spectra shown in figure 5.35b gives
the ICD electron distribution. For both figures, the first data point at 0.2 eV is not reliable
as the minimum energy with good acceptance is 0.26 eV for electrons. Therefore, the
reduction of counts is due to bad acceptance.

(a) (b)

Figure 5.35: (a) Ejected electron energy spectra for CE channel and monomer inner valence ion-
ization channel. Curves are normalized from 15 eV to higher energies, since below 15 eV we
expect enhancement due to ICD electrons. The difference between both curves gives the ICD
electron spectrum (b).

5.4.2 ICD initiated from pyridine inner valence vacancy
The theoretical single ionization spectrum of the pyridine· · ·water dimer shows addi-

tional orbitals from carbon and nitrogen in the energy region of the onset of the projectile
energy loss spectrum. Therefore, a question may be asked as to what happens if those
inner valence orbitals of pyridine are ionized, if it may lead to ICD. Therefore, we try
to identify pyridine monomer fragmentation channels which originate from inner-valence
vacancies in the 25-30 eV energy range in order to obtain energy loss spectra and ejected
electron spectra for comparison with the dimer CE spectra. Since these state energies are
above the Auger threshold double ionization and fragmentation into two charged frag-
ments are likely. Ion-ion coincidence measurements on pyridine monomers are not yet
available in the literature within this energy range. Dissociation of pyridine below the
double ionization threshold mostly gives rise to the fragment C4H+

4 [172]. Dissociative
photoionization studies in the entire inner valence energy range show the production of
the fragments C4H+ , C3H+ and C2H+ with appearance energies 29.5 eV, 27.7 eV and
29.7 eV respectively [171]. A comparison of these energies with photoelectron spectra
showing the valence orbital energies suggests that these ions may be originating from the
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ionization of 1a1 band of the inner valence orbital of pyridine [178] which is in the range
from 26-30 eV.

In our time-of-flight spectrum, these fragments should be detected at 11219 ns, 9914
ns and 8446 ns respectively. However, none of the above-mentioned methods used to
separate the fragments of dissociative ionization of the desired inner valence orbital pro-
duces the identical projectile energy loss spectrum corresponding to the CE channel of
pyridine· · ·D2O complex. It could be due to the fact that several fragmentation channels
are detected in these time-of-flight regions, hence making it difficult to separate the de-
sired dissociation channel. Another possibility is that the ionization of 1a1 predominantly
leads to Auger decay and subsequent fragmentation. As mentioned above the theoreti-
cal double ionization spectra in figure 5.32, show that the Auger channel is open in the
binding energy region under discussion.

5.4.3 Comparison with Auger decay initiated from N 2s−1 vacancy
Several Auger and ETMD channels leading to dicationic pyridine are predicted in the

theoretical double ionization spectra (figure 5.32) which may lead to fragmentation of the
molecule [43]. Several such fragmentation channels are observed in the time-of-flight
coincidence spectra. A comparison of such channels with the energy loss spectra of the
ICD channel can render useful to understand the relaxation mechanisms of inner valence
orbitals of pyridine.

Figure 5.36: Time coincidence plot indicating the CE channel of pyridine· · ·D2O dimer (solid red
box) and one of the Auger channels of pyridine leading to the fragment CH+

3 and C4H2N+ (red
dashed box).

Figure 5.36 shows the time coincidence map of pyridine and D2O mixtures. The
solid red box shows the region of the CE channel of the pyridine· · ·D2O dimer. Another
CE channel at the time coincidence position of (6750 ns, 12750 ns) is indicated by the
dashed red box. The fragments involved in this Coulomb explosion should be CH+

3 and
C4H2N+ with mass 15 amu and 64 amu respectively, giving rise to a sharp coincidence
line. Additional three channels involving further hydrogen loss from CH+

3 are observed
beside the sharp line. The blurred distributions of the hydrogen loss channels are because
the neutral hydrogen involved takes away a fraction of the momentum released from the
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fragmentation process. The sharpness of the coincidence spectra shows that the origin of
the channel should be from the isolated pyridine because the removal of water attached to
it also cause blurring of the line.

A comparison of the projectile energy loss spectra for both channels is shown in fig-
ure 5.37. Both spectra are normalised to the peak around 40 eV where we expect the
scattered projectile. The similarity in the onset of both spectra shows that the initially
ionized state should be from the inner valence orbitals of pyridine, either from the C 2s−1

or N 2s−1, which has energy close to the oxygen inner valence orbital from which ICD
is initiated. However, the spectra start to differ from each other beyond 45 eV where
electron counts for the Auger channel start to increase. At energies below ∼50 eV of
projectile energy loss spectra, one expects a considerable amount of scattered projectile
and above ∼80 eV low energy ejected electron dominates. In the valley between both
peaks, one could expect a mixture of scattered projectiles and ejected electrons. Since
both channels involve the same number of electrons (scattered projectile and two ejected
electrons), if the initial states were the same for both channels, one should expect the
same distribution for the entire energy range. Increased counts beyond 45 eV for the
Auger channel indicate, the ionization of the core orbitals which decay via the Auger pro-
cess. Here the energy loss is larger and Auger electrons from these core ionized orbital
have energies higher than that of the ICD electrons which have energies predominantly
below 15 eV. Therefore, one can conclude that the ICD is initiated predominantly from
oxygen inner valence orbital whereas the same from pyridine inner valence orbitals can-
not be completely excluded. However, Auger is initiated from the inner valence orbital
within the same energy range as well as from the core orbitals of pyridine. For a complete
understanding of the ICD initiated from pyridine, the CE channel from the pyridine dimer
should be studied.

(a) (b)

Figure 5.37: (a) Energy loss spectra for the CE channel of pyridine· · ·D2O dimer (blue open
circles) and the Auger channel of pyridine leading to the fragment CH+

3 and C4H2N+. (b) The
region within the grey dotted rectangle in figure 5.37a is shown as the zoomed spectra in the range
from 10 eV to 70 eV showing the similarity of both spectra up to ∼ 45 eV.

Sequential double ionization channel

Similar to the CE channel of thiophene dimers, we can expect a fraction of the
Coulomb explosion channel initiated from the sequential double ionization of two
molecules within the pyridine· · ·D2O complex. Here the projectile has to ionize the
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HOMO orbitals of D2O and pyridine successively. This requires a minimum energy
corresponding to the sum of binding energies of HOMO orbitals of D2O and pyridine,
and the Coulomb energy between the ionized molecules (BEHOMO(Py) + BEHOMO(D2O)
+ Coulomb energy). The binding energy of the HOMO orbital (1a2) of pyridine is 9.6
eV [178] and that of D2O (1b1) is 12.6 eV [179]. The Coulomb energy corresponding
to the equilibrium intermolecular distance is 3.5 eV. The estimated minimum energy for
sequential ionization (SI) which amounts to 25.7 eV is slightly lower than the observed
onset of the projectile energy loss spectrum of the CE channel. However, the possibility
of SI cannot be completely neglected.

An estimation of the partial cross-section of SI can be done as a product of the par-
tial cross-section for ionizing the first molecule and the probability to ionize the other
molecule subsequently which can be calculated as the ratio of the partial ionization cross-
section to the surface area of the sphere defined by the equilibrium intermolecular sepa-
ration, R= 4.12 Å.

σSI = σPy+(E0 = 103)
σD2O+(E1 = 93.4)

4πR2 + σD2O+(E0 = 103)
σPy+(E1 = 90.4)

4πR2 (5.7)

The relevant partial ionization cross-sections are given by σPy+(E0 = 103) = 4.47×
10−16 cm2, σD2O+(E1 = 93.4) = 1.38 × 10−16 cm2, σD2O+(E0 = 103) = 1.374 × 10−16

cm2 and σPy+(E1 = 90.4) = 4.6 × 10−16 cm2 [180, 181]. The partial ionization cross-
section for SI is thus estimated to be σSI = 5.855× 10−18 cm2.

Assuming that the ionization of O 2s orbital leads to CE in pyridine· · ·D2O complex,
the partial ionization cross-section of the ICD channel is given by the partial ionization
cross-section of the inner valence orbital (2a1) of D2O, which can be estimated from
that of O+ fragment produced with a branching ratio of 24% after the ionization of 2a1
orbital [177]. σO+(E0 = 103) = 7.452 × 10−18 cm2 [181] yields σO2s−1 = 2.98 × 10−17

cm2. The fraction of SI in the CE signal is thus estimated to be 16.6%. Hence it is only a
minor channel in comparison to ICD.
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Chapter 6

Summary and outlook

The present study comprises measurements of electron impact ionization conducted on a
variety of molecules, spanning from basic three-electron systems such as lithium to com-
plex molecules and clusters. The objectives of this Ph.D. work can be classified broadly
into two. The first part focuses on the studies of (e,2e) cross-sections on targets which
are solid at room temperature and the second part is the study of relaxation mechanisms
after inner valence ionization of biologically relevant molecular complexes, particularly
focusing on Intermolecular Coulombic Decay (ICD). All the measurements were per-
formed using the reaction microscope (ReMi) combined with an electron gun at the Max
Planck Institute of Nuclear Physics, Heidelberg, Germany. This enables the coincidence
detection of charged particles produced from an ionization event upon collision with an
electron beam of well-defined energy.

The first part describes experimental modifications of the existing reaction micro-
scope, which previously employed only a supersonic gas jet, to incorporate atomic and
molecular vapours of solid targets as well. Two different experimental approaches are
described in the thesis. For the measurement of (e,2e) cross-sections of lithium, an oven
that produces a collimated effusive atomic/molecular beam is used. To produce a lithium
beam of sufficient target density at the interaction region, the oven was heated to 800◦C.
(e,2e) cross-sections of a complex molecule 1-Methyl,5-Nitroimidazol which is in solid
state at room temperature, is measured as a second solid molecular target. Vapours of
the molecules are introduced to the interaction region using a syringe needle setup. For
optimization of target density, the syringe reservoir can be heated to around 100◦C.

Measured 3D cross-sections, covering a large part of the full solid angle, on lithium are
the first for the single ionization of 2s orbital with intermediate projectile energy of 105 eV
and could serve as a stringent test for theories. The angular distribution of the ejected elec-
trons with energies E2 = 5, 15± 2.5 eV and at scattering angles θ1 = −15◦,−20◦ ± 2.5◦

are presented. TDCS at various scattering angles and with different ejected electron ener-
gies are presented in scattering, perpendicular, all perpendicular, and azimuthal planes. In
contrast to the previously measured helium TDCS [17], a large difference in magnitude
is observed between the binary and recoil peaks. This is as expected since the ionization
takes place from the 2s orbital which is farther away and loosely bound to the nucleus,
thereby reducing the probability of backscattering in the ionic potential. A considerable
amount of ‘out of the scattering plane’ emission is observed for small ejected electron en-
ergy as a result of higher-order effects which can be a manifestation of multiple scattering
of the projectile at the target nucleus or at the other electrons in the atom. Further compar-
ison with theoretical models is required to get better insight into the collision dynamics.
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At large ejected electron energy E2 = 15±2.5 eV, the recoil peak completely disappears,
and the measured width of the binary peak matches with that of the theoretical Compton
profile of 2s orbital for lithium. This is an important result as it shows that the three-body
effects become considerably low and the collision is governed by the two-body interac-
tions between the projectile and the bound electron. This allows us to resolve the initial
state of the bound electron. A long-term goal of this project is to measure the electron-
electron angular correlation of outgoing electrons after double ionization of lithium close
to the ionization threshold. This was motivated by a theoretical prediction that the out-
going electrons will proceed through in a ‘T’- shaped break-up pattern for lithium [31]
in contrast to the Wannier break-up dynamics which predicts the outgoing electrons with
mutual angle 120◦ with each other [15]. A low ionization cross-section of the channel
at threshold energy makes the experiment technically challenging. Improved detection
efficiency of the detectors and better optimization of the target can realize the experiment,
even though it requires a longer beam time.

Similarly, the triple differential cross-sections (TDCS) for the single ionization chan-
nel of 1-Methyl,5-Nitroimidazole (1-Me,5-NIZ) with an electron beam of energy 97 eV,
forming parent ions, are presented for ejected electron energies E2 = 3.7, 9.5±2.2 eV and
at scattering angles θ1 = −12◦,−16.5◦±2◦. Both the 3D distributions of ejected electrons
and two-dimensional TDCS, i.e. cuts through the 3D TDCS, are presented. Comparison
with the theoretical vertical ionization potentials suggests the parent ion is formed from
the ionization of five valence orbitals [162] which are energetically not resolved exper-
imentally. The experimental TDCSs are compared with that of the multi-centre three
distorted wave (MCTDW) [28] model calculations for single ionization of the HOMO
orbital. Since the experimental TDCS contains contributions from five orbitals, an as-
sumption has to be made that the structure of TDCS is similar for all these orbitals, since
they are very close to each other in binding energy therefore, the Compton profile corre-
sponding to them is similar. Although the distribution is rather isotropic in all directions,
enhancement of cross-section in the binary region in comparison to the recoil region can
be identified. A dip in the distribution in the scattering plane at the momentum transfer
direction suggests a strong p character of the ionized orbital. This is reasonable because
the molecule contains three π bonds and all the ionized orbitals are probably of π nature.
As expected, considerable out-of-the-plane emissions due to the multiple scattering of the
projectile in the multi-centre target potential are observed. In general, the MCTDW the-
ory is in moderate agreement with the measured TDCS. This demonstrates that the new
additions to the present reaction microscope bring in the possibility to measure (e,2e)
cross-sections of a wide range of targets in solid-state at room temperature which cannot
be provided with the supersonic gas jet.

The second part of the thesis describes the study of ICD in biologically relevant
molecules such as thiophene dimers and pyridine· · ·D2O dimers. Both targets were
formed in the supersonic gas jet during adiabatic expansion. Thiophene in liquid form,
which has a vapour pressure of 106 mbar at room temperature is stored in a reservoir con-
nected to the gas line to the supersonic jet chamber. Vapours are carried to the nozzle by
the carrier gas helium. To prepare pyridine· · ·D2O dimers, both the liquids stored in sep-
arate reservoirs are heated to have sufficient vapour pressure to produce cluster formation
at the nozzle.

The ICD studies on thiophene were conducted as an extension of the previous studies
in benzene [42], which is a pure carbon-based aromatic ring. The experiment enables
us to study the effect of heteroatoms like sulphur on the ICD spectra and the ionized
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orbital since it brings in changes to the inner valence orbitals. Doubly ionized dimers
with charges on both molecules undergo a Coulomb explosion (CE) and are detected in
coincidence with one of the outgoing electrons. Kinetic energy release (KER) from the
CE of dimers is measured and, has a peak at 2.6 eV and tails extending to lower and higher
KER values. A comparison with ab initio molecular dynamics simulations suggests that
the peak distribution of the KER corresponds to the minimum energy conformer - ‘T’
shaped (I) among the 17 different conformers mentioned in the literature [163]. The
appearance of the onset of projectile energy loss spectra, way below the double ionization
threshold unambiguously suggests that the measured CE signal is from ICD. Therefore,
the radiative charge transfer (RCT) process which could lead to the same final state as ICD
cannot take place, since the Auger channel is closed in this energy range. Comparison of
projectile energy loss spectra with that of the monomer ionization channel leading to
the formation of C3H+ and C2H+

2 fragments and with the valence orbital energy spectra
of thiophene monomers from the literature [168] suggest that ICD is initiated from the
7a1 band of the C 2s−1 orbital. In addition to that, an estimation of sequential double
ionization of thiophene dimers leading to the same final states as ICD is done and found
to constitute not more than 13.4% of the CE signal. The ion-ion time coincidence map
of thiophene also shows several fragmentation channels after the double ionization of the
monomer. So far, these channels remain unanalysed. The study of these channels can
give more insight into the Auger processes initiated from the inner valence orbitals in the
molecules which can be a competing decay channel within this energy range.

Experiments on hydrated pyridine were conducted as part of the studies on the effect
of the hydrogen bond position on the ICD process. Theoretical calculations show that
the presence of a hydrogen-bonded neighbour can open additional non-local relaxation
mechanisms like ICD and ETMD. It was shown by theory that water in the electron-
accepting position can cause additional opening of ICD channels from the C 2s−1 orbital
and water in electron-donating position can open Auger channels from the C 2s−1 vacan-
cies [43]. First experiments towards these studies where conducted on pyridine· · ·D2O
dimers, where water acts as an electron density acceptor with hydrogen attached to the
nitrogen atom via H-bonding. Ionic fragments from the CE of the dimer are detected in
coincidence with one of the outgoing electrons. The KER distribution shows a prominent
peak structure at 2.45 eV with a shoulder at around 1.2 eV. Observed projectile energy
loss spectra for the CE channel having an onset around 26.5 eV are compared with the
monomer inner valence ionization channel of D2O leading to the formation of O+ frag-
ments, thereby suggesting that the observed ICD is initiated from the O 2s−1 inner valence
vacancy. The measured onset indicates that the binding energy of the ionized orbital is
above the double ionization threshold of pyridine, meaning the Auger process is open
in this energy range. ICD initialized from the pyridine inner valence vacancies of either
C 2s−1 and N 2s−1 are not identified. Therefore, an assumption was made that Auger
decay is faster than ICD for vacancies initiated from pyridine. A comparison of one of
the Auger channels with ICD is also shown, which is initiated within the same binding
energy range. Another possibility of an excited doubly ionized state with two charges
on pyridine producing the same final state as the CE channel via RCT can be omitted as
the KER spectrum should be broad distribution or higher values for events formed in this
process. For further understanding of the Auger process, a comparison with pure pyridine
dimer is necessary.
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Appendix A

Atomic units

‘Hartree’ type atomic units (au or a.u.) form a system of natural units based on the prop-
erties of hydrogen atom and electron, which is especially convenient for atomic physics
calculations. Four fundamental physical constants forms the basis of atomic units, where
the numerical values are all unity by definition. Units of other quantities can be derived

Fundamental constant Formula Value in SI units Value in a.u.
Mass (Electron mass) me 9.10938× 10−31 1

Charge (Elementary charge) e 1.60218× 10−19 C 1
Planck constant ℏ 1.05457× 10−34kg m2 s−1 1

Coulomb force constant ke = 1/4πϵ0 8.98755× 109 kg m3 s−2 C−2 1

Table A.1: Fundamental atomic units

from the fundamental atomic units.

Quantity Unit Value in SI units
length a0 0.529177× 10−10 m
time ℏ/Eh 2.41888× 10−30 kg

velocity vB = αc 2.18769× 106 m/s
energy Eh 4.3597× 10−18 J

momentum ℏ/a0 1.99285× 10−24kg m/s

Table A.2: Physical quantities in atomic units with ℏ = e = me = 4πϵ0 = 1 and
α−1 = 137.0359
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