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Chapter 1

Introduction

This thesis studies aspects of the interaction of light with matter—one of the

most fundamental processes in nature. A detailed understanding of the proper-

ties of atoms and molecules can be achieved by spectroscopic studies in the gas

phase, for example, in a collimated beam. These studies can reveal ever greater

detail when ever better control over the motion of the species is achieved. A

configuration of laser beams can control the movement of atoms and molecules

in three dimensions, which is the process of laser cooling. Atoms and molecules

can be slowed from hundreds of meters per second, their typical speed at room

temperature, to almost a standstill. This increases the available interaction

time and improves the accuracy of spectroscopic measurements accordingly.

The temperature of a trapped gas can be lowered such that the thermal de

Broglie wavelength exceeds the inter-particle distance and wave packets of par-

ticles begin to overlap. With further cooling, bosons condense into a single

quantum state, which has been extensively studied in atomic physics but is

still a long-standing goal for molecular physics [1]. The work in this thesis rep-

1



2 Chapter 1. Introduction

resents the first steps in demonstrating that the diatomic molecule aluminum

monofluoride (AlF) can be laser cooled and trapped at high density. Tools and

techniques to control this molecule are established using cadmium (Cd) atoms

as a test system.

1.1 Motivation

Over the past few decades, many atomic species have been laser-cooled and are

currently used for precision spectroscopy, quantum computing, and metrology

applications [2–5]; precise instruments, such as atomic clocks, magnetometers,

gravimeters, and accelerometers, have been developed [6–10]. In recent years,

substantial progress has been made in the development of techniques for di-

rectly cooling molecules instead of associating ultracold, laser-cooled atoms to

a molecule. In addition, complementary tools for classes of molecules that can

not be laser-cooled have been developed, such as Stark and Zeeman deceleration

and optoelectrical Sisyphus cooling [11–13]. Direct laser cooling of molecular

ions is the subject of ongoing studies [14,15]. Precision measurements of atoms

and ions are the foundation for measuring time∗ and can even be used to mea-

sure the stability of fundamental constants over time [17]. Ultracold molecules

hold great promise for having a similarly profound impact on science and tech-

nology; for example, the rich internal energy level structure of molecules and

their long-range dipolar interactions provide opportunities for quantum infor-

mation science and quantum simulation [18–20]. Furthermore, the effective

electric field experienced by the valence electron in polarized molecules such as

∗“The second, symbol s, is the SI unit of time. It is defined by taking the fixed numerical
value of the caesium frequency ∆νCs, the unperturbed ground-state hyperfine transition
frequency of the caesium-133 atom, to be 9192631770 when expressed in the unit Hz, which
is equal to s–1.” [16]
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ThO, YbF, or HfF+ is significantly larger than in atoms [21–23]. This makes

molecules more sensitive to symmetry-violating effects. Such molecules can be

promising candidates for searches for new physics through permanent electric

dipole moments of fundamental particles, such as the electron [24]. However,

molecules also present new challenges: more sophisticated cooling mechanisms

are needed, and beam sources are less efficient; as a result, the number of

trapped molecules and the phase-space density in the trap are currently orders

of magnitude lower than for atoms (see Chapter 4). In this thesis, I show how

these obstacles can be overcome by choosing the AlF molecule as a candidate

for laser cooling.

The AlF isotopologue 27Al19F that we study in the laboratory has astronomical

importance as it can be found in the photosphere of the sun and the circum-

stellar envelopes of carbon-rich stars such as IRC-10216 and CRL 2688 [25–28].

AlF is one of the main fluorine carriers in the gas phase in the outflow of evolved

stars. Thus, the detection of AlF may lead to a better understanding of the

nucleosynthesis production of fluorine in space [29]. Radioactive 26Al has a

lifetime of 7.2 × 105 years and can only be found in trace amounts on Earth,

where it plays a role in dating the terrestrial age of small solar system bodies

such as comets or meteorites. In connection to that, a recent study discovered

the radioactive isotopologue 26Al19F in the remnant of an ancient explosion in

space [30]. This study identified stellar mergers as a galactic source of 26Al.

Since 26Al19F has never been measured in the laboratory, the identification of

this alien isotopologue is based on accurately known spectroscopic constants of

27Al19F combined with the known isotopic scaling laws for these constants.
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1.2 Cold atoms and molecules

The first experimental realization of controlling gas phase atoms with radiation

is believed to have been in 1933, when Frisch† proved Einstein’s theory of

radiation recoil [33]. He observed that light from a sodium lamp leads to the

deflection of an atomic sodium beam by about 0.029 m/s per absorbed photon.‡

This proved the particle-like behavior of light quanta and was followed by

many more experiments using lasers in combination with various atomic and

molecular beams [35–39].

Decades after Frisch’s experiments, in 1970, Ashkin proposed a scheme

for translational control as well as quantum-state and isotope selection of

atoms from an atomic beam by using the radiation pressure of high-intensity

monochromatic light [40]. In 1975, Hänsch and Schawlow extended this scheme

for cooling a low-density gas of neutral atoms using the radiation pressure of

red-detuned pulsed lasers [41]. The temperature of such a laser-cooled gas de-

pends on the detuning of the trapping laser frequency and its intensity. Both

factors govern the rate at which photons are absorbed and emitted. At the

same time, Wineland and Dehmelt proposed a scheme to cool ions in a Pen-

ning trap in all degrees of freedom to far below room temperature [42]. The

first demonstration of three-dimensional laser cooling took another ten years.

In 1985, Steven Chu and coworkers studied sodium atoms in an “optical mo-

†Otto Robert Frisch was an associate of Otto Stern in Hamburg at that time. In the same
year, they also published their measurement of the magnetic moment of the proton [31]. Two
days after the publication date, Frisch’s contract was terminated under Nazi racial laws. He
emigrated to Great Britain soon after with the help of Stern [32].

‡Many years later, in 1995, sodium was one of the first atoms used to demonstrate Bose-
Einstein condensation [34]. Wolfgang Ketterle shares the 2001 Nobel Prize in physics with
Eric Cornell and Carl Wieman “for the achievement of Bose-Einstein condensation in dilute
gases of alkali atoms, and for early fundamental studies of the properties of the condensates.”
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lasses” [43].§ By measuring the ballistic expansion of the atoms after switching

off all confining fields, they determined a microkelvin translational temperature

of the atoms. This corresponds to an increase in interaction time of a factor

104.¶ This research culminated in the experimental realization of a new state

of matter, the Bose-Einstein condensate, in 1995 [1].

The history of direct laser cooling of molecules follows similar milestones

as for atoms but at a significantly faster pace. The first directly laser-cooled

molecule was SrF. From the first experimental measurement of a radiative force

on this molecule in 2009 and transverse laser cooling in the next year, it took a

total of five years until SrF was successfully loaded into a magneto-optical trap

(MOT) at a temperature of 2.4 mK [37,44,45]. Albeit considered a “straightfor-

ward extension of atomic techniques”, the laser setup was significantly more so-

phisticated and included three additional vibrational repump lasers with radio-

frequency sidebands for recovering population lost to optically dark states [45].‖

In the following years, the list of laser-cooled molecules was extended with cal-

cium monofluoride (CaF) molecules that were first laser slowed and then cooled

to 50 µK [46, 47]. Shortly after, other molecules such as yttrium oxide (YO)

were trapped and laser-cooled [48]. Today the list of successfully laser-cooled

diatomic molecules further contains YbF, BaH, CaH, and BaF [49] [39,49–51].

Several other candidates are being investigated, such as TlF, AlCl, CH, and

MgF [52–57]. The list of polyatomic molecules considered by the community

includes SrOH, YbOH, CaOCH3, and CaOH, of which the latter has been

successfully trapped [58–61]. In contrast to laser-coolable diatomic molecules,

§Chu shares the 1997 Nobel Prize in physics with William D. Phillips and Claude N.
Cohen-Tannoudji “for development of methods to cool and trap atoms with laser light.”

¶Compared to a room temperature gas and a ≈1 cm diameter laser beam.
‖Atoms are usually not actual two-level systems as they also have an internal structure.

However, one repump laser is sufficient for most cases.
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polyatomics have parity doublet states that allow for internal comagnetometry

and strong rejection of systematic errors [59]. However, the number and density

of trapped molecular gases is three to four orders of magnitude lower than that

of laser-cooled atoms, which severely limits their applications. This has not im-

peded the loading of optical [62,63] and magnetic traps [64,65], to study molec-

ular collisions [66] and to observe long rotational coherence times [67]. The low

density in molecular MOTs severely limits the subsequent use of laser-cooled

molecules to study strongly interacting, many-body quantum systems. Despite

these challenges, a recent demonstration achieved deterministic entanglement

of individually controlled molecules within an optical tweezer array using the

electric dipole interaction between pairs of molecules [68]. If the laser cooling

community overcomes limitations in the number, density, and temperature of

directly laser-cooled molecules, this opens the door for future applications in

quantum science such as quantum information processing, quantum-enhanced

sensing, simulation of quantum many-body systems, and tests of fundamental

physics [17,18,58,59].

1.3 Laser cooling of AlF molecules

Lasers can control the internal state of molecules through optical pumping and

can also manipulate their center of mass motion if the process is repeated several

thousand to ten thousand times. Quasi-closed optical cycles between specific

vibrational levels of two electronic states in a molecule can only be established

if the vibrational wave functions of both states largely overlap. Branching to

rotational or hyperfine states that are not part of the cycle can be reduced

by taking advantage of quantum-mechanical selection rules. Molecules with
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Al

F

Figure 1.1: Unlike atoms, which are typically treated as spherical particles,
molecules possess additional degrees of freedom. In addition to their trans-
lational motion, molecules, such as AlF, can rotate and vibrate around their
symmetry axes.

a favorable energy structure can repeatedly absorb and emit photons from a

laser beam. A molecule experiences two momentum kicks per cycle, one for

the absorption of a photon from the laser beam and one in a random direction

during the spontaneous emission following each absorption event. This leads

to a net force from the direction of the laser beam. If the cycle is not fully

closed, the molecule could end up in a final state that is vibrating or rotating,

as depicted in Figure 1.1. Preventing losses to other vibrational or rotational

states that are not part of the cooling cycle is a central challenge in molecules.

Leaks can be closed by optical pumping back to the main cycling transition.

However, for a large number of leaks, this can become impractical [69]. The

optical scattering force, Fopt., is proportional to 1/λ4, where λ is the wavelength

of light. Fopt. is derived from the product of the spontaneous decay rate of the

electronically excited state (Γ ∝ 1/λ3) and the transferred momentum per

photon absorption (∆p ∝ 1/λ). A short-lived excited state leads to a high

cycling rate and, thus, a significant force that can rapidly slow molecules down
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to a velocity where they can be captured and stored in a trap. This provides the

starting point for studying the behavior of matter at very low temperatures. As

will be described in Chapter 2, our molecule of choice, aluminum monofluoride,

has a strong transition deep in the ultraviolet region of the spectrum, the

transferred photon momentum per optical cycle is thus large and occurs at

a higher rate than for molecules with transitions in the visible range. This

leads to an exceptionally large acceleration amax that can theoretically stop a

molecular beam over a travel distance of a few centimeters (see Figure 1.2).

Losses from the optical cycle are lower in AlF than for successfully laser-cooled

diatomic molecules, which allows to efficiently deflect a molecular beam of AlF

with a single laser (see Chapter 4).

To close the gap to atoms in the obtainable number and density of molecules

that can be trapped, it is beneficial to start with a large number of molecules in

a slow and cold molecular beam. This is usually achieved by creating molecules

in a buffer gas beam source (for details see Chapter 3). AlF, in contrast to other

laser-cooled molecules, has no unpaired electrons in the ground state and can

be created in the gas phase with an order of magnitude higher efficiency [70].

The large optical forces and the increased production efficiency of AlF suggest

that the number of trapped molecules in a MOT can potentially be increased

by several orders of magnitude as compared to other successfully laser-cooled

species. This thesis encompasses pivotal accomplishments towards this goal,

including an examination of molecular source productivity, investigation of loss

channels, successful demonstrations of optical pumping and repumping, as well

as the deflection of a molecular beam.
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BeI

NH

MgF
AlCl

BeH

AlF

BH

YO

CD
BaH

CHBaF TlF

YbF

BBr
CaFSrF CaH

CaF(B)

0.1 1 10 100
1000

104

105

106

107

total recoil velocity (m s-1)

a m
ax

(m
s-

2 )

Figure 1.2: Predicted maximum acceleration amax and calculated recoil veloc-
ity before vibrational branching to a dark state. Blue data points are derived
from the Franck-Condon factors from Reference [71]. Red data points represent
measured Einstein A coefficient ratios, which can lead to considerably lower to-
tal recoil velocity due to the dependence of the transition dipole moment on
the inter-nuclear distance [57, 72, 73]. Data points with bold labels represent
successfully laser-cooled species. AlF surpasses these species by more than an
order of magnitude, making it one of the most promising diatomic molecules
currently considered or previously proposed for direct laser cooling (grey la-
bels). This figure is adapted from a compilation of data from Sid Wright of the
diatomic molecule database [71].

1.4 Cadmium as an intermediate test candidate

In recent years, the development of narrow-band DUV laser systems in the

range near 230 nm made big leaps. In a recent study, we demonstrated the

suitability of such laser systems for spectroscopic studies [72]. However, the

required level of optical technology to reliably provide high output power, as

required for laser cooling of AlF molecules, is still under development and is

the limiting factor at the moment. Additionally, compared to other species,

AlF demands significantly larger magnetic field gradients to resolve the broad
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excited state distribution of the cooling transition in a magnetic field. We build

a prototype trap from permanent magnets to approach the challenging goal of

laser cooling AlF molecules in a magneto-optical trap. We test this setup by

loading cadmium atoms from an atomic buffer gas beam (see Chapter 6). Cad-

mium has a strong laser cooling transition that can be reached with our existing

laser systems and there are no loss channels from the optical cycle other than

ionization. Spectroscopic studies of cadmium have their own merit extending

beyond laser cooling applications. Cadmium has eight stable isotopes, each

with a slightly different transition frequency due to variations in the number

of neutrons, impacting the mass, shape, and charge distribution of the nucleus.

Measuring the optical isotope shift can give insight into the nuclear structure

without requiring high-energy accelerators or nuclear reactors. Deviations from

trends in the isotope shifts can be a sensitive probe for new physics beyond the

standard model of particle physics [74]. In addition, cadmium has narrow clock

transitions that are suitable for high-precision measurements and it has one of

the smallest fractional blackbody radiation shifts, which is currently the major

cause for the inaccuracy in optical lattice clocks [75–78].

1.5 Thesis outline

The outline of this thesis is as follows. After this general introduction to the his-

tory of laser cooling and the motivation to explore cold molecules and aluminum

monofluoride molecules in particular, Chapter 2 introduces the energy struc-

ture of AlF. The formalism and required spectroscopic constants to describe

the energy structure down to the hyperfine structure are presented. Chapter 3

presents the experimental setup and components used in this thesis. The beam
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source is characterized, and the number of produced molecules and atoms is

measured. A new method to measure the longitudinal velocity distribution of

molecular beams is described, and a scheme to determine the transverse veloc-

ity spread using a narrow spectroscopic line is explained.

In Chapter 4 the cycling rate and loss channels from the cycling transition

are investigated. Ionization can cause severe loss from the optical cycle. Dark

hyperfine states can severely limit the cycling rate in AlF. We benchmark a

theoretical model of the cycling rate against experimental measurements and

find that polarization modulation of the driving electromagnetic field can over-

come this limitation.

As a first step to building a DUV trap for AlF, we perform spectroscopic stud-

ies on cadmium. While working with cadmium, it became apparent that the

isotope shift and the lifetime of the laser cooling transition had never been

studied with high accuracy, and existing literature values only offered partial

agreement. In addition, a subtle quantum interference effect with the potential

to significantly alter the lineshape had been overlooked in the past. To ad-

dress these gaps, we undertook an extensive spectroscopic analysis specifically

focused on measuring the optical isotope shift of cadmium. Chapter 5 presents

the detailed results of this study.

With this knowledge, we build a magneto-optical trap for cadmium on the

DUV laser cooling transition, which is described in Chapter 6. The experi-

mental setup is characterized to establish measurement techniques in the lab

that can later be applied to the more complex AlF molecule. We use a buffer

gas beam source and compare it to more commonly used dispenser sources. A

short Zeeman slower is used to greatly enhance the fraction of atoms trapped

from the atomic beam in an efficient slowing region. We show that photoioniza-
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tion losses can be reduced by a frequency ramping scheme. This scheme allows

for the accumulation of atoms from successive shots and provides a means to

construct a quasi-continuous magneto-optical trap (MOT).



Chapter 2

Molecular structure of AlF

2.1 Introduction

In the early 2000s, researchers in the field of atomic, molecular, and optical

physics began exploring the possibility of transferring the technique of laser

cooling from atoms to molecules [80]. In addition to fine and hyperfine struc-

ture, molecules exhibit an internal energy structure because of their vibrational

and rotational degrees of freedom. This leads to a more complex theoretical

description and experimentally limits applications that require high densities,

since an ensemble of molecules is spread over various states of vibration and ro-

tation, effectively reducing the density of molecules in one specific state such as

the ground rotational state. However, this internal structure can also be a new

handle on studying long-range dipolar interactions, which are more pronounced

This chapter is based on
[72] – S. Truppe, et al., “Spectroscopic characterization of aluminum monofluoride with
relevance to laser cooling and trapping.” In Physical Review A 100 052513 (2019)
[79] – S. Hofsäss, et al., “Optical cycling of AlF molecules.” In New Journal of Physics 23
075001 (2021)

13
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in molecules. One of the molecules on the shortlist for directly laser-coolable

molecules at that time was AlF on the 1Π ← 1Σ+ transition. Even though

deemed challenging due to the wavelength in the deep-UV at 227.5 nm, AlF

was considered one of the most promising candidates because of the exceptional

probability of an excited molecule to decay back into the same vibrational

ground state [80]. It took almost 15 years of laser technology development

before laser cooling of AlF came into reach. This was the starting point for

thorough spectroscopic investigations to find out whether laser cooling of AlF

will be feasible [72].

2.1.1 Why some molecules can be laser cooled

Atomic candidates for laser cooling must possess an electronic and hyperfine

level structure that allows engineering an optically closed cycle between two

electronic levels. Such cycles can also be engineered in the energy scheme of

some diatomic molecules. However, the vibrational wavefunctions in the ground

and excited state must largely overlap, in order to reduce losses to higher

vibrational states in the electronic ground state. Whether or not a molecule

is suitable for laser cooling can be quantified by the Einstein A coefficients

Av′,v′′ , which describe the rate of spontaneous decay between two vibrational

states v′′ and v′, where the prime denotes the excited state and the double

prime is the ground state. Molecules that can be laser cooled typically have

A0,0 ≫ A0,i with i ≥ 1 [80]. The intensity I of an emission line between two

electronic states ϵ′ and ϵ′′, with transition frequency ν is proportional to the

Einstein A coefficient I ∝ ν2Av′,v′′ . Since nuclei have a significantly larger

mass than electrons, we can assume that electronic transitions take place in

a stationary nuclear framework. The equilibrium distance and shape of the
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potential energy surface vary between electronic states. Nuclear motion is

governed by the potential energy surface, which changes during the electronic

transition. The nuclei adjust to the change in charge distribution and may

begin to vibrate. We follow the notation in Reference [81] and describe the

wavefunction of a vibronic state in the Born-Oppenheimer approximation as

|ϵv⟩ = Ψϵ(r,R)Ψv(R), where r is the electronic coordinate and R is the nuclear

coordinate. The probability P for a molecule to end up in a certain quantum

state is then given by

P = ⟨ϵ′v′|µ|ϵ′′v′′⟩ =

∫
Ψ∗

ϵ′(r,R)µeΨϵ′′(r,R)dτe

∫
Ψ∗

v′(R)Ψv′′(R)dτN

= µϵ′′,ϵ′S(v′, v′′).

(2.1)

Here µ is the coordinate-dependent transition dipole moment µ = µe + µN

of the electrons and the nuclei, respectively, and τe and τN are their spatial

coordinates. The term with µN vanishes, and the first factor on the right-hand

side is the electronic transition moment µϵ′′,ϵ′ =
∫

Ψ∗
ϵ′(r,R)µeΨϵ′′(r,R)dτe and

S(v′, v′′) =
∫

Ψ∗
v′′Ψv′dτN is the vibrational overlap integral. |S(v′, v′′)|2 with∑

v′′ |S(v′, v′′)|2 = 1 is referred to as the Franck-Condon factor (FCF). The

branching ratio, r, is determined by the ratio of the Einstein A coefficient to

the sum of all possible decay channels:

rv′,v′′ = Av′,v′′/
∑
v′′

Av′,v′′ (2.2)

where v′′ are the ground state vibrational levels. For AlF, the spontaneous

decay rate on the A1Π, v′ = 0 → X1Σ+, v′′ = 0 transition is A00 ≈
∑

iA0,i.

This means that decay to higher vibrational states is strongly suppressed.
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The class of molecules that were directly laser-cooled so far, apart from

YO, consist of alkaline earth and alkaline earth-like atoms bonded to fluorine,

hydrogen, or a hydroxyl ligand to form a 2Σ+ ground state. These radicals

have an unpaired electron that is localized at the metal atom, and laser ex-

citation promotes it without changing the bond length of the molecule. The

Franck-Condon factors are close to one for this class of molecules. As a re-

sult, the number of vibrational repump lasers that are required is two or three.

The situation is slightly different for AlF, which combines a group III element

with fluorine to form an X1Σ+ ground state. The AlF bond is mostly ionic∗,

with the 3p electron of Al being primarily transferred to the fluorine atom [88].

Laser excitation promotes one electron from the 7σ2 molecular orbital, which

has primarily Al 3 s character [89], into a 3π orbital which has primarily Al 3p

character (see Figure 2.1). This results in an A1Π or an a3Π state, depending

on the orientation of the spin of the electron. Figure 2.2 shows the potential en-

ergy curves for the three electronic states relevant to laser cooling. Electronic

structure calculations can aid in understanding why the Franck-Condon matrix

is close to being diagonal, despite the lack of an unpaired electron. Figure 2.3

shows the calculated electron density and molecular orbitals of the electronic

states relevant to this study.† The bottom part of each panel shows the high-

est occupied molecular orbital (HOMO) of the X1Σ+ electronic state and for

the A1Π electronic state additionally, the lowest unoccupied molecular orbital

∗The definition of the ionic character of a molecular bond is not unique [82–87]. Depend-
ing on the definition used, the bond in AlF is characterized as mostly ionic or at the border
between polar covalent and ionic.

†The electron density (top of each panel) has been calculated within the multi-reference-
configuration-interaction (MRCI) method available in MOLPRO 2019.2 [92]. The MRCI
calculations are fed with the natural orbitals resulting from a Multi-Configuration Self-
Consistent Field (MCSCF) calculation with a complete active space (CAS) consisting of
nine orbitals with A1 symmetry, three with B1 symmetry, and three with B2 symmetry
associated with the point group C2v .
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Figure 2.1: Molecular orbital toy model of the highest occupied molecular
orbital of AlF in the ground state which is anti-bonding 7σ.

(LUMO) on the left side of the HOMO.‡ The electron density in the X1Σ+

and A1Π state is very similar, and the electronic excitation resembles that of

an atomic transition between s and p orbital [94]. It involves only a minimal

change in the molecular bond, resulting in a highly diagonal Franck-Condon

matrix and allowing optical cycling of more than 200 photons with a single

laser before a loss to a higher vibrational state occurs.

2.2 Early characterization of AlF

The first band-spectrum of AlF at 220-235 nm was observed in 1939 by ab-

sorption spectroscopy after heating of aluminum fluoride (AlF3) in a graphite

furnace [95]. The spectra were attributed to a vibrational sequence of the

‡The calculations are carried out by employing the AVQZ [93] basis set for each atom.



18 Chapter 2. Molecular structure of AlF

2 3 4 5 6 7 8
-6

-5

-4

-3

-2

-1

0

X1Σ+

a3Π

A1Π

V
(r

) 
(1

0
4 
cm

 -1
)

r (Å)

D
e=

 6
.9

 e
V

Figure 2.2: Potential energy curves of the three lowest electronic states of AlF.
The RKR potentials are derived by fitting both Morse and expanded Morse
oscillator (EMO) functions to precise spectroscopic data [90, 91]. Calculations
and figure provided by Jesús Pérez-Ŕıos.

A1Π← X1Σ+ band of AlF with no resolution of rotational structure. In 1953,

the A1Π→ X1Σ+ band was observed in emission, and the rotational constant

in the X1Σ+, v = 0 state was estimated to be B = 0.54 cm−1 [96]. In the early

1950s, emission spectra of AlF were recorded that improved the vibrational con-

stants of the A1Π→ X1Σ+ band and the corresponding rotational constants in

the ground state. However, the rotational structure on the A1Π→ X1Σ+ band

was still unresolved [97–99]. In 1974, an estimate of the relative energies of the

lowest singlet and triplet states was made based on observed perturbations be-

tween levels in the A1Π and b3Σ+ states, which are separated by just 855 cm−1

for the lowest vibrational states [90]. This estimate was confirmed in 1976 when

the intercombination emission of a3Π→ X1Σ+ was observed in low-resolution

spectra from flames produced by Al with SF6, NF3, and F2 [100]. Shortly there-

after, the first rotationally resolved absorption spectrum of the spin-forbidden
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F

F F F

Al F

Figure 2.3: Calculated electron density (top) and molecular orbitals of AlF
(bottom). For the ground state, the HOMO is shown; for the excited state, the
LUMO and HOMO are shown side by side (from left to right). The electron
density is very similar in the two electronic states, and the electronic excitation
resembles an atomic transition between s and p orbitals. The molecular bond
changes minimally, limiting vibrational branching and thus the number of re-
pump lasers required for laser cooling. The calculations and figure are provided
by Xiangyue Liu.

a3Π ← X1Σ+ band in AlF was recorded [101]. The first microwave spectrum

of AlF using Stark modulation spectroscopy on the J = 0→ 1 transition in the

X1Σ+ electronic ground-state was reported in 1963, which lead to improved

spectroscopic constants that were later confirmed and refined by millimeter

and sub-millimeter measurements of higher rotational levels [102–104]. The

microwave rotation spectrum of the J = 0 → 1 transition in the X1Σ+, v = 0

state was also used to measure the Zeeman splitting to determine the magnetic

moment [105].
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2.3 The molecular Hamiltonian

The Hamiltonian to describe the energy level structure of a diatomic molecule

can be written in a general form as

H = Hev +Hrot +Hfs +Hhfs, (2.3)

where Hev contains the terms describing the electronic and vibrational part,

Hrot the rotational, Hfs the fine-structure and Hhfs the hyperfine structure. In

the following, each of these terms is evaluated with the goal of describing the

energy structure in the A1Π state with reasonable accuracy.

The vibronic term Hev

The electronic and vibrational term of the Hamiltonian determines the vibra-

tional energy levels Ev for a given electronic state and can be approximated

by

Ev = Te + ωe(v + 1/2)− ωexe(v + 1/2)2 + . . . , (2.4)

where Te is the electronic term energy, i.e., the minimum of the potential

energy, ωe is the vibrational energy, with its first order correction term ωexe.

The constants are given in Table 2.1. The main cooling transition for AlF is

on the A1Π ↔ X1Σ+ band between the two lowest vibrational levels in the

ground (v′′ = 0) and excited state (v′ = 0). The energy difference corresponds

to a wavelength of 227.5 nm. Figure 2.4 shows the relevant vibronic energy

levels for the optical cycle of AlF, together with the transition wavelengths

and calculated branching ratios. Without any repump lasers to address the

vibrational branching to v′′ > 0, the average number of photons that can
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Table 2.1: Spectroscopic constants of AlF in units of cm−1 from Reference [71].
Te is the term energy, ωe and ωexe are the vibrational constants, Be is the rota-
tional constant, αe is the rotation-vibration constant and De is the centrifugal
distortion constant. The subscript e refers to the values at equilibrium dis-
tance.

Electronic state Te ωe ωexe Be αe De (10−7)
X1Σ+ 0 802.26 4.77 0.55248 0.00498 10.464
A1Π 43949.2 803.94 5.99 0.5564 0.00534 10.56

be scattered is ⟨n∞ph⟩ = 1/(1 − r) (see Section 4.3 for more details), which

is determined by equation 2.2 as r = A00/
∑∞

v′′=0A0v′′ = τ0A00, where r

is the probability for a molecule to decay back to v′′ = 0 and τ0 = 1.9 ns

is the lifetime of the A1Π, v′ = 0 level. Decay to higher vibrational states

v′′ > 0 has a probability of less than 0.005. This population must be brought

back into the cooling cycle by “repumping” with a second laser at 231.7 nm.

Spontaneous decay on the spin-forbidden A1Π → a3Π transition is weakly

allowed due to spin-orbit mixing with the nearby b3Σ+ state. This causes a

small leak from the optical cycle, which is quantified in Section 4.4. When the

molecule is in the A1Π state, another photon of the same color can bring the

molecule energetically above the ionization potential and create AlF+. The

photo-ionization probability is investigated in Section 4.4.

The rotational term Hrot

The rotational term can be written as

Hrot = Av (L · S) +Bv (J− L− S)2 −Dv (J− L− S)4, (2.5)
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where Av is the electron spin-orbit coupling constant, Bv = Be − αe(v + 1/2)

the rotational constant with Be the rotational constant at equilibrium, αe the

rotation-vibration coupling constant, and Dv the centrifugal distortion con-

stant, J the total angular momentum of the molecule in the absence of hyper-

fine interactions, L the total orbital angular momentum, and S the total spin of

the electrons. The spin-orbit interaction splits electronic states with non-zero

values of L and S into Ω manifolds, where Ω = Λ + Σ, with Λ the projection of

L and Σ the projection of S along the internuclear axis, as depicted in Figure

2.5. We can describe both the ground and excited state with the quantum

number J , since there is no spin angular momentum in the ground and excited

state, and therefore J ≡ N = R + L. The rotational angular momentum of

the nuclei, R, and the electronic orbital angular momentum, L, form the total
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Figure 2.5: Vector representation of angular momentum coupling in Hund’s
case a. The electronic orbital angular momentum, L, is strongly coupled to the
inter-nuclear axis. The electron-spin angular momentum, S, is coupled to L
by spin-orbit coupling. The projections Λ and Σ onto the inter-molecular axis
are well-defined but can have positive or negative magnitude, which can lead
to Λ- and Ω-doubling. The total angular momentum, J , is the sum of Ω and
the rotational angular momentum of the nuclei, R. The red circles indicate two
atoms of a diatomic molecule.

angular momentum of the system, J. Following Reference [106], the rotational

energy for Hund’s case (a) can be evaluated as

⟨ψ| (J− L− S)2 |ψ⟩ = J(J + 1)− Ω2 + S(S + 1)− Σ2. (2.6)

Terms with S vanish and Ω = Λ because the total spin is zero, and we get

Erot = Bv(J(J + 1)− Λ2)−Dv(J(J + 1)− Λ2)2. (2.7)

Since Jmin ≥ Λ, there are no rotational levels with J = 0 in the A1Π state [107].

Figure 2.6 shows the rotational structure of the lowest excited states. To

prevent rotational branching, it is common to use the strict parity and angular
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Figure 2.6: Energy level diagram of the states relevant for laser cooling of
AlF. Λ-doubling in the excited state results in two opposite parity states per
rotational level. R(J ′′) and P(J ′′) lines reach e levels while Q(J ′′) lines reach f
levels and are rotationally closed according to the notation in Reference [109].
The aluminum nuclear spin splits J = 1 levels into three F1 components, each of
which is split again by the fluorine nuclear spin into two F levels. The hyperfine
structure in the ground state is small compared to the natural linewidth of the
A1Π state (Γ/(2π) = 84 MHz) and ultimately unresolved. The splitting of the
F1 components is shown magnified by a factor of 50.

momentum selection rules of electric dipole transitions [108]. In AlF, each

Q line of the A1Π ↔ X1Σ+ transition is rotationally closed due to parity

selection rules. This is a key difference from 2Σ+ ground state molecules laser

cooled so far. The number of photons a molecule can scatter with a single

laser is in the case of AlF dominated by losses to higher vibrational levels.

The rotationally open P and R transitions can be used to pump molecules

between states separated by ∆J = 2 in a few photon scattering events, which

is described in more detail in Section 4.2. Rotational branching may occur in

electric fields, which is investigated in Section 4.4.
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Hyperfine structure

Both the aluminum nucleus and the fluorine nucleus have an unpaired proton.

Therefore, both carry a nuclear spin, given by IAl = 5/2 and IF = 1/2 that

combines to the total angular momentum F = F1 + IF, where F1 = J + IAl.

The hyperfine interaction splits the J = 0, 1, and 2 levels into two, six, and ten

hyperfine levels, respectively, and into 12 F levels for J ≥ 3.

Figure 2.6 presents the relevant energy level structure for A1Π, v′ = 0, J ′ =

1 and X1Σ+, v′′ = 0, J ′′ = 1. In the electronic ground state, the hyperfine

structure is dominated by the interaction of the electric quadrupole moment of

the Al nucleus with the local electric field gradient. As a result, the intermediate

angular momentum F1 = J+IAl is a good quantum number. The total span of

the hyperfine structure in the X1Σ+ state lies well within the natural linewidth

Γ/(2π) = 84 MHz of the A−X transition, where Γ =
∑

v′′ A0v′′ = 1/τ0 is the

spontaneous decay rate. This means that the hyperfine structure in the ground

state can be addressed with a single laser and no radio frequency sidebands or

additional lasers are needed.

In the A1Π excited state, each J ′-level consists of a closely-spaced pair

of opposite parity levels which appear split due to Λ-doubling, with Λ being

the projection of L onto the internuclear axis. The Hamiltonian for Π states

(Reference [110] eq. (9.69)) in the case for A1Π in AlF can be written as

⟨ψ|HLD |ψ⟩ = (−1)J−SδΣ,Σ′(1/(2
√

6))q(−1)J+Ω

J 2 J

Ω −2 Ω′

× (2.8)

[(2J − 1)(2J)(2J + 1)(2J + 2)(2J + 3)]1/2 (2.9)

which for Ω = −Ω′ = 1, corresponds to ELD = q J(J+1)
2 with q the lambda
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doubling parameter from Table 2.2. The round brackets indicate the Wigner

3j-symbol.

The hyperfine interaction splits each Λ-doublet component into an equal

number of F -levels. The interactions arising from the Al and F nuclei are

comparable, and F1 is not a good quantum number. The diagonal elements of

the Hamiltonian Hhfs for the magnetic hyperfine interaction can be written as

(Reference [110] eq. (9.50)):

⟨ψ|J Hhfs |ψ⟩J = (aΛ + (bF + (2/3)c)Σ)Ω
F (F + 1)− J(J + 1)− I(I + 1)

2J(J + 1)

(2.10)

for the case of AlF in the 1Π state (Ω = Λ = 1, Σ = 0), the energy of the

hyperfine state with the largest F (F = IAl + IF +J = 3 +J) can be expressed

as Ehfs = a(IAl+IF)
1+J . We can define a parameter for each atom (aAl and aF)

which are given in Table 2.2. It becomes clear that the hyperfine structure

collapses with increasing J . However, the opposite is true for the splitting

between the Λ-doublet components.

The electric quadrupole coupling is described by the quadrupole coupling

constant eq0Q. The diagonal elements of the nuclear electric quadrupole cou-

pling Hamiltonian HQ in the A1Π state (Reference [110] eq. (9.53)) with curly

brackets indicating the Wigner 6j-symbol evaluate to

⟨ψ|HQ |ψ⟩ =
eq0Q

4
(−1)J

′+I+F+J−Ω((2J + 1)(2J ′ + 1))1/2 (2.11)

×

J
′ I F

I J 2


 J 2 J ′

−Ω 0 Ω′


 I 2 I

−I 0 I


−1

(2.12)
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Figure 2.7: Hyperfine splittings of the A1Π, v′ = 0, J ′ levels with respect to
their gravity center. The e levels are blue, and the f levels are in red. The
hyperfine structure collapses for increasing J ′. The hyperfine levels in the lowest
rotational levels in the X1Σ+, v′′ = 0 state are unresolved and are spread by
about 10 MHz (not shown).

which for AlF in the 1Π state is negligible, typical values are EQ(J, F )≪ eq0Q.

For example EQ(J = 1, F = 4) = eq0Q
40 . Figure 2.7 summarizes the description

of the Λ-doubling and hyperfine energy splitting of the A1Π, v′ = 0 level for

J ′ = 1 to J ′ = 4 with respect to their gravity center by using the parameters

presented in Table 2.2. In the ground state, the situation is different, here the

electric quadrupole moment is the main contribution to the hyperfine splitting

and eq0Q(X1Σ) = 37.527(7) MHz [72]. The hyperfine intervals in the lowest

J ′ level of the excited state (≈ 5Γ/(2π)) are approximately 50 times larger

than in the ground state. However, the hyperfine splitting decreases as J ′

increases. For J ′ = 4, it reduces to around ≈ 2Γ/(2π), whereas it remains at

approximately 10 MHz in the ground state. This small splitting in the ground

state has nevertheless significant implications for optical cycling (see Chapter

4).
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Table 2.2: Spectroscopic constants in units of MHz with standard deviation to
calculate the hyperfine structure of AlF [72]. q is the lambda doubling param-
eter, a(Al) and a(F) are two hyperfine parameters and eq0Q is the quadrupole
coupling constant.

X1Σ+ A1Π
eq0Q(Al) -37.5260(3) q -2.94(6)

a(Al) 113(5)
a(F) 181(5)

Analysis of a rotational spectrum

With the theoretical examination in the previous section, we can now describe

the energy structure down to the hyperfine level with values for the spectro-

scopic parameters taken from Tables 2.1 and 2.2. This is typically enough in

order to reproduce measured frequencies in the laboratory with an absolute

error of ≈ 0.01cm−1(≈ 0.3 GHz). As a summary, we can now examine a typ-

ical Q branch (J ′′ = J ′) spectrum and look at the collapse of the hyperfine

structure in the excited state.

In a Q-branch spectrum of the A1Π, v′ = 0 ← X1Σ+, v′′ = 0 band as

shown in Figure 2.8 a) we can only see one of the Λ components due to the

parity selection rules. The hyperfine structure collapses quickly with increasing

J ′. In comparison to a Q-branch spectrum of A1Π, v′ = 0 ← X1Σ+, v′′ = 1,

the spacing of the peaks is more narrow, from which the difference of the

rotational constants of v′′ = 0, 1 in the electronic ground state can be extracted.

The spectra in Figure 2.8 are recorded at low laser intensity to avoid power

broadening or radiation pressure deflection effects. The individual hyperfine

transitions of all Q-lines overlap due to the large linewidth. It is sufficient

to assign three Gaussians to three F1 components of the excited state for the

Q(1) line and one to each of the higher Q lines. Due to the overlap in the Q(1)
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Figure 2.8: Laser-induced fluorescence spectrum of the Q-branch of the
A1Π, v′ = 0 ↔ X1Σ+ transition from the two lowest vibrational states in
the ground state a) v′′ = 0 and b) v′′ = 1. The increased spacing of the v′′ = 1
spectrum indicates a smaller rotational constant for X1Σ+, v′′ = 1 than for
v′′ = 0, according to Bv = Be − αe(v + 1/2).

line, it is not considered in the analysis, which also neglects the centrifugal

distortion term since Bv ≫ Dv. The differences of rotational constants follow

from equation 2.7:

∆Ev,v′′

rot (J) = Ev(J)− Ev′′(J) ≈ (Bv −Bv′′)J(J + 1) = ∆Bv,v′′J(J + 1).

With ∆B0,0 = 115.3(2) MHz and ∆B0,1 = 262.6(2) MHz follows that B1 −

B0 = 147.4(4) MHz where the brackets indicate the statistical uncertainty.

The predicted difference via Bv = Be − αe(v + 1/2) is B1 − B0 = −αe =

−149.3 MHz, with αe from Table 2.1. This difference was also measured by

microwave spectroscopy to be 148.40(7) MHz, see Table 2.3 [102]. The deviation

from the more accurate microwave spectroscopy data is 1.0(4)MHz, within the

wavemeter uncertainty (see Section 5.5.3).
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Table 2.3: Experimentally determined rotational constants of the states of AlF
that are most relevant for laser cooling.

Electronic state Bv (MHz)

A1Π v = 0 16601.9(3) [72]
a3Π v′ = 0 16634.7458(10) [72]
X1Σ+ v′′ = 0 16488.3548(3) [72]

v′′ = 0 16488.36(5) [102]
v′′ = 1 16339.96(5) [102]



Chapter 3

Experimental setup for

producing and probing cold

molecular beams

3.1 Introduction

Our experiment aims to produce a dense and cold quantum gas of polar molecules,

using direct laser cooling. The starting point for such an experiment is a large

number of molecules in an already cold and intense molecular beam. These

molecules are then laser-cooled to lower temperatures. This is only possible for

molecules for which a closed optical cycle can be engineered.

Diatomic monofluorides are unstable at high pressure and must be pro-

This chapter is based on [79] – S. Hofsäss, et al., “Optical cycling of AlF molecules.” In
New Journal of Physics 23 075001 (2021)

31
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duced in situ. The efficient creation of gas-phase molecules for laser cool-

ing is currently being investigated through theoretical and experimental stud-

ies [70,111]. This process involves vaporizing metal atoms from a solid precursor

material with an intense laser beam. This chapter demonstrates the production

of a bright pulsed beam of AlF in a cryogenic buffer gas cell. We experimentally

determine a molecular beam brightness of > 1012 molecules per steradian per

pulse in a single rotational state. A new method to determine the forward ve-

locity distribution of a pulsed molecular beam is presented, and the transverse

velocity distribution is measured. An atomic beam of cadmium is characterized

in the same experimental setup as a first step towards a magneto-optical trap

of cadmium atoms in Chapter 6. This chapter outlines the experimental setup

for all studies in this thesis, including the molecular beam source, the laser

system, and the fluorescence detector.

3.2 Pre-cooling molecules

In the absence of buffer gas, the ablated Al atoms have an initial temperature of

approximately T = 3400±1000 K measured via the Doppler width in absorption

inside the cell [70]. This corresponds to a thermal velocity of Al atoms of

v = 1770 ± 260 m/s. The activation energies for the reactions to form AlF

are corresponding to a temperature of T = 2990 K (Al + NF3 → AlF + NF2

) or T = 4800 K (Al + SF6 → AlF + SF5 ) [112]. Consequently, the AlF

molecules are initially equally hot and are distributed across various vibrational
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and rotational states, determined by the Maxwell-Boltzmann equation.:

P (J) =
(2J + 1)

Z
exp

{
−Erot(J)

kBT

}
(3.1)

Z =
∑
J

(2J + 1) exp

{
−Erot(J)

kBT

}
(3.2)

where Z is the partition function, kB is the Boltzmann constant, T is the

gas temperature, and Erot(J) is the rotational energy (equation 2.7 for AlF).

Cooling the internal and external degrees of freedom through collisions with

a cold gas is essential for achieving a dense beam of molecules in the same

quantum state. In the case of AlF, the population in J = 0 is not immediately

suitable for laser cooling because there is no rotationally closed transition to

the excited state. Figure 3.1 illustrates the temperature at which each J ′′ state

has the highest population (as D ≪ B) given by Jmax =
√

kT
2B −

1
2 . The

highest fraction of J = 1 molecules occurs at approximately T ≈ 3 K, which is

the desired final temperature. This can be achieved by commercial closed-cycle

cryocoolers. Population transfer from J ′′ = 0 to J ′′ = 1 can further increase

the population (see Section 4.4).

3.3 Choosing a molecular beam source

This section discusses the differences between the two main categories of beam

sources used in atomic and molecular beam experiments which are supersonic

and effusive beams. These sources operate in different regimes determined by

their collisional dynamics. A beam source can be described as an ideal atomic

gas inside a container, where the atoms form a beam by exiting through an

orifice. The distance an atom can travel before colliding with another atom is
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Figure 3.1: Rotational levels in Σ+, v′′ = 0 are populated according to the
Maxwell-Boltzmann distribution. Hot molecules formed in the reaction be-
tween Al and a fluorine donor gas (T ≈3400 K) are spread over many rotational
states. After buffer gas cooling (T ≈3 K), most of the population is found in
J = 1.

known as the mean free path, given by λ = ⟨v⟩⟨τ⟩ = 1√
2πd2n

, where ⟨v⟩ and

⟨τ⟩ represent the mean velocity and period between collisions, d is the atom’s

diameter, and n is the number density. For a typical gas at room temperature

and ambient pressure, λ ∼ 10−7 m [113]. The flow regime is determined by the

number of collisions that occur as atoms exit the container, characterized by

the Knudsen number K = λ/L. This dimensionless quantity relates the mean

free path to a characteristic length L, such as the radius of the orifice, over

which macroscopic flow properties change significantly.

For K ≪ 1, indicating a supersonic flow regime, the number of collisions

with the container walls is significantly smaller compared to the number of

collisions between atoms. To generate a beam with a narrow velocity distribu-

tion (typically around 10 K), a carrier gas such as helium seeded with SF6, is

adiabatically expanded through a periodically opened and closed small nozzle

controlled by a solenoid (see Figure 3.2). The stagnation pressure is typically

up to 50 bar. During expansion, collisions cool the external and internal de-
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grees of freedom, and the mean forward velocity can be adjusted by selecting

carrier gases with different atomic masses and by choice of the valve tempera-

ture. The maximum gas flow velocity is limited by the molar enthalpy and heat

capacity, Cp, giving umax =
√

2CpT0

m . For an ideal gas with Cp = 5
2kB , this

becomes umax,ideal =
√

5kBT0

m [114,115]. Inside the expansion region, the beam

can be seeded with hot metal atoms from an ablation source, which then react

with the seeded SF6 gas to form the desired molecules. The heavy molecules

are accelerated by the more abundant light carrier gas to reach the thermal

velocity of the carrier gas (approximately 600 m/s for neon or 1400 m/s for he-

lium). Supersonic sources offer kHz repetition rates, a narrow forward velocity

distribution, and they are suitable for experiments involving Stark and Zeeman

deceleration [116]. Additionally, the pulsed nature of the source reduces gas

load and the strain on vacuum pumps.

background
gas

coiltube

spring

plunger
target

YAG
laser

beam

gasket

Figure 3.2: Schematic representation of a molecular beam created in the su-
personic expansion region of a pulsed valve by laser ablation of a metal target.
The plunger is actuated by an electromagnetic coil for a short period. This
allows the high-pressure background gas to expand through a small orifice or
nozzle. The typical background pressure for Even-Lavie type valves is around
30-50 bar, and the typical pulse width is around 20 µs.

In the regime where K ≫ 1, atoms primarily collide with the walls of the

container rather than with each other. In an effusive beam, atoms with high

transverse velocity components relative to the beam direction diverge more

significantly due to the lack of collision partners after expansion. This type of
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beam is produced by heating a sample material to create a vapor that expands

into a vacuum chamber through an orifice. The velocity of the particles is

determined by the thermal kinetic energy of the vapor at the orifice, following

the Maxwell-Boltzmann distribution described by:

P (v)dv =
m2

2(kBT0)2
v3 exp

(
− mv2

2kBT0

)
dv (3.3)

where m is the molar mass of the atom or molecule, kB is the Boltzmann

constant, and T0 is the temperature of the reservoir. The most probable velocity

is given by ⟨v⟩ =
√

3kBT
m [117]. Due to the low vapor density, collisions between

particles are rare, resulting in a broad distribution of forward velocities.

For spectroscopy experiments, a room-temperature supersonic beam source

with a high repetition rate and narrow forward velocity is often a good choice.

However, trapping molecules from such a beam would require scattering a

significant number of photons. Each scattered photon used for slowing the

molecule down increases the risk of ending up in a dark state. For AlF at a

velocity of just 40 m/s, this already corresponds to approximately 1000 photon

cycles. Laser cooling applications require considering the forward velocity and

also the total flux of species in the beam, which is why we choose a different

type of source, described in the following.

Introducing the buffer gas beam source

We choose a source type that operates in a regime between thermal and super-

sonic beams. So-called buffer gas beam sources (BGS) precool hot molecules

by collisions with a cryogenic buffer gas, which continuously replenishes and

re-thermalizes with the walls of a copper cell, in which the ablation and the
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cooling take place. The pre-cooled molecules, together with the buffer gas, are

extracted into a hydrodynamic molecular beam. The majority of extracted

buffer gas is immediately pumped by cryogenic charcoal shields which are held

at T ≈ 3 K. The mean forward velocity of the molecular beam is mainly de-

termined by the thermalized buffer gas atoms (for helium v ≈ 140m/s for

T = 3K). Typical BGS for the production of diatomic molecules are pulsed and

can achieve a repetition rate of up to 100 Hz [118].∗ This method yields a sig-

nificantly higher flux compared to typical molecular supersonic beam sources,

as illustrated in Figure 3.4, but also produces a broader range of forward ve-

locities and thus results in a wider time of flight pulse when measured in a

detector downstream.

The buffer gas cell, shown in Figure 3.3, is attached to the second stage of

a cryocooler and contains a metal target from which atoms are ablated using a

pulsed Nd:YAG laser (operating at 1064 nm, pulse energy 15-30 mJ, spot size

of about 0.4 mm). The target can be rotated and translated inside a copper

cell with external dimensions of (w, h, l) = (35, 35, 45) mm and an internal

bore with a diameter of 10 mm. The length of the total cell is 30 mm, while the

ablation takes place at 20 mm from the cell aperture. For the production of AlF,

the gas phase Al atoms collide with a reactant gas, which flows continuously into

the cell via a copper tube insulated from the cell walls. We use either NF3 or

SF6 gas at flow rates of 0.001 and 0.03 sccm, respectively. Precooled molecules

are extracted through a 4 mm aperture at the front of the cell. An optional

double-stage cell configuration can be used to reduce the forward velocity (not

∗The technique was first applied to cool ions inside an ion trap and was described as a
“viscous drag which lowers the mean kinetic energy of the ions” [119]. In contrast to this
method, we use the buffer gas inside the molecular beam source to cool the species within
the source.



38 Chapter 3. Experimental setup

optional
fluorine
inlet

molecule
exit

angled fluorine
inlet

YAG

He inlet

Snorkel Screw

Target

Figure 3.3: Pre-cooled molecules can be produced in a cryogenic buffer gas
beam source (sectional view). AlF molecules are produced using a pulsed YAG
laser that ablates part of the aluminum target. In the presence of SF6 or NF3

the hot Al molecules react to form AlF and subsequently cool by collisions with
the cold buffer gas.

shown) [120, 121]. The design is based on the pioneering work presented in

[122,123] and the design by Truppe et al. [47]. The operation principle of such

a cryogenic buffer gas molecular beam has been extensively reviewed [124].

Figure 3.4 compares the fluorescence signal of AlF molecules generated in a

supersonic beam source to that of a buffer gas beam source at different ablation

energies. The buffer gas beam source offers intense molecular beams with a

low average forward velocity, beneficial for trapping applications. However, it

exhibits a wider velocity distribution compared to supersonic sources. This

broader distribution provides the advantage of measuring the same spectrum

at different interaction times, enabling insights into the optical cycling rate of

a transition (see Section 4.5).



3.4. Laser system 39

BGS 10 mJ
BGS 20 mJ

supersonic beam

0 2 4 6 8 10
0

1

2

3

Time of flight (ms)

Ph
ot
on

co
un
tr
at
e
(1
01

0
H
z)

Figure 3.4: Laser-induced fluorescence of the non-cycling R(0) line of the laser
cooling transition in AlF (A1Π, v′ = 0, J ′ = 1 ← X1Σ+, v′′ = 0, J ′′ = 0) for
two different source types, measured in the same detector at a distance of about
40 cm from the source. The BGS is the preferred choice for applications such
as laser cooling, where large quantities of molecules are required. The buffer
gas beam source (BGS) produces orders of magnitude higher flux compared to
a supersonic expansion in neon.

3.4 Laser system

To produce the necessary UV light for our experiments, we use a Ti:sapphire

laser that produces narrowband CW light. We employ two successive nonlinear

doubling stages to frequency-quadruple the laser frequency, resulting in more

than 100 mW of DUV radiation near specific wavelengths such as 227.5 nm for

the 0 − 0 band of the AlF laser cooling transition (A1Π ← X1Σ+), 231.7 nm

for the 0−1 band, or 228.8 nm for the cadmium resonance line 1P1 ← 1S0. For

spectroscopy and laser cooling of AlF and cadmium, stability and long-term

accuracy of the laser frequency can be achieved by stabilizing the lasers with

a commercial wavemeter which is referenced to a calibrated and temperature-

stabilized HeNe laser. We use a HighFinesse WS8-10 wavemeter with an abso-
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lute accuracy of 10-30 MHz and resolution of 0.4 MHz (1.6 MHz quadrupled).

The feedback to the laser is updated at about 100 Hz.

3.5 Laser induced fluorescence detector

To conduct spectroscopy experiments, laser beams intersect with a molecular

beam at various positions along its propagation direction, at right angles. The

resulting laser-induced fluorescence is imaged onto either a photomultiplier

tube (PMT) or a UV-sensitive sCMOS camera. The detection probability of

an emitted photon is mainly limited by the optics’ collection efficiency, which

covers a solid angle of 1 steradian. Figure 3.5 illustrates the detector’s geometry.

Figure 3.6 shows a ray-tracing simulation of the optics and 3.7 shows which

area of the detector solid angle is vignetted.† Accounting for transmission losses

through the vacuum window, lenses, and mirror reflectivity, the total detection

efficiency is 0.025 and 0.016 for the two detectors (PMT/Camera), respectively.

To apply a homogeneous electric field within the interaction region and study

optical cycling in the presence of dc electric fields (see Section 4.4), a fine

stainless steel mesh with 80% transparency can be inserted above and below

the molecular beam. To measure the two-photon ionization rate of AlF, the

LIF detector can be replaced by a Wiley-McLaren type time-of-flight mass

spectrometer, combined with a microchannel plate detector.

3.5.1 Photomultiplier tubes

This section describes some of the characteristics of PMT detectors which can

be used to detect the weak fluorescence signal of atomic and molecular beams.

†Software used for ray tracing is OSLO from Lambda research.
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Figure 3.5: Laser-induced fluorescence is collected using an imaging system.
A spherical mirror at 2f = rM retro-reflects the emitted light. Two lenses
create a 1:1 image on a UV-sensitive photomultiplier tube (PMT) or sCMOS
camera outside the vacuum chamber. The mirror is removed for better clarity
in imaging applications to eliminate the mirror image caused by reflection.

The PMT operates on the principle of the photoelectric effect, which causes the

release of electrons from the photosensitive cathode when it is exposed to in-

coming photons (as illustrated in Figure 3.8). These electrons are then focused

onto a charged dynode, where each electron is multiplied into secondary elec-

trons. This process continues through successive stages of dynodes, with each

stage having an increasing electric potential relative to the cathode, ensuring

that the secondary electrons are always accelerated onto the next dynode. The

amplification factor, or gain, takes into account the collection efficiency of the

secondary electrons and can range from 105 to 107 depending on the model

and the voltage supplied between the cathode and anode. The anode then col-

lects the secondary electrons and converts them into an electronic signal. The

maximum number of incident photons on the cathode N cathode
max is limited by
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Figure 3.6: Optimized lens geometry for 227 nm light (blue rays) for a typical
LIF detector setup made of plano-spherical lenses with radius R = 34.39mm
and a back focal length of 56 mm. Spherical aberration leads to a washed-out
image. Chromatic aberration leads to different beam paths for a fan of rays of
another wavelength (blue, red).

the maximum current that the cathode and anode can sustain.

N cathode
max =

Icathode,max.

eϵQE

Nanode
max =

Ianode,max.

eϵQEg

The maximum current that the cathode material can sustain in the linear

response regime is typically around Icathode = 0.1 µA. With a photo-cathode

quantum efficiency of ϵQE = 0.35, this limits the maximum number of incident

photons to N cathode
max = 1.8×1012 s−1. On the other hand, the maximum current

that the anode can sustain is typically on the order of Ianode = 0.1 mA. With a

typical gain of 106, the anode has to handle significantly higher currents than

the cathode. Thus, the maximum current on the anode limits the number

of photons to Nanode
max = 1.8 × 109 s−1, three orders of magnitude lower than

the cathode limit. In our experimental setup, this photo-current is usually



3.5. Laser induced fluorescence detector 43

50.4mm

8mm
227nm 367nm

S5 S5

a) b)

S1 S1

Figure 3.7: To scale drawing of a ray tracing analysis of the imaging setup in
Figure 3.6 for two wavelengths. The analysis shows that approximately 96%
of all the rays projected onto surface S1 are successfully projected onto the
imaging surface S5. The height of S5, corresponds to the short side of the
PMT cathode (8 mm×24 mm). The majority of the rays that are cut off or
not projected onto S5 (indicated by the red marks) are blocked by the edge
of surface S1. Due to spherical aberration, the symmetric vignetting pattern
for 367 nm results in a slightly reduced solid angle, given the specific distance
between surfaces S4 and S5. The spot pattern on S5 is more confined and for
the optimized wavelength.

converted to a voltage using a transimpedance amplifier with a gain of 104 V/A.

The hard limit for avoiding damage to the anode at Ianode = 0.1 mA is thus a

voltage of 1 V in continuous operation, which can be higher in pulsed operation.

In practice, signal shape distortion due to the non-linearity of the PMT signal

was observed above 0.5 V in quasi-continuous operation, and it is thus strongly

recommended not to exceed this value.

The advantage of PMTs becomes apparent when comparing the minimum

number of photons that can be measured with the same signal-to-noise ratio

on photodiode detectors. In this example S/N=1. PMTs have a high gain

with significantly lower noise than, e.g., photodiode (PD) detectors, which do

not have an electron multiplication gain.‡ A PMT has a typical dark current

of 1-10 nA, which corresponds to 10−4 − 10−5 of the maximum rated output,

‡Avalanche PDs, which are the solid-state analogon to PMTs are an exception.
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Figure 3.8: When photons hit the photo-cathode, they are converted into elec-
trons through the photoelectric effect. These electrons are then multiplied at
each stage by a series of dynodes. Finally, the anode collects the charges and
converts the electrons into an electrical signal. This signal is proportional to
the number of incoming photons.

and the anode sensitivity is on the order of 5× 105A/W. A typical gain of 106

corresponds to an equivalent incoming power of 2 × 10−15W. The equivalent

noise input Pmin is defined by

Pmin =

√
2qIanodedark µ∆f

S
(3.4)

where q is the elementary charge, Ianodedark is the anode dark current, µ is the

gain, ∆f is the system’s bandwidth and S is the anode radiant sensitivity. For

the Hamamatsu R7154 PMT this comes out as Pmin=3.5×10−17
√

∆f W/
√

Hz

or 2×10−15W for ∆f = 3kHz. This is the detection limit for bandwidths below

a few kHz. Above that, the shot noise, which is caused by random fluctuations

of the electronic signal becomes the limiting factor.

The PDs that we use in the laboratory (Thorlabs PDA10A2) are GaP-

based, switchable gain amplified detectors with a responsivity of 0.02 A/W

with variable gain between 0-70 dB (1.5× 103− 4.8× 106 V/A). This results in

a sensitivity of 30− 105A/W. The electronic gain of the PD comes at the cost
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of 570 µV RMS noise (at 70 dB) on the output, which can be translated into a

noise equivalent power (NEP) 2× 10−11W/
√

Hz at a measurement bandwidth

of ∆f = 2.6 kHz at peak sensitivity. This corresponds to a minimum detectable

power of Pmin = NEP (λ) ×
√

∆f = 0.2 × 10−9 W (or 0.4 µW for 0 dB ampli-

fication) at around λ = 230 nm. In summary, PMTs have about 5-8 orders of

magnitude better signal-to-noise ratio and are the best choice for amplifying

weak fluorescence signals.

On the quantum efficiency of PMTs

We use a Hamamatsu R7154 PMT with a quantum efficiency of ϵQE = 0.35(5)

for all light measurements near 230 nm (see Table 3.1. The manufacturer’s

data sheet provides the mean value, while the error is the standard deviation

of the same signal measured using three PMTs of the same model in our lab-

oratory on different detectors. Relying only on the datasheet for the value of

the quantum efficiency can be problematic due to aging or usage outside the

specified range. On the other hand, the uncertainties of other parameters such

as collection efficiency, laser intensity, scattering rate, and beam profile have

a greater influence than the quantum efficiency uncertainty of the PMT. It is

thus sufficient to estimate this value by comparing the PMT signal to that

of a photodiode with a known responsivity and amplification factor (Thorlabs

PDA10A2). We do this in a measurement with S/N ≫ 1, which corresponds

to > 1012 photons per second in the peak. We found that the PMT/PD signal

agreement was 1.24(13). However, the GaN-based photodiode’s detection sur-

face also undergoes aging, making this calibration method only suitable for a

rough comparison. As a second method, we used a calibrated Thorlabs S120VC

photodiode that accurately measures 10−6 W of a weak laser beam. This power
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Table 3.1: Specification of two Hamamatsu PMTs used in the studies presented
here. The window material is transparent to UV radiation for both models.
The cathode material mainly governs the spectral range of applications.

model cathode material spectral range cathode QE@λ
R7154 Cs-Te 160-320 nm 0.35@230 nm
R928 Sb-Na-K-Cs 160-900 nm 0.25@230-400 nm

is still three orders of magnitude higher than the maximum the anode of the

PMT can handle. This power was reduced by a factor of 106 using a calibrated

attenuator to fall within the PMT’s linear range. This measurement showed

agreement within the established uncertainty of 20%.

3.6 Buffer gas machine characterization

In all of the experiments described in this thesis, we use a cryogenic buffer-gas

beam source (refer to Section 3.3), unless noted otherwise, to produce a pulsed

beam of AlF molecules or cadmium atoms, which are then detected by laser

absorption, laser-induced fluorescence, or two-photon ionization. The typical

experimental apparatus is shown schematically in Figure 3.9. Two radiation

shields surround the buffer gas cell. An inner layer cooled to 2.7 K, and an

outer layer cooled to 30 K. The 2.7 K shield is covered with coconut-derived

charcoal, which acts as a sorption pump for helium and keeps the pressure in

the source chamber below 10−7 mbar during operation. The apparatus cools

to below 3 K in about four hours and can be heated to room temperature in

about three hours using resistive cartridge heaters with a total power of 150 W.

The molecular beam is collimated by a 10 mm and 15 mm aperture in the inner

and outer radiation shields. About 2 cm from the cell aperture, a laser beam

intersects the molecular beam at right angles to measure the extraction time,
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Figure 3.9: A schematic of the experimental setup. The AlF molecules are
produced in a cryogenic helium buffer gas cell by laser ablation of aluminum in
the presence of SF6 or NF3. The cell is surrounded by two layers of radiation
shields held at ≈ 30 K and ≈ 3 K, respectively. The inside of the 3 K shield
is coated with coconut-derived charcoal, which acts as a sorption pump for
the helium buffer gas. The molecules pass through an aperture in the shields
and can be probed at various locations along the beam. For the cycling and
deflection experiments presented in Chapter 4, the width of the transverse
velocity distribution is reduced by increasing the distance of the detectors to
the source and using an adjustable aperture.

absolute molecule number, gas density, and transverse velocity distribution.

An additional, adjustable aperture, located 4 cm before the center of the first

detector (LIF-1), with diameters between 1 and 15 mm, can be used to restrict

the transverse velocities that enter the optical pump and probe regions.

We have two similar molecular beam machines that are identical in princi-

ple but come with slightly different distances from the source to the fluorescence

detectors. Beam machine one is used for the SF6 source characterization and

the optical cycling experiments presented in this thesis. For the source char-

acterization in this chapter, the distances to the first and second detectors

are L1 = 35 cm and L2 = 63 cm, respectively. Beam machine two is used to
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characterize the NF3 source for AlF with L1 = 20 cm and L2 = 44 cm in this

chapter. Later, machine one was upgraded with a corrosion-resistant flow con-

troller (Alicat MCS-0.5 SCCM) to use NF3 on that machine as well. Because

of the hazardous properties of cadmium dust, we exclusively use machine one

for experiments with cadmium.

Molecular beam measurements

The properties of the molecular beam are characterized using the non-cycling

R(0) rotational line of the A1Π, v′ = 0 ← X1Σ+, v′′ = 0 band (see Figure

2.6). The R(0) line is a rotationally open transition from J ′′ = 0 to J ′ =

1 in the excited state. After three optical cycles, the molecule ends up in

J ′′ = 2 where it is not resonant to the R(0) light (see Section 4.2). If this

transition is saturated, the fluorescence signal can be used as a calibration for

a corresponding signal of three photons per molecule. We probe the density

of the molecules in the SF6 beam via absorption spectroscopy at a distance of

2 cm from the cell aperture and at a distance of 35 cm from the cell via laser-

induced fluorescence as well as absorption. Figure 3.10 shows a typical arrival

time profile of AlF, measured in the two different beam machines with different

fluorine donor gases. The one shown in red results from a single-stage cell using

SF6 as fluorine donor gas (1.8× 1012 srad−1pulse−1 in J ′′ = 0) with a distance

of L1 = 35 cm after the source. In blue, we show a molecular beam emerging

from a double-stage cell using NF3(0.2× 1012 srad−1pulse−1 in J ′′ = 0), which

produces molecules with a lower forward velocity. However, this beam also

has a larger divergence and the number of molecules that reach the detector

is reduced accordingly. The distance to LIF-1 is set to L1 = 42 cm from the

cell aperture. The detection laser is locked to the center of the spectral line,
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Figure 3.10: Time of flight fluorescence signal of the cryogenic buffer gas molec-
ular beam of AlF using a single (red, SF6) and double-stage (blue, NF3) cell.
The inset shows laser absorption, measured at a distance of 2 cm downstream
from the cell aperture as a function of time. These measurements are performed
on the R(0) line of the A1Π, v′ = 0← X1Σ+, v′′ = 0 band.

and the laser power is chosen to saturate the transition. The inset depicts

the temporal absorption profile for the SF6 beam, recorded 2 cm from the cell

aperture, with the frequency of the detection laser locked to the center of the

Doppler broadened absorption feature (1 GHz FWHM) and power of 0.1 mW

(I ≈ 10−3Isat, Isat is the saturation intensity). The low laser intensity prevents

pumping the molecules to dark rotational states during their interaction with

the laser beam and ensures uniform absorption. The number of molecules

leaving the cell in the rotational ground state can be quickly estimated by

time-integrating the resonant-absorption signal for a geometry as in Figure

3.11. This method requires a good guess of the geometry of the molecular beam

and the intersection with the laser beam, which are often not well known. The
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Abvz
L

Figure 3.11: Illustration of laser absorption measurements behind the cell exit.
Atoms and molecules exit the buffer gas cell source with a broad transverse
velocity distribution that allows measuring the opening angle.

number of molecules can be estimated as

N =
Abvz
LσD

∫
ln (Pi/Pt)dt,

where Ab is the cross-sectional area of the molecular beam with the absorption

laser, vz is the forward velocity, and L is the absorption length, which is defined

by an aperture in the molecular beam. Pi and Pt are the incident and trans-

mitted laser power, respectively. To find the peak absorption cross-section, we

model the absorption spectrum using the spectroscopic constants from [72] to-

gether with Voigt profiles, whose Lorentzian contribution is 84 MHz and whose

Gaussian contribution is used to fit the experimental spectrum. The result is

a peak absorption cross-section of σD = 1.6 × 10−11 cm2 for the R(0) rota-

tional line. For the SF6 beam, this amounts to N = 2.5 × 1012 molecules per

steradian per molecular pulse in the rotational ground state, which compares

well to atomic cryogenic buffer gas beams of Yb, which typically contain about

1012 − 1013 atoms per pulse [120, 124]. A comparable number of Al atoms is

produced in our cell. The reaction efficiency of hot Al with NF3 or SF6 to form

AlF is close to unity [70]. Absorption measurements close to the cell aperture

to determine the density of the molecules can sometimes be misleading due to
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collisions with the high density of helium buffer gas in this region that alter

the beam propagation dynamics. It is thus advised to measure the number of

molecules in the detection region where the trap will be located in the final ex-

perimental setup. Due to the transverse and longitudinal velocity spread, the

density is significantly lower at that point. Molecular sources typically do not

produce the required optical density to perform such measurements far away

from the cell aperture. We thus estimate the molecule number via the emitted

fluorescence in LIF-1. The total collection efficiency of the optics is estimated

to be ϵ = 0.07(1). The detected solid angle of the molecular beam is determined

by a 15 mm diameter aperture that restricts the molecular beam and the mea-

sured laser beam diameter (e−2) of 2 mm to Ω = 2.4(5)×10−4. To measure the

molecular beam brightness, we carefully characterize the fluorescence detector

shown in Figure 3.5b). The transverse velocities of the molecular beam can

be restricted using a variable aperture, and a camera is used to measure the

spatial distribution of the molecular fluorescence for the different apertures.

This allows us to calibrate the imaging system and compare it to the results of

ray-tracing software§. The total collection efficiency of the optics, ϵ, includes

the transmission through the lenses and window. The quantum efficiency of

the PMT is ϵQE. The detected solid angle of the molecular beam, Ω, includes

the laser’s beam profile. The beam brightness is

Φ =
Nc

ϵϵQE Ω⟨n∞ph,R⟩
(3.5)

molecules per steradian per pulse, where Nc is the total number of photon

counts per pulse. The number of emitted photons is independent of the for-

§OSLO EDU, Lambda Research
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ward velocity of the molecules if the fluorescence yield on the R(0) line is

saturated (⟨n∞ph,R(J ′′ = 0)⟩ = 3, refer to Section 4.2). The molecular beam

brightness in this measurement is Φ = 1.7(4) × 1012 molecules per steradian

per pulse in the rotational ground state. This agrees well with the absorption

measurement close to the source. Additionally, we verify this measurement by

restricting the molecular beam using an aperture with a diameter smaller than

the spot size of the excitation laser. This defines the solid angle more precisely

and ensures that all molecules experience the same laser intensity. A study

comparing the production yield of other diatomic monofluoride molecules, in-

cluding MgF, CaF, and YbF, showed that the production yield of AlF is about

a factor of 10 higher. This increase in molecule number allows us to measure a

weak absorption signal of the probe laser in LIF-1 of Pi/Pt,min ≃ 4(1)× 10−3

(peak absorption) using a differential photodiode. The calculated peak absorp-

tion cross-section, including the hyperfine structure and the residual Doppler

broadening of 40 MHz is σ = 5× 10−11 cm2. The peak absorption corresponds

to a peak density of 5×107 cm−3 and about 5×108 molecules within the antic-

ipated capture volume of the MOT. The time integral of the absorption profile

allows converting the absorption signal into a beam brightness of 1.5 × 1012

molecules per steradian per pulse in the rotational ground state, consistent

with the fluorescence measurement (see Table 3.2).

The extraction time of the molecular pulse of AlF created using SF6 (Fig-

ure 3.10) peaks at ≈1 ms. The signal decays on a similar timescale. These

measurements are typically taken at 1-2 cm from the cell orifice, corresponding

to an extraction time of about 0.8-0.9 ms with a forward velocity of 200 m/s.

Later arriving molecules are slower and extracted at a later time, compress-

ing the true pulse shape compared to the measured one. The extraction time
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Table 3.2: Fluorescence (f ) and absorption (a) measurements at a distance z
after the source to determine the number of Cd atoms and AlF molecules in the
ground state (X1Σ+, v = 0, J = 0) that are produced in the buffer gas beam
source. Absorption

number (srad−1pulse−1) density (cm−3)
AlFa (SF6) z=2 cm 2.5× 1012 -
Cda z=2 cm 1.5× 1012 4× 1011

AlFa (SF6) z=35 cm 1.5× 1012 5× 107

AlFf (SF6) z=35 cm 1.8× 1012 -
AlFf (NF3) z=35 cm 0.2× 1012 -
ffluorescence measurement
aabsorption measurement

is crucial, requiring the diffusion time τdiff of pre-cooled molecules inside the

source to the cell walls to be significantly smaller than the pump-out time τpump

through the orifice. The diffusion time depends on the density of buffer gas in

steady-state, n̄0,b, and the thermally averaged elastic collision cross section σb−s

of the species with buffer gas atoms. n̄0,b is calculated from the molecular flow,

approximately f0,b ≈ 4.5× 1017 s−1sccm−1, resulting in a stagnation density of

buffer gas at a flow of 1,sccm in our cell design of n̄0,b ≈ 1×1015 cm−3. Typical

values for σb−s are 10−14 cm2. According to a theoretical study, the thermally

averaged diffusion cross-section for AlF at 20 K is around 7× 10−15 cm2, simi-

lar to that of YbF in helium [125]. With a thermal velocity of helium at 4 K,

v0,b = 145 m s−1, we can calculate:

τdiff =
16

9π

Acelln̄0,bσb−s

v̄0,b
(3.6)

τpump =
4Vcell
Aapv̄0,b

. (3.7)

The calculated diffusion time for AlF in our cell is τdiff = 0.14 ms, while the

calculated extraction time is τpump = 3.4 ms. The discrepancy between the
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calculated and observed extraction time suggests that the cooling process dy-

namics are not adequately captured by this model. Firstly, the molecular beam

velocity is faster than expected from the cell temperature, measuring 8 K in-

stead of 4 K from a velocity of ≈ 200 m/s. Additionally, the extraction efficiency

is highly sensitive to the ablation laser alignment, which has the tendency to

promote metal ablation in the direction of gas flow. To achieve a 1 ms extrac-

tion time, we assume the effective cell length is halved, and only atoms with a

velocity vector aligned with the buffer gas flow direction are extracted.

Cadmium absorption measurement

The number of molecules can be compared to the efficiency of producing a

cadmium atomic beam. Measuring absorption on the 1P1 ← 1S0 transition

of cadmium is straightforward due to the absence of internal structure in the

ground and excited state. The absorption is dependent on the spatial distribu-

tion of the density, n(z), along the z-axis, which represents the direction of the

laser light. The measured absorption is represented by If/Ii. When consider-

ing absorption on a closed transition, the absorption cross section on resonance

for an individual atom is given by σ0, as described by Reference [126]:

σ0 =
2J ′ + 1

2J ′′ + 1

λ2

2π
. (3.8)

For Cd on the 1P1 ← 1S0 transition σ0 = 3λ2

2π = 2.5 × 10−10cm2. When the

Doppler width σD ≫ σ0, σD =
√
π
2

Γ
ΓD
σ0, with ΓD, the transverse Doppler

width (FWHM) and Γ/(2π) is the natural linewidth measured in Hz.

In order to estimate the number of atoms that are produced in the buffer

gas cell, the absorption of a low-intensity laser beam is measured about 1 cm
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behind the cell with the goal to optimize the number of produced atoms. Under

typical conditions at YAG energies exceeding 10 mJ, the probe light is totally

absorbed near the source in a ≈ 2 GHz wide region around the line center, as

shown in Figure 3.12. Reducing the source output by lowering the ablation
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Figure 3.12: Absorption spectrum of cadmium isotopes in the atomic beam
behind the buffer gas cell aperture for different ablation laser intensities (red,
black, blue curves). Isotopes 110,112,114,116 have the highest abundance and
saturate completely. 106Cd appears as an isolated peak at a detuning of 2 GHz.
108Cd is hidden in the shoulder of the saturated peaks.

energy brings partial resolution to the isotopes with the lowest abundance and

makes the absorption measurement usable for this purpose. For one measure-

ment, the YAG laser power is deliberately reduced (blue curve) to show the

absorption spectrum of an optically thin sample. The optical thickness of iso-

topes 110, 112, 114, and 116 leads to 100% absorption of the probe light in

normal operation. We thus use isotope 106Cd to estimate the density, which

has an abundance of just 1.25% and appears as a relatively isolated peak on
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the high-frequency side. The 108Cd peak can not be resolved well in the shoul-

der. If we estimate the background absorption of the abundant isotopes in the

region around 106Cd and remove it, we find Ii
If

(106Cd)=0.82(1). In the case of

this measurement, we can approximate σD ≈ σ0/5 and calculate

npeak = −ln(If/Ii)
1

σ0/5z

as npeak = 5(1) × 109cm−3 for 106Cd with an uncertainty of the transverse

velocity opening angle estimated from Figure 3.16 that corresponds to an ab-

sorption length of z = 0.8(2)cm. Correspondingly, the peak density of all

cadmium isotopes is then at least 4(1)× 1011cm−3. Assuming a typical mean

forward velocity of v = 150 m/s and a mean density n over a time interval of

∆t = 1 ms with half the peak density, we can estimate the total number of

atoms measured by the probe laser beam to be

N = vAapn∆t,

where Aap = π(z/2)2 is the cross section of the atomic beam at the position of

intersection with the absorption laser beam (see Figure 3.11). The result is a

flux of N = 1.5(8)× 1012 cadmium atoms over one millisecond from a natural

sample, which reasonably agrees with observations of other atomic beams [70]

and the estimate for AlF in the previous section.

3.7 Velocity distribution of the AlF beam

Buffer gas beam sources produce molecular beams with a wide range of for-

ward velocities, unlike, for example, supersonic beam sources. These buffer
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gas beams have a significantly higher total flux and a lower average forward

velocity, making them ideal for laser cooling applications. However, the ve-

locity distribution of a beam of molecules with a large natural linewidth and

hyperfine structure cannot be measured using traditional techniques involving

Doppler spectroscopy with an angled probe laser. This section presents a novel

method to measure the velocity distribution of such molecules by using an

optical pumping laser to create a time-dependent rotational state distribution

(subpulses) within the molecular pulse. This distribution is then probed at an-

other location, allowing the velocity distribution to be measured by assigning

velocities to each subpulse based on their time of flight. This method is quite

general and only requires a transition that can be used for optical pumping.

Longitudinal velocity distribution f(v∥)

The large natural linewidth and the hyperfine structure in the excited state of

AlF preclude using Doppler-sensitive LIF detection to determine the forward

velocity distribution of the molecular beam. Instead, a new optical pump-probe

scheme in combination with time-of-flight¶ measurements was developed. An

intense laser beam (I ≈ 5 W/cm2 ≈ 5Isat), tuned to the R(0) line (J ′ = 1 ←

J ′′ = 0), intersects the molecular beam in LIF-1 and pumps > 90% of the

interacting molecules to J ′′ = 2. Further downstream, in LIF-2, the same laser

probes the population left behind in J ′′ = 0 with a ten times lower intensity.

By rapidly shuttering the pump laser using an acousto-optical modulator, we

divide a single time-of-flight profile into ten temporal segments. The velocity

of the molecules within each segment is measured via their time-of-flight to

¶For fluorescence measurements, time-of-flight refers to the time of arrival at the detector
and should not be confused with ion time-of-flight measurements.
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the second LIF detector 22 cm further downstream (figure 3.13 a). The spikes

in the top panel of Figure 3.13 a) are caused by molecules that are already

present in the detection volume when the laser light is rapidly turned on. This

simple technique allows to record the forward velocity as a function of the

arrival time in a single shot as shown in Figure 3.13b). This method provides
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Figure 3.13: Demonstration of a new method to determine the longitudinal
velocity distribution with a single laser frequency using a pump-probe scheme
on the R(0) line. This example is for the AlF beam created using NF3 from
Figure 3.10. a) A rapidly shuttered high-power laser beam chops the TOF pro-
file in LIF-1 into narrow temporal segments by pumping molecules to the dark
J ′′ = 2 level (top). A low-power laser beam in LIF-2 probes the population in
J ′′ = 0 (bottom). Each trough in the top panel (molecules are not pumped)
has a corresponding peak in the bottom panel. The time difference between
the center of the trough and the center of the peak determines the mean ve-
locity of the molecules within this segment. c) Mean velocity of each segment
(data points) and FWHM of the velocity distribution (vertical error bars) as a
function of arrival time with the fit (solid curve, v(t) = a+ b/(t− t0)).

a fast and accurate alternative to Doppler-sensitive LIF detection. A fit to the

data is used to convert the time-of-flight profile from panel a) into a velocity

distribution, shown in panel d). With the fit from Figure 3.13b) we can now

transform the time axis into a velocity axis and find the number of molecules
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produced by the source as a function of the forward velocity as in Figure 3.14.

If both beam machines are operated under identical conditions, the forward
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Figure 3.14: Longitudinal velocity distribution of the cryogenic buffer gas
molecular beam of AlF using a single (red, SF6) and double-stage (blue, NF3)
cell. The TOF profiles from Figure 3.10 are converted to a velocity distribution
using the fit function obtained by the method in Figure 3.13.

velocity for the NF3 beam is typically 10-15% lower, and the brightness is

similar within a factor of 2. However, when using SF6 as a fluorine donor,

we observe a steady increase in the molecular beam velocity with the number

of ablation pulses. This is most likely caused by a build-up of fluoride and

sulfur compounds (“ablation dust”) inside the buffer gas cell, see also Figure

3.15. The dust prevents the helium buffer gas from thermalizing with the cell

walls after being heated by the ablation plasma, which results in a faster and

hotter molecular beam. Cleaning the cell with, e.g., a citric agent restores a

slow beam. Flowing He and SF6 for a day through a clean cell without the

ablation laser running results in a slow beam, indicating that this effect is not

caused by SF6 ice or poor helium pumping. These issues can be mitigated by
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using a cell with a larger volume, which is less sensitive to dust build-up and

heating effects but produces molecular pulses that are longer in time and less

dense. In summary, when NF3 is used instead of SF6, the molecular beam has

a) b)

Figure 3.15: a) Rear view of the opened buffer gas beam source. After weeks of
operation, there is a thick layer of dust inside the chamber. The charcoal on the
exit is coated with particles. b) During that time, the ablation laser vaporized
approximately 2 mg of metal from the cadmium target, which is mounted in a
slot in the aluminum rod.

a lower forward velocity (170 m/s, single-stage cell, and 130 m/s double-stage)

and does not speed up over time. The number of AlF molecules produced this

way is equivalent and saturates at a significantly lower flow rate of the fluorine

donor gas. The SF6 beam delivers more molecules to the detector due to the

lower divergence and slightly higher forward velocity. This beam is adequate

for spectroscopy and optical cycling experiments. However, for loading a MOT,

a more stable beam with a lower forward velocity might be more advantageous.

Transverse velocity distribution f(v⊥)

The distribution of velocity perpendicular to the direction of observation causes

a broadening of the spectral lines. If we know the original shape of the lines,
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we can analyze the measured spectrum to determine the velocity distribution

that caused the broadening. To accomplish this, we measure the R(2) line

(A1Π, v′ = 0, J ′ = 3 ← X1Σ+, v′′ = 0, J ′′ = 2) under two conditions. First,

we take a measurement in absorption near the aperture of the buffer gas cell

where the density is high, and the transverse velocity contributions broaden

the spectrum significantly more than the hyperfine structure. Second, we take

a measurement further downstream behind a narrow slit to reduce the Doppler

contribution. Here the spectral width is dominated by the hyperfine structure

in the excited state, which is significantly larger than the Doppler broaden-

ing. The mathematical description to deconvolute two Gaussians of the form

Gi(ν, σ) = 1√
2πσi

exp
{
− ν

2σ2
i

}
as a function of the frequency ν and standard

deviation σ to arrive at the velocity distribution ρ(ν, σfl, σabs) from the convo-

lution G2 = G1∗ρ by performing Fourier transformation F is adapted following

Reference [127].

F(G2(ν)) = F(G1(ν))F(ρ)

ρ(ν, σ1, σ2) = F−1
(F(G2(ν))

F(G1(ν))

)
=

exp
ν2

2σ2
1−2σ2

2√
−σ2

1 + σ2
2

The standard deviations of the two Gaussians measured in absorption

Gabs(ν, σabs) and in fluorescence Gfl(ν, σfl), shown in Figure 3.16 are σabs =

249.9 MHz and σfl = 142.2 MHz respectively. The mean longitudinal velocity in

this measurement was estimated to be 150 m/s. Figure 3.16 shows the velocity

distribution ρ where ν → v⊥
c ν0 =

v∥ tan(Θ)

c ν0 as a distribution of the spherical

coordinate Θ.

In this measurement, the transverse velocity distribution of molecules leav-
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ing the cell has a full-width at half maximum (FWHM) of 110 m/s, correspond-

ing to a divergence of ∆Θ = 40◦. In comparison, an effusive beam has a di-

vergence of Θ = 120◦. The molecular beams we are working with experience

an increase in forward velocity due to collisions with the buffer gas, while the

transverse velocity remains constant. The measured divergence is close to the

expected value given by ∆Θ = 2 arctan
(

∆v⊥/2
∆v∥

)
≈ 2

√
mb

ms
, which is approxi-

mately ∆Θ = 33.8◦ for AlF in a He buffer gas [124]. The FWHM solid angle

is π tan(20◦)
2 ≈ 0.4.
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Figure 3.16: Transverse velocity distribution obtained by deconvoluting spectra
shown in a), which are measured after exiting the cell in absorption (red curve)
and further downstream in fluorescence (blue curve). The dashed curves rep-
resent the corresponding Gaussian fits. The mean forward velocity is 150 m/s.
b) the population of transverse velocities is obtained by deconvoluting the two
spectra and has a FWHM of approximately 40◦.

3.8 Summary

This chapter explored the use of buffer gas cooling as a method to create a

bright and slow molecular beam of AlF molecules for laser cooling experiments.

To determine the density of molecules in the beam, absorption spectroscopy was
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used at a distance of 2 cm from the cell aperture, and laser-induced fluorescence

and absorption at a distance of 35 cm from the cell. The production efficiency

of AlF was found to be significantly larger than that of comparable molecular

beam sources, with a similar number of particles per pulse as atomic buffer gas

beam sources. It was discovered that using NF3 as a fluorine donor gas greatly

improved the long-term stability of the molecular beam without affecting its

brightness. This allows the delivery of approximately 5 × 108 molecules per

pulse into the MOT capture volume, in a single rotational state. A novel

method for measuring the forward velocity distribution of a molecular beam

involving optical pumping was presented. This technique provides a fast and

accurate alternative to Doppler-sensitive LIF detection.
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Chapter 4

Optical cycling of AlF

molecules

4.1 Introduction

The density of diatomic molecules in a typical MOT is significantly lower than

that of their atomic counterparts. This becomes clear when comparing the

typical numbers and densities of trapped atoms in atomic MOTs (e.g. Rb N≈

1×108, ρ = 1010cm−3) to that of CaF or YbF (N≈ 1×105, ρ ≈ 106−107cm−3)

[48,129,130]. This is partly due to the challenges of producing bright molecular

beams, but also because the radiation pressure of light is typically lower for

molecules than for atoms. Zeeman slowing is not straightforward for molecules,

This chapter is based on
[79] – S. Hofsäss, et al., “Optical cycling of AlF molecules.” In New Journal of Physics 23
075001 (2021)
[128] – M. Doppelbauer, et al., “Characterization of the b3Σ+, v = 0 state and its interaction
with the A1Π state in aluminium monofluoride.” In Molecular Physics 119(1-2) e1810351
(2021)

65
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which leads to a reduced slowing efficiency [131, 132]. Alternatives such as

chirped slowing or white light slowing are less efficient techniques since these

tools are not selective to a narrow velocity range. This can be explained by

looking at the diatomic radicals SrF, CaF, and YO which have all been laser-

cooled in a three-dimensional MOT. To prevent optical pumping into dark

rotational states, the P(1) rotational line of the A2Π1/2 ↔ X2Σ+ electronic

transition is used for laser cooling. The number of hyperfine states in the

ground state ng involved in the optical cycle is larger than the number of

coupled hyperfine states in the excited state ne. The scattering rate is further

reduced by leaks to higher vibrational states in the ground state, since the

population will remain in these states for some time, before being repumped

to the main cooling cycle [44]. As a result, the effective spontaneous decay

rate Γeff = 2ne

ng+ne
Γ is typically Γ/10, while for alkali atoms such as potassium

on the D2 line Γeff = Γ [133]. This leads to a long slowing distance and

the characteristically low capture velocity of molecular MOTs of around 20

m/s [134,135]. In this chapter, we show how the implementation of a fast optical

cycling scheme provides a large spontaneous scattering force that can bring a

beam of AlF molecules to near-zero velocity in a distance of a few centimeters.

This scheme significantly increases the capture velocity of a magneto-optical

trap and allows a large fraction of molecules from a typical molecular beam to

be loaded into the trap. Laser-cooling of AlF molecules on the A1Π↔ X1Σ+

transition has the advantage that all Q-lines are rotationally closed, unlike 2Σ+

molecules, where only the P(1) line is rotationally closed. This means that a

high photon scattering rate can be sustained on all Q-rotational lines (J ′′ =

J ′), despite the complex hyperfine structure. The short lifetime of the A1Π

state (τ = 1.9 ns), the highly diagonal Franck-Condon matrix, and the specific
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hyperfine structure allow for a simple, highly closed, and fast optical cycling

scheme. We measure the dispersed fluorescence spectrum in order to measure

the ratio of Einstein-A coefficients A01/A00 and compare this to measurements

of the ratio of the relative absorption strengths on the 0 − 1 to 1 − 1 band

and to theoretical calculations. Further, we quantify the number of optical

cycles on the Q(1) line in saturation by calibrating the fluorescence yield using

a rotationally open transition. We also investigate other loss channels such

as losses to the intermediate triplet state on the A1Π → a3Π band, electric

field-induced parity mixing in the excited state, and losses due to two-photon

ionization. We probe the population in v′′ = 1 before and after optical pumping

and find an increase in v′′ = 1 population that corresponds to the determined

vibrational loss rate. We measure the radiation pressure force by deflecting the

molecular beam transversely and demonstrate efficient repumping from v′′ = 1.

Numerical simulations of the optical cycling process are in good agreement with

the experimental results. A rate-equation model describes the optical cycle well

for low laser intensities but fails to predict the scattering rate accurately at high

intensities.

4.2 Calibration of laser-induced fluorescence

Direct laser cooling can only be applied to molecules that have a specific energy

structure that allows engineering a quasi-closed optical cycle. It is important to

understand how long this cycling process can be maintained before the molecule

is lost from the cycle and requires to be repumped by a second laser. To deter-

mine this, we measure the maximum number of photons that can be scattered

before the molecule enters a dark state. A straightforward way to determine the
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number of optical cycles a molecule has undergone is by comparing the fluores-

cence yield from a cycling transition to that of a rotationally open transition.

For the cycling Q lines, the average number of photons that can be scattered is

mainly determined by the leak to higher vibrational states (see next section).

However, the rotationally open P and R transitions can be used to calibrate the

detected laser-induced fluorescence. The rotational branching ratios, derived

through the theory of angular momentum, determine the average number of

photons a molecule scatters before ending up in a dark rotational state. The

branching ratio is determined by the Hönl-London factors S∆J
J (J ′′), which for

a 1Π− 1Σ+ transition are given by

SP (J ′′) =
1

2
J ′′ − 1

2
for J ′′ ≥ 2 (4.1)

SQ(J ′′) = J ′′ +
1

2
for J ′′ ≥ 1 (4.2)

SR(J ′′) =
1

2
J ′′ + 1 for J ′′ ≥ 0, (4.3)

where
∑

∆J S
∆J(J ′′) = 2J ′′ + 1 is the total degeneracy [136,137]. The branch-

ing ratios can be written as

rP (J ′′) =
SP (J ′′)

SP (J ′′) + SR(J ′′ − 2)
(4.4)

rQ(J ′′) = 1 (4.5)

rR(J ′′) =
SR(J ′′)

SR(J ′′) + SP (J ′′ + 2)
. (4.6)

with a limiting value for the number of photons scattered by a molecule ⟨n∞ph,P ⟩ =

2 − 1/J ′′ and ⟨n∞ph,R⟩ = 2 + 1/(J ′′ + 1) for P and R lines, respectively. For

J ′′ → ∞ the maximum number that can be scattered ⟨n∞ph,P,R⟩ → 2. There
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is an additional vibrational loss of 1/213 per cycle, which lowers the expected

number of photons for each line by about 1%. When including the hyperfine

structure, the limiting values must be corrected to account for additional hy-

perfine dark states, which can lower the expected number of scattered photons

by up to 10%. In principle, we can now use this calibration method to quantify

how many photons each molecule has scattered in order to determine the vibra-

tional loss channel. However, the emission pattern is dependent on the relative

weight of σ+, σ−, and π polarized radiation. We define an angle θ between

the polarization of the excitation light and the detector, where θ = 0 is the

quantization axis. The fluorescence intensity of π and σ polarized light has an

angular dependence according to Iπ ∝ sin2 θ and Iσ ∝ (1 + cos2 θ)/2, where θ

is the angle between the k-vector of the fluorescence light and the polarization

vector of the excitation light.

We perform a consistency check to ensure that our method of using rota-

tionally open transitions as “standard candles” is suitable for calibrating the

fluorescence of the cycling transitions. To restrict off-axis excitation, the molec-

ular beam is collimated with a round, 2 mm diameter aperture placed 4 cm

before the first LIF detector. For the data presented here, the laser beam is

collimated to a e−2 diameter of wz = 3.7 mm and wy = 2.9 mm. This ensures

sufficient intensity is available to saturate the transition, that the transverse

extent of the laser exceeds that of the molecular beam, and that the inter-

action volume can be reliably imaged onto the PMT. Figure 4.1 shows the

laser-induced fluorescence for the R(1) and P(3) lines, time-integrated over

the duration of the molecular pulse, as a function of the laser intensity. A

low-intensity Q-branch spectrum allows us to normalize the LIF signals to the

respective rotational state population in J ′′ = 1 and J ′′ = 3. We display the
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saturation of the R(1) and P(3) lines because they both reach the same ex-

cited state. In saturation, the two LIF signals reflect the predicted ratio by the

Hönl-London factors. A deviation from this ratio would lead to a systematic

error in the calibration. The solid curves result from a theoretical simulation

of the light-molecule interaction using rate equations, the measured velocity

distribution, and the spatial profile of the molecular and laser beam. The P(3)

line saturates at 1.5 photons and not at ⟨n∞ph,P ⟩ = 5/3 as predicted by Equa-

tion 4.4. This is due to optical pumping of molecules into the dark MF ′′ = ±6

Zeeman sublevels, which slightly lowers the average number of photons scat-

tered per molecule. By averaging over all possible decay channels, we expect
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Figure 4.1: The fluorescence yield of the R(1) (blue data points) and the
P(3) (red data points) lines saturates at 2.5 and 1.5 photons per molecule,
respectively. Simulations based on a rate equation model are shown as solid
curves. In this measurement, the polarization angle is set parallel to the axis
to the detector (θ = 0).

a periodic modulation of the detected fluorescence with an amplitude of 0.18

for the R(1) and -0.03 for the P(3) line. Figure 4.2 summarizes this effect.

The points with error bars are the measured fluorescence normalized to their

value for Θ = 0. The solid curves are the predicted modulation by calculating

the weighted sum over all possible decay channels. Therefore, it is crucial to
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choose Θ = 0, where the ratio of the two fluorescence signals in Figure 4.1

corresponds to the ratio of the Hönl-London factors. The same is true for the

Q(1) line, whose periodic modulation has an amplitude of 0.11 (not shown),

slightly less than the R(1) line. In conclusion, we can compare the fluorescence

yield of rotationally closed transitions to that of rotationally open transitions

in order to convert from fluorescence signal into the number of optical cycles

per molecule. In order to do so, the fluorescence emission pattern needs to be

considered.
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Figure 4.2: Rotating the polarization of the excitation laser changes the de-
tected fluorescence intensity for the R(1) line (blue) significantly but not for
the P(3) line (red). Only if the polarization is set along y, i.e., along the axis
of the detector (Θ = 0), the ratio of the signals from the P and R lines is equal
to the ratio predicted by the Hönl-London factors.

4.3 Leaks from the optical cycle to v′′ = 1

Optical cycling on a rotationally closed transition leads to a manyfold increase

in the signal-to-noise ratio of the observed LIF signal. However, the optical

cycle is not fully closed, as losses to higher vibrational states can still occur.

The leak to X1Σ+, v′′ = 1 is the most significant loss channel for laser cooling of
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AlF. There are no selection rules that restrict branching to higher vibrational

states in the ground electronic state. We can however measure the number of

optical cycles, N , when the transition is saturated. The probability distribution

for a molecule to scatter exactly n photons, when this number is limited to N ,

is p(n) = (1 − r)rn−1 for n < N , p(n) = rn−1 for n = N , and p(n) = 0 for

n > N . For a molecule that interacts with a laser for a time ti, the maximum

number of photons scattered is N = Rti, where R is the photon scattering

rate. When an ensemble of molecules interacts with a laser beam, the fraction

of molecules remaining in the initial state is given by P (N) = rN [80]. The

average number of photons scattered is

⟨nph⟩ =

N∑
n=0

np(n) =
1− rN

1− r
=

1− P (N)

1− r
. (4.7)

The limiting value for N →∞ is given by ⟨n∞ph⟩ = 1/(1− r), and the standard

deviation of the probability distribution is equal to the mean value. This means

that there is a wide variation of the number of photons scattered by individual

molecules [39, 80]. We can approximate r by the previously calculated ratio

of Einstein coefficients r = 1/(1 + A01/A00) = 0.9953 [72] and arrive at a

maximum mean number of scattered photons of ⟨n∞ph⟩ = 213.∗ The population

in v′′ = 0 decreases with N , according to Pv′′=0(N) = rN , which for r ≈ 1 is

well approximated by an exponential decay Pv′′=0(N) ≃ e−N(1−r). In the limit

of Γti ≫ 1 and R≪ Γ, with Γ = 1/τ0 being the spontaneous decay rate,

nph(ti) =
1− e−R(1−r)ti

1− r
. (4.8)

∗Depending on the basis set and potential that is used to calculate the branching ratio,
the uncertainty is estimated to be about 15%.
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The limit of ⟨n∞ph⟩ can only be reached if R(1−r)ti ≫ 1, where the fluorescence

saturates [138].

Method 1: dispersed fluorescence

To determine the number of vibrational repump lasers that are necessary

for laser slowing and cooling, we measure the Einstein coefficient A01 of the

A1Π, v = 0→ X1Σ+, v′′ = 1 (0-1) band relative to the Einstein A00 coefficient

of the 0-0 band. We do this by dispersing the laser-induced fluorescence of

the molecules using a compact spectrometer. For the dispersed fluorescence

detection, we tune a cw laser to the Q(1) line of the 0-0 band near 227.5 nm (1

mm diameter beam, 90 mW) and cross it with the molecular beam about 320

mm from the source. The laser-induced fluorescence is collected, coupled into

an optical fiber, and dispersed using a compact Czerny-Turner spectrometer

(Avantes AvaSpec-ULS2048-EVO, 600 µm fiber, 25 µm entrance slit) with a res-

olution of 1.5 nm. A typical dispersed fluorescence spectrum is shown in Fig. 4.3

a). We average 4000 shots and subtract the background, measured without the

molecular beam but with 90 mW of cw laser light present (Fig 4.3 b)). To fit

the data, we first determine the line shape of the spectrometer at 227.5 nm and

231.7 nm by coupling narrow-band laser light directly into the spectrometer.

We then use the two spectral response functions to fit the molecular emission

spectrum. The only fit parameters are the two emission amplitudes. The fit to

the data is shown as the red curve in Fig. 4.3. Figure 4.3 c) shows the emission

of the molecules on the 0-1 band around 231.7 nm more clearly. The fit gives a

ratio of emission amplitudes of ν01A01/(ν00A00) = (7± 3)× 10−3. We account

for the slightly different detection efficiency of the spectrometer at 231.7 nm and

227.5 nm. Light at 231.7 nm is detected with a 10± 3% higher efficiency than
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light at 227.5 nm. To reduce the uncertainty, we repeat this measurement 14

times which gives a final result for the R(2) line of A01/A00 = (7.3± 1)×10−3.
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Figure 4.3: Dispersed fluorescence spectrum after excitation on the Q(1) line
of the 0-0 band. The LIF is coupled into an optical fiber and dispersed using a
grating spectrometer a). The red curve shows a fit to the data (circles) using
the measured spectral response of the spectrometer. The background spectrum
b) is recorded without the molecular beam but with the excitation laser present.
The inset c) shows the 0-1 emission band on an enlarged scale.

Method 2: ratio of absorption strengths

As an alternative method, we can determine the ratio of Einstein Bab
01/B

ab
11

coefficients by comparing the absorption strengths of rotational lines, i.e. orig-

inating from the same v′′ = 1, J ′′-level in the X1Σ+ state, of the 0-1 band to the

absorption strength of the same rotational lines of the 1-1 band. In this case,

we measure the ratio A01/A11 = ν301B
ab
01/(ν

3
11B

ab
11), with ν01 and ν11 the tran-

sition frequencies of the rotational lines of the 0-1 and 1-1 band, respectively.

In a molecular beam, the population distribution across vibrational levels in
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the electronic ground state might change on the timescale of an experiment.

Therefore, it is more precise to measure the ratio A01/A11 instead of A01/A00.

The experimental results of the two methods are compared to numerical cal-

culations. By increasing the intensity of the ablation laser, we can increase

the population in the X1Σ+, v′′ = 1 state from about 4% to up to 15% of the

overall population. This, however, also increases the mean velocity of the AlF

molecules to over 300 m/s. For this measurement, we overlap two lasers and

cross them with the molecular beam orthogonally. The frequency of one laser is

locked to the center of the R(2) line of the 0-1 band near 231.7 nm, and the fre-

quency of the second laser is locked to the R(2) line of the 1-1 band near 227.5

nm. We choose these lines specifically because they appear as isolated single

lines. The spatial mode of each laser is cleaned up using pinholes resulting in a

Gaussian intensity distribution in the interaction region with a 1/e2 diameter of

0.46 mm. The molecule fluorescence induced by each laser is imaged on a PMT,

recorded on alternate shots to minimize the effect of source fluctuations, and

averaged over 50 shots. The two ToF profiles are shown in Fig. 4.4. The circles

show the ToF profile of the molecules excited on the 0-1 band with a laser power

of 7.3 mW. The solid black curve results from excitation on the 1-1 band with

a laser power of 0.045 mW. The power in each laser beam is adjusted such that

the amplitudes of the two ToF profiles are nearly identical. Weak excitation is

necessary to prevent optical pumping into dark rotational states. The difference

between the two ToF profiles is shown in Fig. 4.4b). The ratio of laser powers

directly reflects the ratio of Einstein coefficients Babs
01 /B

abs
11 = 6.2 × 10−3, be-

cause ν00A00/(ν11A11) ≈ 1. We repeat this measurement for 16 different pairs

of laser powers. The mean and standard error of these measurements gives the

final result of A01/A11 = (5.72 ± 0.08) × 10−3. We repeat the measurement
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Figure 4.4: a) Two ToF profiles. One laser is locked to the R(2) line of the 1-1
band (white circles), and a second laser is locked to the R(2) line of the 0-1
band (solid black curve) of the A1Π← X1Σ+ transition. The two laser beams
are overlapped and have the same Gaussian intensity profile. The powers are
set to 0.045 mW for the 1-1 band and 7.3 mW for the 0-1 band. The difference
between the two ToFs is shown in b).

using the R(1) rotational lines, giving A01/A11 = (5.59 ± 0.02) × 10−3. The

results are summarized in Table 4.1 and compared to theoretical calculations

by Jesús Pérez-Ŕıos that also yield the Franck Condon factors in Table 4.2.†

†The RKR potentials are derived by using Le Roy’s program [139] to fit both Morse and
expanded Morse oscillator (EMO) functions to precise spectroscopic data [90, 91]. These
potentials are then used to calculate the Franck-Condon factors (fAX), which are listed in
Table 4.2 and compared to the Franck-Condon factors derived from ab initio calculations
[140]. To predict the transition probability of the weak off-diagonal bands more precisely, we
include the variation of the transition dipole moment with internuclear distance [141]. We
use the multi-reference-configuration-interaction (MRCI) method available in MOLPRO 2019
[92] to perform ab initio calculations of the relevant transition dipole moment. The MRCI
calculations are fed with the natural orbitals from a Multi-Configuration Self-Consistent Field
(MCSCF) calculation with a complete active space (CAS) consisting of nine orbitals with A1

symmetry, three with B1 symmetry and three with B2 symmetry associated with the point
group C2v . The calculations employ the AV5Z [93] basis set for each atom.
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Table 4.1: Calculated and measured ratios of transition probabilities.

Measured Calculated
(A01/A00)× 103 7.3± 1a 4.7
(A01/A11)× 103 5.59± 0.02b 4.8
(A02/A00)× 103 - 0.1

a dispersed fluorescence
b ratio of absorption strengths

Table 4.2: Calculated Franck-Condon factors.

fAX Ab initio [140] EMO Morse
f00 0.99992 0.996 0.9948
f01 9× 10−6 0.0040 0.0005
f02 7× 10−5 2.6× 10−5 2.7× 10−5

Method 3: saturation of laser-induced fluorescence

A more direct method to determine r is to measure ⟨n∞ph⟩ by saturating the Q(1)

fluorescence signal. Figure 4.5 shows two time of flight profiles of the molecular

pulse with the laser tuned to the Q(1) (blue) and R(1) (black) lines. While the

R(1) line can only scatter a maximum of 2.5 photons, the Q line is rotationally

closed and does not suffer any rotational losses. Both traces are taken with the

same laser intensity to qualitatively demonstrate the signal enhancement due to

optical cycling. The time-integrated fluorescence spectrum of the Q-branch for

low and high laser intensity is shown in Figure 4.6. The low-intensity spectrum

is scaled by a factor of 20. Each Q-line shows a similar signal enhancement

at high laser power, demonstrating that all Q-lines can cycle. The saturation

of the Q(1) fluorescence for two forward velocities vz = 150 m/s (blue) and

vz = 300 m/s (red), is shown in Figure 4.7. Here, the same signal is recorded

with different laser intensities and then calibrated using the standard candle

method from Section 4.2. The solid curves are simulations based on the optical
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Figure 4.5: a) Demonstration of optical cycling on the rotationally closed Q-
lines. The experimental setup is modified from the one presented in Section
3.6. b) Compared to a non-cycling transition (R(1), black), the LIF signal
is strongly enhanced by using a cycling transition (Q(1), blue) to probe the
molecular beam.

Bloch equations, and the dashed lines are the predictions from the rate equation

model. The calculations of both models are described in detail in a recent PhD

thesis [142]. We use the measured laser beam profile and forward velocity to

predict N =
∫
R(t)dt for each theoretical model and equation 4.7 to predict

⟨nph⟩. It is clear that a high optical cycling rate can be obtained despite the

large number of hyperfine components involved in the cycling scheme. The

rate equations do not account for the effects of coherent dark states and thus

predict fluorescence saturation at a lower intensity. This method is suitable to

demonstrate that the fluorescence of the Q(1) line indeed saturates at around

213 photons as predicted by theoretical calculations.

4.4 Other loss channels

When using a single laser frequency, the vibrational loss channel is expected

to be the limiting factor. However, if a repump laser closes this channel, other

loss channels become significant. These include losses to intermediate electronic
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Figure 4.6: A Q-branch spectrum (J = 1 to J = 4), recorded using a low (red)
and high (blue) laser intensity demonstrates that optical cycling is not hindered
by the increasing complexity with increasing J . The low power spectrum is
scaled up by a factor of 20.

states, rotational losses due to parity mixing, or 1+1 ionization from the excited

state. It is thus important to quantify these loss channels beforehand.

The A1Π→ a3Π band

There are two triplet states that are relevant for laser cooling of AlF, which are

also shown in Figure 2.4, the a3Π state which is the lowest electronic triplet

state, and the b3Σ+ state, which is slightly higher in energy than the A1Π

state [143]. The close proximity of the b3Σ+ state to the A1Π state leads to

a mixture of singlet/triplet characters of the wavefunction of the A1Π state,

which opens a loss channel to the a3Π state [128]. To directly probe the amount

of triplet wave function mixed into the A1Π state, we measure the ratio RA

of the number of fluorescence photons emitted on the A1Π→ a3Π and on the

A1Π→ X1Σ+ transition. The value for RA is identical to the ratio of the Ein-

stein A-coefficients for A→ a and A→ X emission, i.e., RA = AA,a/AA,X . The

value for RA gives the loss from the main laser cooling cycle due to electronic

branching to the a3Π state. Previously, we measured this electronic branching
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Figure 4.7: The number of optical cycles on the Q(1) line was determined by
calibrating the laser-induced fluorescence with a standard candle. We measure
the saturation of the Q(1) fluorescence for molecules traveling with vz = 150
(blue points) and vz = 300 m/s (red points). Simulations for each velocity
based on optical Bloch equations and rate equations are shown as solid curves
and dashed curves, respectively. The curves approach the limit of 213 photons
for either increased interaction time or laser intensity.

ratio on the A→ a bands indirectly to be at the 10−7 level by comparing the

absorption strength of the A1Π, v = 0 ← a3Π0, v
′ = 0 transition relative to

the absorption-strength of the A1Π, v = 0← X1Σ+, v′′ = 0 transition [72]. In

that analysis, we only considered the amount of singlet character in the wave

function of the a state to determine the strength of the A ← a transition.

We did not account for the (then unknown) amount of triplet character in the

wave function of the A state due to the interaction of the A and b states, which,

as we will see here, turns out to be the dominant effect. In the experiment,

we isolate the small amount of visible fluorescence from the strong UV fluo-

rescence by a high-reflectivity UV mirror, which is transparent in the visible,

in combination with a long-pass and two bandpass filters in front of the PMT

(see inset in Figure 4.8). The transmission band of the filters is chosen such

that only wavelengths that cover the A1Π, v′ = 0→ a3Π, v′′ = 0 transition are

detected by the PMT. The mirror reduces the UV fluorescence that is incident
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on the spectral filters to the 10−6 level, suppressing their broadband phos-

phorescence when irradiated with UV light. The transmission of each optical

element is measured individually at 227.5 nm and 599 nm, using laser light

and a calibrated photodiode. The total detection efficiency, accounting for the

transmittances and PMT responses, becomes ηuv = 0.2± 0.05 for UV photons

and ηvis = 0.044± 0.01 for visible photons in the range of 596− 604 nm. The

ratio of Einstein coefficients becomes

RA =
nvis
nuv

ηuv
ηvis

, (4.9)

where nvis and nuv are the number of photons detected in the visible and UV,

respectively. A typical measurement is presented in Figure 4.8. The molecules

are optically pumped on the Q(1) line of the 0−0 band of the A−X transition,

and the LIF is imaged and detected by two different PMTs. The majority of the

fluorescence is emitted in the UV and imaged onto the UV-sensitive PMT. The

PMT is operated in current mode, which is converted into a voltage, amplified,

and read into the computer. We calibrate this PMT output voltage against the

output of the PMT in photon-counting mode for low incident light intensities.

The small fraction of the LIF that is emitted in the visible is shown as red dots.

The two time of flight profiles are very similar, with the detected signal in the

visible as a fraction of the emission in the UV being nvis

nuv
= (1.3± 0.05)× 10−7.

By accounting for the different detection efficiencies for the two wavelengths,

the measured ratio is as given as RA = (6±2)×10−7. The total uncertainty in

this measurement is dominated by the systematic uncertainty in the quantum

efficiency of the two PMTs and by the uncertainty in the imaging efficiency

for the two wavelengths. We also measure the ratio of the visible to the UV
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fluorescence subsequent to excitation on the Q(1) line of the 1 − 1 band of

the A −X transition. Since the A1Π, v = 1 level is energetically closer to the

b3Σ+, v = 0 level, one might expect a significantly larger fraction of visible

fluorescence. However, we find that the two ratios RA are equal to within the

15% uncertainty of the measurement.

Figure 4.8: The LIF emitted in the UV (227.5 nm, black) and VIS (599 nm,
red) as a function of time when the UV laser frequency is locked to the Q(1)
line of the A1Π, v′ = 0 ← X1Σ+, v′′ = 0 transition. The inset shows the
configuration of the fluorescence detector used for the VIS experiment.

Rotational losses due to parity mixing

A small electric field can mix the closely spaced, opposite parity Λ-doublet

levels in the A1Π state and therefore break the parity selection rule of an

electric dipole transition. As a consequence, the molecules are pumped into

dark rotational states in the ground state after scattering only a few photons,

which means they are lost from the optical cycle.

The most substantial mixing in the A1Π, J ′ = 1 level occurs between the

opposite parity MF ′ = 1 sublevels of F ′ = 1, whose energy-level spacing is less

than a MHz. For very low electric fields, i.e., a small Stark shift compared to
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the energy-level spacing, the fraction of the opposite parity that is mixed into

a given parity level increases quadratically with the electric field, transitions

to a linear increase for higher fields and converges to an equal mixture at high

electric fields. Given the electric dipole moment of 1.45 Debye, an electric field

of a few V/cm is sufficient to open a significant loss channel from the optical

cycle. In the X1Σ+ state, the opposite parity levels are separated by at least

twice the rotational constant, and parity mixing can be neglected.

When exciting on the Q(1) line, the parity mixing in the A1Π, J ′ = 1 level

leads to rotational branching to the dark J ′′ = 0 and J ′′ = 2 rotational levels in

the electronic ground state. This effect reduces the average number of photons

that can be scattered from ⟨n∞ph,Q⟩ = 1/(1− τ0A00) to a limiting value in high

electric fields of only two.

To quantify this potential loss channel, we install electrodes in the optical

pumping region (LIF-1), apply a uniform electric field, and measure the fraction

of molecules that are pumped into X1Σ+, v′′ = 1. The frequency of the pump

laser is locked to the center of the Q(1) line and the population in v′′ = 1 is

probed in LIF-2, similar to the experiment described in Section 4.5. Figure 4.9

shows that the fraction of molecules pumped into the v′′ = 1 level decreases

rapidly with increasing electric field. Following the model described in Section

4.3, the population in the v′′ = 1 level after N optical cycles is given by

Pv′′=1(N,E) = τ0A01

N−1∑
n=0

(
r − γ(1− τ0A00)E2

)n
(4.10)

≃ 1

1 + γE2

(
1− e−N(1−τ0A00)(1+γE2)

)
, (4.11)

where τ0A01 ≈ (1−τ0A00). We express the losses from the optical cycle induced
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Figure 4.9: Rotational loss channels induced by stray electric fields can limit
the photon scattering rate. Parity mixing in an external electric field opens
a loss channel comparable to vibrational branching. a) Optical cycling in an
electric field in LIF-1 is reduced by the influence of an electric field. The
v′′ = 1 population is measured in LIF-2 with an independent probe laser. The
experimental setup was modified from the one presented in Section 3.6. b)
The v′′ = 1 population, Pv′′=1(N,E), is measured as a function of the applied
electric field E and normalized to the value at zero electric field Pv′′=1(N, 0).

by parity mixing as γ(1− τ0A00)E2 and assume a quadratic dependence with

the electric field E. Assuming N = 55 ± 15 we fit the model using γ as a fit

parameter. The model fits the data well for γ = 0.0034(6) cm2 V−2. The losses

due to vibrational branching and due to parity mixing become equal when

γE2 = 1, which occurs at 17(2) V cm−1. Only if the parity and vibrational

losses are equal and N → ∞ will Pv′′=1 = 0.5. The loss channel induced by

parity mixing becomes negligible for stray electric fields below 1 V cm−1.

Two-photon ionization

The A1Π, v′ = 0 state of AlF is located 5.45 eV above the X1Σ+, v′′ = 0 state,

more than halfway up to the ionization potential at 9.73 eV. Therefore, after

excitation on the A1Π, v′ = 0 ← X1Σ+, v′′ = 0 band near 227.5 nm, a second

photon from the same laser can ionize the molecule, creating an AlF cation in
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the 2Σ+ electronic ground state and a free electron.

It is quite uncommon to observe such a single color (1+1) resonance-

enhanced multiphoton ionization ((1+1)-REMPI) process for molecules using

a cw laser. The cross-section for the excitation into the ionization continuum

is many orders of magnitude smaller than the cross-section of the first resonant

excitation step. The total ionization yield scales linearly with the time that

the molecules spend in the electronically excited state. This makes ionization

with a cw laser challenging, particularly if the intermediate state lives less than

two nanoseconds. However, AlF can be excited on a quasi-cycling transition to

increase the time the molecules spend in the excited state to nphτ , which can

be significantly larger than τ .

Ionization leads to a loss from the optical cycle, which can be expressed as

γi(I) =
Γion

R
=
σiIτ

ℏω
, (4.12)

where Γion = σiρee(I, δ)I/ℏω, ρee(I, δ) is the fraction of AlF molecules in the

excited state, which depends on the intensity I and the detuning from resonance

δ, σi is the photoionization cross-section from the A1Π state and R = ρee(I, δ)Γ

is the photon scattering rate. The ionization cross section for the A1Π state

is independent of the rotational quantum number J ′′, as is the lifetime τ .

Figure 4.10 shows the total number of AlF cations produced as a function of

the laser frequency while scanning a high power cw laser over the Q-branch of

the A1Π, v′ = 0 ← X1Σ+, v′′ = 0 band. The weak electric field mixes the

opposite parity states in A1Π, increasing the number of accessible levels and

the ionization probability from the F ′ = 3 and F ′ = 4 states. This causes the

Q(1) line to appear shifted by about 100 MHz. Moreover, the electric field used
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Figure 4.10: Two-photon ionization can limit the photon scattering rate. Q-
branch spectrum up to J = 4 by detecting the molecular ions in a Wi-
ley–McLaren time-of-flight detector. For efficient two-photon ionization, a large
excited state population is required. Therefore, a very low ion-extraction field
must be used to prevent optical pumping into a rotational dark state via parity
mixing.

to extract the molecular ions from the ionization region must be low to prevent

opening a rotational loss channel. The ion yield from (1+1) REMPI decreases

with an increasing electric field.

The number of AlF molecules passing through the ionization volume per

pulse is determined by absorption spectroscopy to Nmol = 1.2 × 108, with a

peak density of 5.5 × 107 cm−3. The number of ions detected from the same

interaction region is measured using a compact, linear, Wiley-McLaren time-

of-flight setup to Nion = 259/ϵ = 650 per pulse. The ion detection efficiency,

ϵ ≃ 0.4, is mainly determined by the open area ratio of the microchannel

plates [144]. The number of detected ions is likely to be underestimated due to

the low electric field (5 V/cm) used to extract the ions. With the laser frequency

locked to the center of the Q(1) line, the fraction of the molecules that are

ionized by the 17 W/cm2 laser beam (peak intensity) Nion/Nmol = 5.4× 10−6

with Γion = Nion/(tiNmol) = 1.6 s−1, where ti = 3.3× 10−6 s is the interaction
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time of the molecules with the laser beam. During this time, the molecules

scatter on average ⟨nph⟩ = 60 photons. With R = 18× 106 s−1, the fractional

loss from the optical cycle, due to ionization, becomes γi = 4.7 × 10−9s, with

s = I/Isat being the saturation parameter, and σi = 2 × 10−18 cm2. The

results presented here should be used as an order-of-magnitude estimate for the

loss rate and the ionization cross-section. The low extraction voltage prevents

determining the ionization volume precisely.

4.5 Optical cycling rate

Optical cycling on a deep-UV laser-cooling transition is a powerful method

because each photon carries a significant momentum when it is absorbed. For

AlF, this momentum corresponds to a velocity change of about ∆v = 3.8 cm/s.

However, in order to completely stop an AlF molecule, this process needs to be

repeated almost 4000 times because of the high initial velocity of v = 150m/s.

The previous section showed that multiple laser frequencies are required

because there are some dark vibrational states that a molecule can end up

in. In this section, we determine the optical cycling rate R by comparing

the LIF (laser-induced fluorescence) signal from the cycling Q lines to the

emission of a non-cycling rotational line. We measure the cycling rate as a

function of the interaction time by probing different parts of the longitudinal

velocity distribution. Secondly, we determine the rate at which the ground-

state molecules are optically pumped into the darkX1Σ+, v′′ = 1 state. Finally,

we measure the acceleration, which is a product of the cycling rate and ∆v,

by deflecting the molecular beam from the propagation axis. However, it is

important to note that these experiments are conducted with a single laser
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frequency and linearly polarized light. Therefore, there may be dark hyperfine

states in the optical cycle, which can limit the achievable scattering rate.

Method 1: saturation as a function of interaction time

We probe different parts of the velocity distribution to measure the fluorescence

yield on the Q(1) line and compare it to a reference signal on a closed rotational

line. Figure 4.11 shows the number of photons scattered as a function of the

interaction time, defined by ti = wz/vz, where wz is the e−2 diameter of the

laser beam. The solid curve is a fit to the data using equation 4.7 with R as

fit parameter and r = 0.9953 as the predicted branching ratio. The fit gives

R = 17.2(2)×106 s−1 for the effective scattering rate for a saturation parameter

s = I/Isat = 6. We estimate the systematic uncertainty in determining the

number of photons scattered to be 10%. This is mainly due to uncertainties

in the calibration procedure that arise from a non-linearity in the PMT gain,

combined with variations in the source flux and velocity distribution.

Method 2: optical pumping into X1Σ+, v = 1

The second method to determine the photon-scattering rate is to measure

the rate at which the molecules are pumped out of X1Σ+, v′′ = 0 and into

the dark X1Σ+, v′′ = 1 level. For this we use a high-intensity laser beam

(≈ 20 W/cm2 (I/Isat ≈ 22), wz = 1.3 mm, wy = 1.1 mm) tuned to the

A1Π, v′ = 0 ← X1Σ+, v′′ = 0 transition. To probe the molecules remaining

in X1Σ+, v′′ = 0, we split off a small fraction of the pump laser beam and in-

tersect it with the molecular beam a second time in LIF-2 (see Figure 4.12a)).

Figure 4.12b) shows a Q-branch spectrum recorded in LIF-2 with the pump

laser present (blocked) in LIF-1 in blue (red). The fraction of the v′′ = 0 pop-



4.5. Optical cycling rate 89

0 5 10 15 20 25 30
0

50

100

150

200

250

Interaction time (μs)

Sc
at
te
re
d
ph
ot
on
s

-4 -2 0 2 4
0.00
0.01
0.02
0.03

1

0.1

s=10

R
(Γ
)

z (mm)

Figure 4.11: The number of photons scattered on the Q(1) line as a function
of the interaction time ti = wz/vz with the laser, where wz = 3.7 mm is the
e−2 diameter of the laser beam along z. The number of optical cycles on the
Q(1) line was determined by calibrating the laser-induced fluorescence with a
standard candle. The solid curve is a fit to the data using equation 4.7. Inset:
the simulated photon scattering rate expressed as a fraction of Γ as a function
of z for wz = 3.7 mm and three values of the saturation parameter s in the
absence of losses to v′′ = 1.

ulation that is pumped out by the high-intensity laser is 29%, 37%, 55%, and

67% for the Q(1) to Q(4) lines, respectively. The data indicates that higher

Q lines scatter faster at the same laser intensity and therefore pump out more

molecules for the same interaction time. The number of photons scattered by

the molecules for the Q(1) through Q(4) lines is related to the population re-

maining in v′′ = 0 by ⟨nph⟩ = − ln(Pv′′=0)/(1 − r) = 73(11), 98(15), 170(25)

and 236(35), respectively. The pumped-out fraction for higher rotational lines

is slightly overestimated because the molecules experience a radiation pressure

force, leading to a Doppler shift in LIF-2 of about 17 MHz per 100 photons

scattered (see next section). Additionally, the molecules are displaced from the

center of the detection region, which decreases the detection efficiency slightly.

The number of photons scattered on the Q(1) line corresponds to an effective

scattering rate of R = 16(2)× 106 s−1 which increases to R = 42(7)× 106 s−1
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Figure 4.12: a) The depletion of the v′′ = 0 population by a strong pump laser
in LIF-1 is probed in LIF-2 with a low-intensity laser beam that has the same
frequency as the pump laser. The experimental setup was modified from the
one presented in Section 3.6. b) The spectrum in blue (red) is with the pump
laser in LIF-1 on (off). Inset: fraction of molecules pumped from v′′ = 0 to
v′′ = 1.

for the Q(4) line. This is in good agreement with the scattering rate deter-

mined in the previous section. We have not performed optical Bloch equation

simulations for the high Q-lines, but we expect the peak scattering rate to

increase for higher Q-lines. In addition, the higher Q lines reach the peak scat-

tering rate at a lower intensity or shorter interaction time, which leads to an

effectively higher scattering rate for the same laser-beam diameter. To verify

that the molecules are indeed pumped to X1Σ+, v′′ = 1, we probe the v′′ = 1

population in LIF-2 (see Figure 4.13a)). Figure 4.13b) shows Q-branch spectra

of the A1Π, v′ = 0 ← X1Σ+, v′′ = 1 band using a second UV laser tuned to

231.7 nm with an output power of up to 150 mW. The top panel shows the

0 − 1 spectrum with (without) the 0 − 0 pump laser present in LIF-1 in blue

(red). The top panel shows the 0 − 1 spectrum with the pump laser tuned

to the Q(1) line. The bottom panel is the same spectrum but with the pump

laser tuned to the Q(2) line. The total number of v′′ = 1 molecules that are
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produced in the source relative to the number of molecules in v′′ = 0 is typi-

cally 9(2)%. The increase in v′′ = 1 population (blue curves) corresponds to a

fraction of molecules that are pumped out of v′′ = 0 of 36(8)% and 31(7)% for

the Q(1) and Q(2) lines, respectively. This is consistent with the pumped-out

fraction shown in the inset of Figure 4.12a). The uncertainty is dominated by

fluctuations in the v′′ = 1 population relative to v′′ = 0.
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Figure 4.13: a) Optical pumping to X1Σ+, v′′ = 1 by cycling on the Q(1) or
Q(2) transition from v′′ = 0 in LIF-1 is measured with an independent probe
beam in LIF-2. The experimental setup is modified from the one presented in
Section 3.6. b) The pump laser is tuned to the Q(1) (top) or Q(2) (bottom)
line of the 0− 0 band. The v′′ = 1 population is probed in LIF-2 by recording
a Q-branch spectrum of the A1Π, v′ = 0 ← X1Σ+, v′′ = 1 band with (blue)
and without (red) the pump laser present in LIF-1.

Method 3: deflection of the molecular beam by radiation pressure

The next step towards laser slowing and magneto-optical trapping is to demon-

strate a measurable radiation pressure on the molecular beam. This method

is also a straightforward way to determine the number of photons scattered

by the molecules. Figure 4.14 shows a schematic of the experimental setup

which is modified from the one presented in Section 3.6 by increasing the

distance of the LIF zones from the source in order to reduce the transverse
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velocity distribution(L1 = 54 cm and L2 = 82 cm). We use a high-intensity

(10 W/cm2(I/Isat ≈ 11), wz = 0.9 mm, and wy = 2 mm) laser tuned to the

Q(2) rotational line to exert radiation pressure onto the molecular beam and

measure the transverse deflection by imaging the molecular fluorescence onto a

sCMOS camera. A round 2 mm aperture located in front of the pump region

in LIF-1 collimates the molecular beam transversely to 1 m/s (FWHM). This

guarantees that the entire molecular beam can be imaged onto the camera. The

imaging system is calibrated by translating the collimating aperture in LIF-1

along x and measuring the average displacement of the molecular fluorescence

on the camera. A clean-up beam (100 mW in wz = wy = 2 mm) intersects the

molecular beam a few cm downstream from the pumping region and recovers

> 95% of the molecules lost to v′′ = 1. The v′′ = 0 molecules are detected in

LIF-2 by splitting off a fraction of the 0−0 pump light and directing it through

LIF-2.

Q(2) pump laser

aperture

shutter

0

x

z
(cm)54

LIF-1source
82
LIF-2

PMT Cam.

v''=1 repump

Figure 4.14: The experimental setup is similar to the one described in Section
3.6 but with increased distance from the source in order to reduce the transverse
velocity distribution. An additional repump laser restores molecules from v′′ =
1 before imaging the molecular beam in LIF-2.
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The short excited state lifetime and small Franck-Condon factor of the 0−1

transition require a high laser intensity to saturate the transition. For future

laser-slowing and cooling experiments, it is essential to reach a repumping rate

that exceeds the rate at which molecules are pumped into v′′ = 1. We measure a

repumping rate of ≈ 106 s−1, fast enough to guarantee efficient repumping. The

clean-up beam pumps also the small population of v′′ = 1 molecules produced

in the source to v′′ = 0 which is then detected in LIF-2 by the probe beam. We

measure this fractional increase in v′′ = 0 population by turning off the pump

laser and determining the difference in LIF signal with and without the clean-

up beam. The difference is subtracted from the image of the deflected beam

because it originates from molecules that are not deflected by the radiation

pressure force in LIF-1.

By absorbing a photon, the molecule acquires a linear momentum p = ℏk

in the direction of this photon. The resulting deflection of the molecular beam,

measured in LIF-2, is d = ⟨nph⟩vrL/vz, where vr = ℏk/m = 3.8 cm/s is the

recoil velocity per photon, L = 28 cm is the distance between the pump and

probe regions and vz = 270(20) m/s is the forward velocity of the molecules.

Figure 4.15 summarizes the results of this experiment. Panel a) shows

a binned camera image with the pump laser turned off (top) and turned on

(bottom). The image is integrated and fitted with a Gaussian to determine the

average displacement of d = 2.15 mm (panel b), indicating that the molecules

scatter ⟨nph⟩ = 55(4) photons. This is consistent with the value derived from

optical pumping, given the shorter interaction time due to the smaller waist

diameter wz. The recoil velocity is comparable to the width of the transverse

velocity distribution of the molecular beam, which leads to a broadening of

the molecular beam along x. This is a result of the random direction of the
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spontaneously emitted photons which leads to velocity diffusion and therefore

a symmetric broadening of the molecular beam. The diffusion coefficient can

be approximated by D ≈ (ℏk/m)
2
R, with R being the photon scattering rate.

This momentum diffusion gives rise to a characteristic velocity change of the

molecules of R/k = 0.54 m/s [145], and therefore broadens the transverse

velocity distribution by about 54%. A more accurate approximation is given

in [36]. The upper bound for the transverse velocity after scattering ⟨nph⟩ = 55

photons is vt = 2(vz∆θ+
√
⟨nph⟩/3h/(mλ)) = 1.33 m/s, adding 0.33 m/s to the

1 m/s of the original beam. Here ∆θ = 1.9 mrad is the half-angular divergence

of the molecular beam before the interaction with the laser. We measure a 33%

increase in the width of the molecular beam, consistent with the approximation

presented above. The symmetric broadening in Figure 4.15 b) indicates that

the scattering rate along y is homogeneous. This is surprising since the laser

beam wy = 2 mm has the same diameter as the aperture that is used to

collimate the molecular beam. However, the inset of Figure 4.11 shows that

for high laser intensities (s ≥ 10), the Gaussian wings contribute significantly

to the overall scattering rate. The area under both curves in Figure 4.15 b) is

identical, showing that the total number of molecules is conserved and verifying

the effect of the repump laser. The Doppler shifts induced by the deflection

are negligible because of the large transition linewidth. Figure 4.16 shows the

deflection and the inferred average number of scattered photons for a slightly

faster molecular beam (vz = 330 m/s) as a function of the laser intensity. The

solid red curve results from a Monte Carlo trajectory simulation using the rate

equation model to predict the scattering rate, the measured laser beam profile,

velocity distribution, and spatial distribution of the molecular beam as input

parameters. The simulation results fit the data well, which shows that the
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Figure 4.15: Deflection of the molecular beam by radiation pressure from a
high-intensity pump laser tuned to the Q(2) rotational line of AlF (in LIF-1).
A clean-up beam recovers the population from v′′ = 1. A fraction of the pump
laser beam is split off and used to probe the molecules in LIF-2. a) Image of
the molecular beam passing through the probe laser beam with the pump laser
beam off (top) and on (bottom). b) A Gaussian fit to the integrated image of
the molecular beam yields a deflection of d = 2.15 mm.

rate equations predict the scattering rate well for short interaction times. The

mean scattering rate of the molecules averaged over the interaction volume
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Figure 4.16: Deflection of the molecular beam by radiation pressure from a
high-intensity pump laser tuned to the Q(2) rotational line of AlF (in LIF-
1). A clean-up beam recovers the population from v′′ = 1. A fraction of the
pump laser beam is split off and used to probe the molecules in LIF-2. The
plot shows deflection and the corresponding number of scattered photons as a
function of the laser intensity. The red curve is a trajectory simulation using
the rate-equation model to calculate the radiation pressure force exerted on
the molecules. As expected, the rate-equation model slightly overestimates the
number of scattered photons (see Section 2.3).

is R = 23(4) × 106 s−1, which corresponds to an acceleration of a = vrR =

8.7(1.5)× 105 m/s2. This is more than an order of magnitude larger than the

typical acceleration for an atomic MOT (e.g. rubidium), which is about 3000g.

To slow the molecular beam to rest using radiation pressure, the leak to

v′′ = 1 must be closed with a repump laser, which then allows to scatter about

104 photons. This typically lowers the scattering rate by at least a factor of two

due to the additional ground-state levels that couple to the same excited state.

However, the molecules also reach a higher peak scattering rate as they are not

pumped to v′′ = 1 by the low-intensity Gaussian wings of the laser beam. We

estimate the stopping distance for the beams of AlF molecules produced from

SF6 and NF3 conservatively to 6 and 2 cm, respectively.
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4.5.1 Increase of cycling rate by polarization modulation

The peak cycling rate on Q(1) is R = 16 × 106 s−1, which corresponds to

about 3% excited state population. By modulating the polarization of the

0−0 light in a slowing configuration, the peak scattering rate could potentially

be quadrupled, reducing the stopping distance to below 1 cm. Conveniently,

the large hyperfine structure of the Q lines covers the Doppler width of the

molecular beam. According to [146], a J ′ = J ′′ ↔ J ′′ transition, such as the

cycling Q lines discussed here, has one dark state for any choice of polarization

in zero magnetic field. Assuming linearly polarized light and the quantiza-

tion axis along the polarization axis, the molecules are pumped into the dark

|J ′′,MJ′′ = 0⟩ state after scattering only a few photons. When a molecule is

pumped into such a dark state it ceases to fluoresce because it does not couple

to the excitation light anymore. This is detrimental to Doppler cooling.‡

In general, a dark state can either be an angular momentum eigenstate or

a coherent superposition of these eigenstates. The former type is stationary,

i.e., it does not evolve in time, and molecules accumulate and remain there

indefinitely. The latter type of dark state can be non-stationary, i.e., it precesses

between a dark and a bright state. We determine the dark state composition

by following Reference [148] and find that for linear polarization, they are

superpositions of states with different values of F1. The smallest F1 splitting is

∼ Γ/30 (see Figure 2.6). For a fixed linear polarization, this separation limits

the scattering rate (see Section 2.3).

A common method to increase the scattering rate is to lift the degeneracy

of the ground states by inducing a Zeeman splitting of the order of Γ [146]. To

‡Dark states are not always detrimental. Robust, velocity-selective dark states can be
beneficial to cool molecules to very low temperatures below the recoil limit [147].
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achieve this for AlF, a magnetic field of a few T is needed due to the small

magnetic g-factor in the 1Σ+ ground state. A second method is to switch

the polarization of the light rapidly. Each polarization is associated with a

set of dark states. Switching the polarization recovers a high scattering rate,

provided the number of ground states is less than three times the number of

excited states. For the Q-lines of AlF, the number of ground states equals the

number of excited states, and all are accessible with a single laser frequency.

As a result, polarization modulation can be applied to increase the scattering

rate above the limit set by the ground state hyperfine structure (see below).

To simulate the optical cycling rate of the Q(1) line of AlF, we solve the

optical Bloch equations for the 72-level system, following the notation presented

in [149, 150]. The solid red lines in Figure 4.17 a) represent the excited-state

population, ρee for the Q(1) line as a function of the laser intensity, normalized

to the two-level saturation intensity Isat = πhcΓ/(3λ3) = 0.93 W/cm2. The

laser frequency is set to the center of the Q(1) line. This is an idealized case,

assuming no losses to v′′ > 0, to demonstrate that a high scattering rate can be

achieved despite the large number of hyperfine levels involved and despite the

unresolved hyperfine structure in the ground state. As expected, with a linearly

polarized laser and no polarization modulation (δPM = 0), the scattering rate

peaks at about Γ/30, limited by the precession of dark superposition states in

the ground state. At high intensity, the laser interaction dominates over the

hyperfine interaction, and this begins to stabilize the dark states. The excited

state fraction falls off, and the system increasingly resembles the fine structure

picture described above. The simulations also show that if the polarization axis

rotates about the k-vector of the light at a rate δPM = Γ/2, the dark states

are effectively destabilized, and a high scattering rate is restored. The time-
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evolution of the population in the ground and excited states is plotted for I =

8Isat and δPM = 0 in Figure 4.17 b), showing that the steady state is reached at

Γt = 1000. The results from the optical Bloch equations can be compared to the
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Figure 4.17: Comparison of the optical cycling rate derived from solving a
rate-equation model (dashed) and the optical Bloch equations (solid) in the
absence of any losses. a) Excited state population ρee as a function of the
saturation parameter s = I/Isat, where Isat = πhcΓ/(3λ3) = 0.93 W/cm2. The
solution to the rate-equation model for the Q(1), Q(2), and Q(3) are shown
in red, green, and light blue, respectively. The simulations using optical Bloch
equations (solid red) for the Q(1) line are shown for three different polarization
modulation rates δPM. The laser frequency is set to the center of each rotational
line for all the simulations. The optical cycling rates on the Q(1) line obtained
from the two theoretical models agree well at low intensities, but there is a
significant difference at high intensities. b) Time-evolution of the populations
in the various hyperfine levels in the X1Σ+, v′′ = 0, J ′′ = 1 state for δPM = 0
and s = 8.

solutions of a rate equation model, which neglects all coherences (dashed, red

line in Figure 4.17 a)). The higher Q lines involve many more levels for which

solving the Bloch equations becomes impractical. However, we solve the rate

equations for the Q(2) and Q(3) lines shown as dashed green and dashed blue

curves, respectively. The Figure demonstrates that the rate-equation model

describes the complex multi-level system well for low laser intensities (s ≪

1). However, for high intensities, there are significant differences. The rate

equations predict that the scattering rate increases for higher Q lines because



100 Chapter 4. Optical cycling of AlF molecules

the span of the hyperfine structure reduces with increasing J ′. The number of

coherent dark states decreases from 1/3 to 1/9 of the total number of hyperfine

transitions for the Q(1) to Q(4) lines. Therefore, the peak scattering rate is

expected to increase for higher Q lines.

It is interesting to contrast AlF to the case of TlF, where recently, it

was shown that unresolved hyperfine structure in the ground state significantly

limits the optical cycling rate [151]. Here, the hyperfine structure in the excited

state is about 30 times larger than in AlF, and the natural linewidth of the

optical cycling transition is about 50 times narrower. The number of excited

states which are accessible with a single laser is less than a third of the number

of ground states, and polarization modulation alone is insufficient to recover

the molecules pumped into dark states. Instead, laser polarization modulation

must be combined with resonant microwave radiation to recover the molecules

from the dark states.

4.6 Summary

The AlF molecule holds great promise for trapping and cooling molecules in a

MOT at a density comparable to atomic MOTs. This is an essential step to-

wards using laser-cooled molecules for new studies of strongly interacting many

body systems and precision measurements. In this chapter, we demonstrated

a method to calibrate the laser-induced fluorescence of a cycling transition to

that of a non-cycling transition. This allows us to quantify the number of opti-

cal cycles performed in saturation and hence to measure the loss rate from the

optical cycle. We confirm theoretical calculations of the Einstein A coefficients

within our experimental uncertainties and find that losses to v′′ = 1 limit the
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optical cycle to on average 213 scattered photons. Interaction with the nearby

triplet system opens a loss channel to an intermediate electronic state on the

10−7 level. Further, we investigate losses from the optical cycle due to parity

mixing in the excited electronic state. If stray electric fields are well-controlled,

approximately 104 photons can be scattered with only one repump laser. Fur-

ther, 1+1 REMPI can lead to ionization with a probability in the 10−6 range.

We compare three independent measurements of the optical cycling rate on a

molecular beam: calibrated laser-induced fluorescence, optical pumping into

the dark A1Π, v′′ = 1 state, and deflecting the molecular beam using radiation

pressure. The measured scattering rate reaches R = 17(2)×106 s−1 for the Q(1)

line, consistent with the simulations from the optical Bloch equations. Optical

pumping and deflection measurements showed that the effective scattering rate

increases for higher Q lines. A second UV laser was used to efficiently recover

the molecules that were pumped to v′′ = 1. The acceleration measured via

molecular beam deflection will result in a very short slowing distance (≈ 2 cm)

and an exceptionally high capture velocity of the MOT (≈ 50 m/s), both es-

sential for a high-density MOT of molecules. The electronic structure of AlF

allows a straightforward implementation of a Zeeman slower, which opens the

possibility of accumulating molecules from a continuous molecular beam [118].

By solving the optical Bloch equations numerically for the 72-level system

of the Q(1) line of the A1Π ↔ X1Σ+ transition, we showed that for linear

polarization, the obtainable peak scattering rate is limited to R ≈ Γ/30 by the

precession rate of coherent dark states. The scattering can be increased further

by modulating the polarization. The numerical results were compared to a

rate-equation model, that captures the dynamics well for low laser intensities

or short interaction times but fails at high intensities. For low intensities, the
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rate equations predict a higher scattering rate for higher Q lines because the

hyperfine intervals in the A1Π state reduce with increasing J ′.



Chapter 5

Optical isotope-shift

spectroscopy on an atomic

beam of cadmium

5.1 Introduction

The energy differences between isotopes of an atom or molecule are called iso-

tope shifts (ISs). In atoms, the change in energy has two main contributions,

the mass shift, an electronic factor, and the field shift, a nuclear factor pro-

portional to (δr2), the change in the mean-square radius of the nucleus. The

mass shift is caused by changes in the electronic wavefunction upon altering

the nuclear mass, whereas the field shift arises from changes in the nuclear

This chapter is based on [152] – S. Hofsäss, et al., “High-resolution isotope-shift spec-
troscopy of Cd I.” In Physical Review Research 5 013043 (2023)
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charge distribution [153]. The shifts in the energy levels can be probed spec-

troscopically, and if the ISs are caused by the mass shift and field shift only,

there is a linear relationship between the ISs of two transitions, known as the

King plot linearity. Slight deviations from this linearity can be a sensitive

probe for higher-order terms in the mass shift, the quadratic field shift, or

isotope-dependent nuclear deformation. If these factors can be ruled out, it

may indicate a new physics, e.g. an unknown force between electrons and neu-

trons. Precise values for the mass shift and field shift factors or ratios thereof,

and deviations from the expected linear behavior of the King plot, provide a

valuable benchmark for atomic structure calculations.

Suitable candidates for optical high-precision isotope shift spectroscopy

are required to exist in at least four stable, even-numbered (bosonic) isotopes,

contain two narrow optical transitions, and ideally possess a laser-cooling cycle

for preparation in, e.g., a magneto-optical trap. Candidates on this list are

calcium (Ca), barium (Ba), zinc (Zn), cadmium (Cd), mercury (Hg), and yt-

terbium (Yb). So far, two candidate atoms from that list, Ca and Yb, have

been investigated more thoroughly. A high-resolution King plot analysis of

Ca (Z = 20), the lightest element with more than three stable even-numbered

isotopes, recently found no evidence of non-linearity that a new bosonic force

carrier could cause [154]. Since such a force that mediates between neutrons

and electrons is likely to be more pronounced the more neutrons an atom

has, Yb (Z = 70) is also an exciting candidate. High-precision measurements

recently suggested a deviation from linearity at the 3σ-level [155–158]. Un-

fortunately, the Yb nucleus is among the most deformed nuclei in the stable

region of the nuclear chart, which complicates the interpretation of the ob-

served non-linearities because of isotope-dependent nuclear deformation. The
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observed non-linearities in Yb place a limit on beyond Standard Model theories.

However, without a thorough understanding of the nuclear deformation effects,

it is very challenging to search for beyond Standard Model physics. Cadmium

(Z = 48) exhibits an energy structure similar to alkaline earth elements de-

spite being a transition metal. Cd possesses a strong cooling transition and

weak intercombination lines that can be used for narrow-line cooling, precision

spectroscopy, and metrology [159, 160], ideal for a sensitive measurement. In

addition, cadmium has one of the smallest black-body radiation clock shifts,

which mitigates the largest inaccuracy in optical lattice clocks [75]. Cadmium

in its natural form has eight stable isotopes that each have an abundance of

≳ 1%, six of which are bosons and suitable for non-linearity searches. The Cd

nucleus (Z = 48) is only one proton pair below the Z = 50 proton shell closure.

This significantly reduces potential non-linearities that arise from a deformed

nucleus. Narrow transitions in neutral Cd and the Cd+ ion are currently under

investigation for research on atomic clocks and are suitable for precision mea-

surements [161]. All this makes cadmium a promising candidate for the search

of beyond standard model physics.

As a first step into this direction we recently showed that combining pre-

cise isotope-shift spectroscopy with new, state-of-the-art atomic structure cal-

culations allows determining the differences in the radii of the nuclear charge

distribution with high accuracy [74]. This provides an alternative, independent

method to muonic X-ray spectroscopy or electron scattering. The charge radius

is a fundamental property of the atomic nucleus, and precise measurements of

small differences between isotopes through optical spectroscopy provide strin-

gent tests for nuclear theory [162, 163]. In addition, highly accurate charge

radii differences are critical to understanding the nuclear contributions to non-
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linearities in a King plot.

5.1.1 Outline

This chapter presents the spectroscopic methods used to determine ISs of the

bosonic 1P1 ← 1S0 and 3P1 ← 1S0 transitions in Cd I of all eight stable

isotopes. For the 1P1 ← 1S0 transition, we use enriched Cd ablation targets

and a polarization-sensitive detection scheme to assign spectral lines of different

isotopes that otherwise overlap. We measure the hyperfine intervals in the 1P1

state of the two stable fermionic isotopes 111,113Cd with MHz accuracy by

analyzing subtle quantum interference effects in the laser-induced fluorescence.

Knowing the exact lineshape allows us to significantly improve the ISs and

resolve significant discrepancies among previous measurements. The radiative

lifetime of the 1P1 state is extracted by fitting the spectral lineshape. The

absolute transition frequencies are determined with high accuracy. A King-

plot analysis of the two transitions allows us to extract the intercept and slope

and to determine precise values for the differences in the nuclear charge radii of

the fermions. This measurement is also used to benchmark a recent high-level

atomic structure calculation of the mass shift and field shift, with which we find

excellent agreement [164]. In addition, we show that the off-diagonal, second-

order hyperfine interaction in the fermions is ⪅ 3 MHz, in good agreement with

calculations [164].

The methods presented here are relevant to the field of collinear laser spec-

troscopy of rare isotopes produced at accelerator facilities [165]. In these ex-

periments, laser spectroscopy is used to determine the fundamental properties

of nuclei, including the nuclear spin, the magnetic dipole moment, the electric

quadrupole moment, and the charge radius. Due to the low number of atoms



5.2. Historical background 107

produced in these experiments, these properties are obtained from strong tran-

sitions in the visible or UV part of the spectrum to increase the signal-to-noise

ratio. We show that if quantum interference in the laser-induced fluorescence of

strong transitions is not taken into account, it can cause significant systematic

errors in determining the fundamental properties of nuclei.

5.2 Historical background

At the end of the 19th century, Michelson∗, unaware of isotope shifts in gen-

eral, tried to define a new absolute standard to measure length. For that, he

found an atomic transition without structure that can be used as a homoge-

neous light source in a grating spectrometer. In his study of several elements,

including hydrogen, oxygen, zinc, cadmium, thallium, and mercury, he found

the cadmium red line near 643.9 nm to be well suited for this purpose, with the

blue (480 nm) and green (508.6 nm) lines for calibration [166]. The first obser-

vation of different isotopes of the same element had unknowingly taken place in

1912 when Russell and Rossi compared the spectra of two isotopes of thorium

(230,232Th) that were at this time considered to be different elements [167]. It

was not until further interferometry developments allowed to build of higher-

resolution spectrographs that the shifts between two isotopes of lead were seen

in 1918. This shift between radioactive and stable lead could not be attributed

to the mass difference but more likely to a change in the charge distribution in

the nucleus [168,169]. Around 1932, the first formulations for an isotopic field

shift were established [170,171]. This effect was expected to have significance,

∗Albert A. Michelson is famous for the Michelson interferometer, named after him. He
received the 1907 Nobel prize in physics “for his optical precision instruments and the spec-
troscopic and metrological investigations carried out with their aid”.
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especially for electrons that transition from or to an s orbital, since there is

a higher probability of being at the position of the nucleus. Due to differing

extents of electron shielding, this effect must also be considered for transitions

where the probability of being at the position of the nucleus does not change

from one state to the other. The largest effect is observed for transitions where

the number of s electrons changes. Later, deformations in the nucleus of samar-

ium (152Sm) were found to cause a large field shift, especially for the lighter

isotopes.

5.3 Theoretical background

In one-electron atoms and ions, the mass shift is also called the normal mass

shift or the reduced mass effect. It is suitable to describe one-electron systems

with the reduced mass µ of an electron with mass me and the mass of a point

nucleus M , given as µ = meM
M+me

. In a semi-classical approximation, the energy

difference of the binding energies of two orbitals n and m, and thereby the

frequency of an optical transition, is νA = µA

me
cR∞Z

2( 1
n2 − 1

m2 ) ∝ MA

MA+me
. The

ratio of the shift of the transitions of two isotopes with different atomic mass

A and A′ relative to the transition frequency is given by δν/νA = νA−νA′
νA

=

me(MA−MA′ )
(MA+me)(MA′+me)

. For the energy shift from hydrogen (1H) to deuterium (2H),

this corresponds to a ratio of 2.72·10−4. For atoms with more than one electron,

the correlation between each electron with all other electrons needs to be taken

into account as it perturbs the kinetic energy of the system.† This is the specific

†When correlation in systems with more than one electron is neglected, the normal mass
shift drops quickly with increasing atom number, by about two orders of magnitude for zink
between mass numbers 64 and 66.
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mass shift. The kinetic energy of a multi-electron system can be written as

E =
⟨p2⟩

2(MA +me)
=
⟨p21 + p22⟩

2(MA +me)
+
⟨p1 · p2⟩
MA +me

(5.1)

where the square of the sum of the momenta of two electrons, p1 and p2 is

p2 = p21 +p22 + 2p1 ·p2 where the last term is the correlation term. We can then

write the term energy with the specific mass shift for many electrons as

TA =

∑
i p

2
i

2µA
+

1

MA

∑
i≥j

pi · pj (5.2)

where the difference between two such energies is the specific mass shift δνA,A′

with a mass term defined as µA,A′
= 1

MA
− 1

MA′
and the second bracket as Ki:

δνA,A′

MS = (
1

MA
− 1

MA′
)(−

∑
i

1

2h
p2i −

∑
i≥j

1

h
pi · pj) ≡ µA,A′

Ki (5.3)

The electromagnetic interaction between electrons and the nucleus leads to

an energy shift due to the extent of the nuclear charge distribution in the

nucleus. In a first approximation, the charge distribution of the nucleus can be

approximated by the potential of a point charge, a Coulomb potential Vc(r) =

Ze2

4πϵ0r
. Since the nucleus has a uniform charge distribution and constant particle

density, the shape of the Coulomb potential is perturbed, and the shape changes

as a function of the angular momentum of the electron. The change in energy

is then proportional to the change in the probability of finding the electron at

the position of the nucleus. Non-s-electrons contribute marginally to the field

shift. Following reference [172], the energy for s-orbitals can be approximated
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as δEA
n,0 = 2

5
e2

4πϵ0
Z4

n3a3
µ
R2

A ≡ FiR
2
A and the field shift accordingly becomes

δνA,A′

FS = δEA
n,0 − δEA′

n,0 ≡ Fi(δr
2)A,A′

. (5.4)

In conclusion, the isotope shift δνA,A′

i for a specific transition i can be written

as a sum of the mass shift and the field shift, which both depend on nuclear

quantities (µA,A′
and (δr2)A,A′

) and on transition specific quantities that have

no isotope dependence (Ki and Fi)

δνA,A′

i = Kiµ
A,A′

+ Fi(δr
2)A,A′

(5.5)

δνA,A′

i = Fijδν
A,A′

j +Kij (5.6)

The isotope shifts of two transitions, δνA,A′

i and δνA,A′

j can be related to each

other by dividing by one of the nuclear dependent parameters, usually the

mass term, to get δνA,A′

i = δνA,A′

i /µA,A′
. By expressing δνA,A′

i as a function

of δνA,A′

j , we arrive at equation 5.6 which is known as King linearity with the

parameters Fij = Fi/Fj and Kij = Ki − FijKj . A new force between the

electrons and neutrons could cause a violation of this linearity and result in an

additional energy shift. Such a shift can be accounted for by adding a term

of the form δνA,A′

i = αNPXiγ
A,A′

to equation 5.5, where αNP is the coupling

constant of the new force, Xi is a transition dependent term that describes

the form of the new potential and γA,A′
is a nuclear dependent term [173].

However, this effect is significantly smaller than the measurement uncertainty

in our measurements and new physics is thus beyond the scope of what can be

achieved with this measurement.
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5.4 Experimental setup

Figure 5.1a) shows a schematic representation of the experimental setup. We

use a cryogenic buffer gas beam source to produce a slow, pulsed beam of

Cd atoms as described in Chapter 3. We use a multi-sample target holder,

enabling fast switching between targets with different isotopic compositions.

The vaporized atoms are cooled to 3 K by a continuous flow of 1 sccm (standard

cubic centimeter per minute) cryogenic helium buffer gas and are extracted into

a beam through a 4 mm aperture in the buffer gas cell. The atomic beam is

probed in a laser-induced fluorescence (LIF) detector located 0.73 m from the

source aperture. A slit with a width of 2 mm along x restricts the transverse

velocities of the atomic beam entering the LIF detector. This reduces the

Doppler broadening of the 1P1 ← 1S0 transition to below 2.7 MHz for a

forward velocity of 150 m/s. To excite the atoms on the 1P1 ← 1S0 transition,

we use a frequency-quadrupled continuous-wave titanium-sapphire (Ti:Sa) laser

that is described in Section 3.4. For the 3P1 ← 1S0 transition at 326 nm, we

use a frequency-doubled continuous wave ring-dye laser (Sirah Matisse 2DX)

with a frequency doubling module (Spectra Physics; Wavetrain) and a Pound-

Drever-Hall locking scheme. Using a temperature-stabilized reference cavity,

this laser is stabilized to a linewidth of 100 kHz. The maximum output power

is 80 mW in the UV. The laser polarization is purified with an α-BBO-Glan-

Taylor polarizer (1 : 105 extinction ratio). For the measurements presented

here, we couple the frequency-doubled light of the Ti:Sa into the wavemeter to

avoid the effect of intermittent multimode frequency content at the fundamental

wavelength. For the 326 nm light, we record the fundamental wavelength of

the dye laser since fiber transmission at 326 nm is limited and influenced over
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Figure 5.1: a) A collimated atomic beam from a pulsed cryogenic buffer gas
source crosses the beam of a continuous wave UV laser at ∆z = 0.73 m. The
laser polarization is cleaned-up with a Glan-Taylor polarizer and is varied using
a waveplate. b) Laser-induced fluorescence (LIF) is detected with a photomul-
tiplier tube (PMT). The linear laser polarization (ϵL) forms an angle θD with
the detector axis. Emitted photons are polarized along ϵx,z. c) Energy level
diagram for naturally abundant cadmium isotopes.
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time by photo-degradation. The angle of the linear laser polarization with

respect to the detector axis, θD, can be adjusted with a λ/2 waveplate. LIF of

atoms that pass through the detection zone is detected with a photomultiplier

tube (PMT). The laser beam intersects the atomic beam at right angles and

exits the chamber through a Brewster window to avoid back reflection into the

interaction zone.

For the 1P1 ← 1S0 transition, we use a laser beam with a diameter

of 5 mm, nearly flat-top intensity distribution, and a laser power of 0.5 mW.

This corresponds to a saturation parameter of s0 = Ipeak/Isat ≈ 1/400, where

Isat = πhcΓ/(3λ3) = 1.1 W cm−2 is the two-level saturation intensity and Γ =

1/τ , with τ = 1.60(5) ns being the excited-state lifetime (see below). The

scattering rate for small s0 on resonance is approximately s0Γ/2 ≈ 0.79 (µs)−1.

The mean interaction time of the atoms with the laser beam is about 30 µs so

that each atom scatters on average 24 photons. This results in a radiation-

pressure-induced Doppler shift of 1.7 MHz. In relative measurements, such a

shift is comparable to the statistical uncertainty of several measurements; for

absolute measurements, it is negligible compared to the absolute uncertainty

of the wavemeter. For the 3P1 ← 1S0 transition, 1 mW of laser power in a

Gaussian beam with a spot size of 10 mm (s0 ≈ 10) is sufficient to saturate the

transition. The Doppler broadening due to the transverse velocity distribution

in the detector is 1.5 MHz and the radiation pressure detuning due to the

scattering of 10 photons is 0.33 MHz.

The laser wavelengths are measured with a wavemeter (HighFinesse WS8-

10) referenced to a calibrated, frequency-stabilized HeNe laser at 633 nm and

has a resolution of 0.4 MHz. For the 229 nm transition, we measure the frequency-

doubled wavelength near 458 nm, whereas for the 326 nm, we measure the fun-
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damental wavelength near 652 nm.

5.5 Atomic beam spectroscopy

This section is split into three parts. Section 5.5.1 shows measured spectra of

the 1P1 ← 1S0 and 3P1 ← 1S0 transitions and explains the experimental

methods and the data analysis models. We benchmark a sophisticated model

for the lineshape of the fermions and measure the linewidth of the 1P1 ← 1S0

transition to infer the lifetime of the 1P1 state. Section 5.5.1 discusses the

results, analyzes the isotope shifts in a King plot, and calculates the nuclear

charge radius differences for the fermions. Section 5.5.1 focuses on systematic

uncertainty, which is the limiting factor in the accuracy of our measurements.

To investigate systematic errors we compare our measurements in Cd with

known properties of the hyperfine intervals of the 3P1 state and measure well-

known transitions in atomic copper at nearby wavelengths. We find that the

accuracy of relative measurements is most reliably determined by probing the

linearity of our wavemeter with an ultra-stable cavity, which is described in

Section 5.5.3.

5.5.1 Measurements

Figure 5.2 shows two fluorescence spectra of the 1P1 ← 1S0 transition around

229 nm for two different laser polarization angles θD. The natural linewidth of

this transition and the hyperfine splitting of the fermionic isotopes (∆HF) of the

1P1 state are of the same order of magnitude as the ISs. The result is a spectrum

with a significant overlap of the spectral lines. This overlap complicates the

determination of the resonance frequencies, making them dependent on the



5.5. Atomic beam spectroscopy 115

-1 0 1 2
-0.04
-0.02

0
0.02

ν-ν
114

(GHz)

R
es

id
ua

ls

0

0.2

0.4

0.6

0.8

1.0

LI
F

si
gn

al
(a

rb
.u

ni
ts

)

-1 0 1 2

-0.02
0

0.02

ν-ν
114

(GHz)

R
es

id
ua

ls

Data
Fit

0

0.2

0.4

0.6

0.8

1.0

LI
F

si
gn

al
(a

rb
.u

ni
ts

) Data
Fit

10
6

10
8

11
1(

³⁄�
)

11
0

11
1(

¹⁄�
)

11
3(

³⁄�
)

11
3(

¹⁄�
)

11
2

11
4

11
6

10
6

10
8

11
1(

³⁄�
)

11
0

11
1(

¹⁄�
)

11
3(

³⁄�
)

11
3(

¹⁄�
)

11
2

11
4

11
6

b)

a)
θD= π/2

θD= 0

Figure 5.2: Isotope-shift spectrum of the 1P1 ← 1S0 transition at 229 nm
relative to 114Cd, measured under two different laser polarization angles, fitted
with the quantum interference model for fermions. The fit residuals are shown
below the respective plot. a) θD = π/2 maximizes the laser-induced fluores-
cence emission of the bosons towards the detector. b) θD = 0 suppresses the
fluorescence emission of the bosons and thus improves the accuracy in deter-
mining the transition frequencies of the fermions.
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Figure 5.3: Representative spectrum for 326 nm relative to 114Cd. The excited
state hyperfine level of fermionic isotopes is indicated in brackets.

precise determination of the lineshape of fermionic and bosonic peaks. The

spectroscopic lineshape of bosons and fermions is inherently different. Bosons

have no nuclear spin and thus do not exhibit a hyperfine structure (see Figure

5.1c)). In this particular system of (F = 1/2, F ′ = 1/2, 3/2), we see a strong

influence of quantum interference for fermions. We use isotope-enriched targets

to separate between fermionic and bosonic peaks and take advantage of the

differences between the fluorescence emission patterns of bosons and fermions.

A typical spectrum of the 3P1 ← 1S0 transition around 326 nm is shown

in Figure 5.3. Here, the lineshape is dominated by Doppler broadening with a

full width at half maximum of 4.1 MHz. There is no spectral overlap between

the lines, and the excited state hyperfine levels of the fermionic isotopes are

split by approximately 105Γ with negligible influence of quantum interference.

When the laser beam is not orthogonal to the atomic beam, the spectrum of

atoms with a high forward velocity is shifted with respect to atoms with a low

forward velocity. By optimizing the alignment of the laser beam to overlap

the spectra of the fast and slow part, we can reduce the Doppler shift due to
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misalignment to ≤ 1 MHz. We fit a Gaussian function to the spectral lines and

determine the line centers with a statistical uncertainty of better than 1 MHz.

The results are summarized in Table 5.2.

Spectral lineshape

The fluorescence emission pattern of the bosons corresponds to that of a classi-

cal Hertzian dipole. When the atoms are excited with linearly polarized light,

and the detection direction forms an angle θD to the polarization axis, the

detected intensity is proportional to sin2 θD. Thus, when detecting in a small

solid angle θC around θD = nπ, n ∈ Z, the signal from the bosons is maximally

suppressed. Following Reference [174], the emission pattern for the bosonic

species, S(b), is given by

S(b) =
2

3
(1− P2(cos θD)g(θC))

1

(Γ/2)2 + (ω − ω0)2
, (5.7)

where Γ is the spontaneous decay rate of the excited state, ω is the angular

frequency of the laser, ω0 is the transition angular frequency, P2(cos θD) =

1
2 (3 cos2 θD − 1) is the second Legendre polynomial, and the factor g(θC) =

cos(θC) cos2(θC/2) accounts for the finite solid angle (half-angle θC) of the

collection optics. In our measurements θC ≈ 0.11.

The emission pattern of the fermionic isotopes is more complex due to

the presence of hyperfine structure in the excited states. Upon excitation with

linearly polarized light, the F ′ = 1/2 excited magnetic sub-levels emit circular

and linear light, which in sum is emitted isotropically, whereas the F ′ = 3/2

sub-levels show anisotropic emission. Further, the hyperfine interval in the

excited state is about 3Γ, leading to significant interference between scattering
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paths. This alters the observed lineshape in fluorescence and can be seen as

the time-averaged analog of quantum beats. We again follow Reference [174]

to model the lineshape. The fluorescence spectrum for the fermions, S(f) is

given by,

S(f) = A+ (B + C)P2(cos θD)g(θC),

A =
1

(Γ/2)2 + ∆2
1/2

+
2

(Γ/2)2 + ∆2
3/2

,

B = − 1

(Γ/2)2 + ∆2
3/2

,

C = −

(
1

(Γ/2)2 + ∆1/2∆3/2 + iΓ2 (∆1/2 −∆3/2)
+ c.c.

)
,

(5.8)

where ∆F ′ = ω − ωF ′ . ωF ′ denotes the transition angular frequency to the

excited-state hyperfine component F ′, and c.c. is the complex conjugate. The

first term of equation (5.8), A, is the emission averaged over the total solid

angle, represented by a sum of Lorentzians. The second term, B, represents

the anisotropy of emission from the F ′ = 3/2 excited state. The last term,

C, accounts for the interference between decay paths. These last two terms

reduce to zero by setting θD = θmagic = arccos
(

1√
3

)
, the so-called “magic

angle”. To illustrate the angular dependence, we take spectra at seven dif-

ferent polarization angles, θD, and compare the two models S(f) and S(b) to

fit the observed line shapes. Figure 5.4a shows a spectrum for θD = 0 using

an enriched target (113Cd). Including the interference term, i.e., using S(f),

reduces the fit residual RMS by a factor of two. This is further substanti-

ated by the data presented in Figure 5.4b, which shows the parameters Γ and

∆HF as a function of θD, fitted using either a pure Lorentzian model (S(b),

red data points), or equation 5.8 (S(f), blue data points). When a sum of two
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Lorentzians is used to model the lineshape, the linewidth, and the measured

hyperfine interval vary with the polarization angle. However, the polarization

dependence disappears when equation 5.8 is used or when the measurement

is done at the magic angle. The absolute position of the individual hyperfine

components shifts by up to 20 MHz, while the center of gravity shifts only by

about 8 MHz. We fit A+BP2(cos θD) to each of the data sets in Figure 5.4b).

For the case of determining the hyperfine interval, we get B = 25.4(3.2) MHz,

which corresponds to a total error on the hyperfine splitting of 29(5) MHz. The

fit for the linewidth yields B = 13.4(3.3) MHz. For the 326 nm line, the max-

imum expected deviation sLor(∆HF) ≈ 0.7 Hz, far below the accuracy of this

measurement. The absolute frequencies are in this case independent of θD, and

we choose θD = π/2 to maximize the detected boson fluorescence.

Isotope-shift measurement

For the measurements of the 1P1 ← 1S0 transition, we record a spectrum

of a 110Cd enriched sample and determine the absolute transition frequency

before and after each spectrum with the mixed target (see Figure 5.2). The

fitted 110Cd line-centers of all five measurements agree within the standard

errors of the fits and are thus averaged with a standard error of 0.4 MHz. We

then alternate between recording spectra of 110Cd and 112Cd enriched samples.

Doing so allows us to precisely measure the IS(110,112Cd) as 457.5(7) MHz (sta-

tistical uncertainty) and to reduce the number of free parameters in the fit

to the spectrum of Cd with natural abundance. The number of parameters

is further reduced by fixing the relative amplitudes of each of the fermionic

species in S(f). We then fit a model that comprises a sum of eight terms, i.e.,

six Lorentzians (S(b)) for the bosons and two quantum interference line shapes
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Figure 5.4: Isolated hyperfine structure of the 113Cd isotope, measured using an
enriched target at 229 nm, plotted including the systematic error of 3.3 MHz.
The quantum interference model (S(f), blue) is compared to a sum of two
Lorentzian line shapes (S(b), red). (a) The fit residuals reduce significantly
by including quantum interference. (b) Measured hyperfine intervals ∆HF and
homogeneous linewidth Γ/(2π) as a function of the polarization angle for the
two lineshape models. Blue curves are our final result. The red dashed curve
is a fit to the data.
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Table 5.1: Comparison of the experimentally determined lifetime τ
of the 1P1 state in Cd with literature values.

τ(ns) Year [Ref] Method
2.00(8) 1926 [175] magneto-rotation1

1.99(10) 1931 [176] line absorption1

0.38 1943 [177] magnetic depolarization1

2.10 1944 [178] alternating voltage2

1.70(9) 1950 [179] selective reflection
1.66(5) 1964 [180] Hanle-effect
1.11 1965 [181] magnetic depolarization1

1.66(5) 1969 [182] Hanle-effect
2.1(3) 1970 [183] phase-shift
1.65(8) 1970 [184] Hanle-effect
1.90(15) 1973 [185] beam-foil
1.75(20) 2004 [186] time-resolved fluorescence
1.60(5) this work lineshape3

1 This method is today known as zero-field level crossing, also
known as Hanle-effect

2 Later referenced as phase-shift
3 from τ = Γ−1 with Γ/(2π) = 99.7(3.3) MHz

(S(f)) for the fermions. This model fits the data well, as demonstrated by the

small fit-residuals shown in Fig. 5.2. The relative heights of the peaks are

not fixed to the corresponding relative abundance in a natural sample since

we expect source fluctuations of up to 10% throughout a measurement. The

deviation of the fitted relative abundance is consistent with this assumption.

Radiative lifetime

The radiative lifetime of the 1P1 state has been studied for almost a century. It

has since been experimentally determined many times using various methods
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such as the Hanle-effect or time-resolved fluorescence (see Table 5.1)‡. Indirect

methods used in the past to measure the lifetime of the 1P1 state are more sus-

ceptible to systematic errors than a direct measurement of the time-resolved

fluorescence or of the lineshape. Reported lifetimes range from 1.11-2.3 ns with

an outlier at 0.38 ns. However, the authors themselves question this measure-

ment [177]. Nowadays, the values given by Lurio (Reference [180]§, Γ/(2π)

= 95.9± 2.9 MHz) and Xu (Reference [186], Γ/(2π) = 91± 10 MHz) are most

commonly used in the literature.

To our knowledge, the lifetime has never been measured by fitting to a

resonance line shape. Figure 5.4a) shows the spectrum of an enriched 113Cd

ablation target. Using an enriched sample allows us to benchmark the model

presented in equation 5.8, and extract the linewidth and the hyperfine interval

from the fitted lineshape. In addition, we determine the lineshape and linewidth

of the bosons by using an enriched target of 112Cd (not shown), where we

use equation 5.7 to fit the data. To improve the fit, we include the residual

isotopes (< 2%), present in the enriched targets, in the fit. Doppler broadening

is minimized by selecting atoms with a low forward velocity between 100 −

150 ms−1 from the time-of-flight profile of the atomic beam. When atoms with

a high forward velocity of > 300 ms−1 are selected, the fitted linewidth remains

unaffected. Fitting a Voigt profile for 112Cd does improve the fit residuals and

results in a value for the Lorentzian contribution consistent with a regular

Lorentzian model. In total, we record eight spectra of 112Cd and 11 spectra

of 113Cd, including the 7 measurements presented in Figure 5.4. The spectral

‡One of the first values was measured by Mark W. Zemansky [176] at the Kaiser-Wilhelm-
Institut für Physikalische Chemie und Elektrochemie, the original name of what currently is
the Fritz Haber Institute of the Max Planck Society.

§Thaddeus and Novick (Reference [187]) cite Lurio and Novick (Reference [180]) as private
communication with a slightly different value. We use the published value in Table 5.1.
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linewidths, as extracted from the fits, agree within the standard errors and

are averaged to Γ/(2π) = 99.7 ± 0.6stat ± 3.3sys MHz, which corresponds to

τ(1P1) = 1.60(5) ns. The Lorentzian linewidth of the spectrum of an enriched

110Cd target is consistent within the 1 MHz statistical error when applying

a large magnetic field (B = 40 G or 4 mT) parallel to the laser polarization.

Zeeman broadening induced by the uncancelled magnetic field in the detection

region can thus be neglected.

Experimentally obtained values for the lifetime of the 3P1 state have been

reported at least eight times with a weighted mean and standard error on the

mean of 2.30(10) µs, corresponding to a linewidth of 69.1(27) kHz [178,188–194].

More recent literature refers to the value of Byron (Reference [188]), which is

2.39(4) µs, corresponding to 66.6(11) kHz. Doppler broadening in our setup is

on the order of 5 MHz, which is about two orders of magnitude larger than the

natural linewidth. In this setup we can thus not determine the lifetime of the

3P1 state by measuring the linewidth of the transition.

5.5.2 Discussion

Table 5.2 summarizes our measured ISs relative to the 114Cd line and compares

them to literature values. The given uncertainty is the standard error of the

mean of several measurements. The values for the ISs are consistent with a re-

cent measurement using a magneto-optical trap of Cd [74]. For the 1P1 ← 1S0

transition, our results are more precise than a recent measurement [195], and

we observe a significant discrepancy that increases linearly with the frequency.

Our results for the 3P1 ← 1S0 transition agree well with other literature (see

overview in [199]) and are significantly more precise and accurate, especially

for the fermions.
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Table 5.2: Isotope shifts relative to 114Cd, given in MHz. The systematic
uncertainty to determine relative frequencies in this work is determined to be
3.3 MHz and should be added to the given statistical uncertainty. For fermionic
isotopes, the quantum number of the excited state is given in brackets. For
completeness, we include our results from Reference [74] and add the isotope
shifts of the fermionic spectral components in bold.

isotope 229 nm 326 nm
this work literature1 this work literature

116 -316.1(5) -299(4) -326.9(2) -321.5(1.0)2

114 0.0(5) 0(4) 0.0(5) 0.0
113(1/2) 147.8(4) 148(4) 4681.1(4) 4653(19)5

4533(23)3

112 407.5(7) 392(5) 426.3(3) 429.9(1.0)2

113(3/2) 443.4(7) 427(5) -1785.2(3) -1811(17)3

111(1/2) 616.5(5) 592(6) 4982.2(9) 4947(24)3

110 865.0(3) 826(6) 909.3(6) 914.7(1.0)2

111(3/2) 899.2(4) 875(6) -1205.3(4) -1217(19)3

108 1336.5(9) 1259(9) 1399.4(7) 1402.4(1.0)2

106 1818.1(1.4) 1748(11) 1911.2(2) 1913.0(1.0)2

111 c.g. 805.0(3) 781(4) 857.2(4) 862(12)4

113 c.g. 344.9(5) 334(4) 370.2(2) 374(11)4

1 Beam measurement, Reference [195]
2 MOT edge measurement, Reference [74]
3 Beam measurement, Reference [196]
4 Hollow cathode discharge, relative to 106,108Cd, Reference [197]
5 Reference [198]
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Figure 5.5: King-plot analysis of the ISs of the transitions at 229 nm and 326 nm
relative to 114Cd. The error bars include the systematic uncertainty in deter-
mining relative frequencies of 3.3 MHz. The shaded areas show the 68% con-
fidence intervals for a linear fit to the bosons only (light blue). The fit that
includes the fermions is shown in dark blue. The ISs of the fermions (center
of gravity) are consistent with the extrapolated linear fit to the bosons. The
inset shows a zoom-in.
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An accurate set of ISs on two transitions can be analyzed in a King plot.

Figure 5.5 shows such a plot using the modified IS δν̄A,A′

i = δνA,A′

i /µA,A′
,

where µA,A′
= 1/MA − 1/MA′ is the nuclear mass-shift term. The linear fit

has the form:

δν̄A,A′

i = Fijδν̄
A,A′

j +Kij ,

where F and K are the field shift and mass shift coefficients, respectively,

Fij = Fi/Fj is the slope and Kij = Ki − FijKj is the y-axis intercept. The

fit results in Fij = 1.10(3) and Kij = 0.13(10) THz u, if only the bosons are

considered. Including the fermions reduces the fitting uncertainty by a factor
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of ≈ 3 to

Fij = 1.117(12) and Kij = 0.18(3) THz u.

The fact that including the fermions reduces the uncertainty of the fit shows

that potential shifts due to the second-order hyperfine interaction are negligible

on the MHz level. These results can be compared to CI-MBPT calculations,

which yield Fij = 1.133(80) and Kij = 0.25(49) THz u [200]. These results are

consistent with ours, but our uncertainty is significantly lower, setting stringent

benchmarks to improve the calculation. Due to correlations, the uncertainty

of the calculated field shift ratio Fij is likely significantly smaller than our

estimate from the literature.

Nuclear charge radii

Our ISs for the fermions, measured using a narrow line where nearby peaks do

not overlap and quantum interference is negligible, combined with the calcu-

lated negligible off-diagonal hyperfine shifts for this line [164], enable a reliable

extraction for the RMS charge radius difference (δr2)A,114 from the center of

gravity ISs given in Table 5.2, provided that the atomic parameters for this

line are known. Here we use equation 5.5 with F326 = −4354(62) MHz fm−2

and K326 = 1673(43) GHz u obtained by projecting accurate calculations in

Cd+ using a King plot containing only bosons [74]. (δr2)A,114 are given in

Table 5.3. They compare reasonably well to within two combined standard

deviations with those obtained through muonic X-ray measurement [201], a

calibrated King plot combining muonic x-rays and ISs in Cd+ [162, 202], and

a determination based on the direct calculation of F326 and K326 [164]. The
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Table 5.3: Nuclear charge radius difference (δr2)A,114 in fm2 extracted from
Table 5.2 with Fi and Ki from Reference [74].

isotope this work Ref. [164] Ref. [201] Ref. [202]
111 -0.296(5) -0.269(15) -0.289(4)∗ -0.285(4)
113 -0.118(2) -0.101(10) -0.116(4)∗ -0.113(2)

slight deviation from [164] is ascribed to the calculation only reporting numeri-

cal uncertainties. The slight deviation from determinations using muonic atoms

is most likely due to their dependency on extrapolations of unknown higher-

moment corrections from electron scattering, which has yet to be performed

for most Cd isotopes.

Hyperfine intervals

Table 5.4 compares our measured hyperfine intervals for the 1P1 and 3P1

state with literature. For the 1P1 state, we show that the spectral overlap

caused a significant systematic error in previous experiments. For the 3P1

state, we find that our values agree well with precise double-resonance mea-

surements [187,203,204]. Recent atomic structure calculations [164,205] agree

to some extent and can be benchmarked with our results. This also allows us

to benchmark the systematic uncertainty in the linearity of our wavemeter, as

shown in Section 5.5.3.

Absolute frequencies

The fitted line centers of spectra taken over a period of a few weeks agree

with the uncertainties of the fits. Using a calibrated wavemeter allows us to

determine the absolute transition frequencies of the 114Cd isotope for the two
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Table 5.4: Comparison of experimentally determined values for the hyperfine
splitting ∆HF(111Cd, 113Cd) in MHz with literature values.

229 nm 326 nm
111Cd 113Cd 111Cd 113Cd

this work 282.7(3.3)295.6(3.4) 6187.5(3.3)6466.3(3.4)
[195], [187] 285(7) 251(5) 6185.72(2) 6470.79(2)
[199] - - - 6444(18)
[196] - - 6164(31) 6344(28)
[198] - - 6183(30) 6465(21)

transitions:

114Cd (1P1 ← 1S0): 1,309,864,341(20) MHz

114Cd (3P1 ← 1S0): 919,046,234(21) MHz

The absolute frequency of the 1P1 ← 1S0 transition is consistent with a recent

measurement (1,309,864,506(262) THz [195]) and 13 times more precise. The

value given in reference [206] (1,309,864,580(86) THz) disagrees by about three

standard deviations. The same reference [206] also lists the absolute frequency

for the 3P1 ← 1S0 transition to 919,046,357(42) THz, which is also higher by

about three times the stated standard deviation.

5.5.3 Systematic uncertainty

Our measurements have a typical statistical uncertainty of ≤ 1 MHz, which

means we can reliably determine the line center of features in the 1P1 ← 1S0

transition to Γ/100. However, the wavemeter we use as a frequency reference

is not necessarily linear over a range of several GHz. This will likely be the

limiting factor in the accuracy when determining relative frequencies. The hy-

perfine intervals of the 3P1 state are known with high accuracy and already
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provide a good indication (see Table 5.4). Furthermore, the ratio of the nuclear

magnetic moments of Cd determines the ratio of the hyperfine intervals for dif-

ferent isotopes and is known with high accuracy. We perform two additional

tests to estimate this uncertainty. First, we measure the hyperfine structure

of 63,65Cu near 327.5 nm and 324.8 nm, which span a frequency range of up

to 12.6 GHz and are known with a precision of 10 kHz. Second, we compare

the linearity of our wavemeter to an ultra-stable cavity. The systematic un-

certainty in determining relative frequencies is estimated conservatively to be

3.3 MHz. This uncertainty is independent of the frequency span and assumed

to be identical for all measurements. For absolute frequency measurements, we

are limited by the absolute accuracy of the wavemeter, which is 10 MHz in the

fundamental frequency of the laser.

3P1 ← 1S0 nuclear magnetic moment ratios

The measured hyperfine splittings at 326 nm are given in Table 5.4. We find

good agreement with precise literature values. Furthermore, the ratio of the

nuclear magnetic moments g(113Cd)/g(111Cd) has been determined with high

accuracy to 1.0460842(2) [207]. In the approximation that hyperfine anomaly is

negligible, we can assume that g(113Cd)/g(111Cd)=∆HF(113Cd)/∆HF(111Cd).

For the 1P1 ← 1S0 transition, we use this ratio as a fixed parameter. In our

measurements of the 3P1 ← 1S0 transition, we find a ratio of 1.04506(18)

(statistical), which indicates an upper bound for the hyperfine anomaly of

4.3 MHz.



130 Chapter 5. Isotope-shift spectroscopy on an atomic beam of cadmium

Hyperfine structure of copper

The D1 (327.5 nm) and D2 (324.8 nm) lines of Cu I lie about 1.3 nm on ei-

ther side of the Cd 326 nm transition. The hyperfine splitting of the ground

state is known with an accuracy of 10 kHz and has been determined to be

12568.81(1) MHz for 65Cu and 11733.83(1) MHz for 63Cu [208]. For this, we

only replace the Cd ablation target in our buffer gas source with a Cu one and

leave the remaining setup identical. We measure the ground state hyperfine

splitting by the method of combination differences, using transition pairs in-

volving a common excited state with total angular momentum F ′. Spectra of

the D1 and D2 lines are shown in Figure 5.6a). The difference between the

extracted ground state splitting with the precisely known values are shown

organized by isotope and F ′ in Figure 5.6b). The mean deviation of these

frequency differences is 3.1±2.0 MHz for 63Cu and 1.8±3.7 MHz for 65Cu. The

weighted mean and standard error of the mean of all measurements indicate a

systematic error of 3.1(1.9) MHz.

Stable Fabry-Pérot Cavity

To measure the linearity of our wavemeter with better statistics than in the pre-

vious sub-sections, we use a stable cavity in combination with an electro-optic

modulator (EOM) that phase-modulates the laser to generate radio-frequency

sidebands spaced by precisely 22.051 MHz. The cavity is a near-confocal, pres-

sure and temperature-stabilized Fabry-Pérot cavity with a Zerodur spacer, a

free spectral range (FSR) of 150 MHz and a drift rate of 7.5 Hz per FSR per

Kelvin [209]. The high-reflectivity coating of the cavity mirrors drops sharply

above 740 nm, and we, therefore, tune the Ti:Sa to 740 nm. Scanning the laser
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while monitoring the cavity transmission on a photodiode, as shown in Figure

5.7a), produces a comb of resonance peaks with a known frequency spacing. By

fitting the transmission peaks on the frequency axis obtained with the waveme-

ter, the short-term (minutes) and long-term (hours) linearity of the wavemeter

can be determined. Figure 5.7b) shows that the wavemeter is close to linear for

short-term scans over a single FSR and also long-term when scanning slowly

over a frequency range of about 14 GHz. Fitting to the cavity peaks gives a

standard deviation of 1.0 MHz from the FSR for long-term scans (see inset in

Figure 5.7a) and 0.34 MHz from the RF sidebands for short-term scans, which

is close to the wavemeter resolution of 0.4 MHz. We repeat this measurement

with the ring dye laser at 652 nm. From several measurements on different days

using both spectroscopy lasers, we determine a conservative upper limit for the

systematic uncertainty in determining the relative frequencies at 229 nm and

326 nm of 3.3 MHz.

Absolute accuracy

We use a temperature-stabilized HeNe laser at 633 nm whose absolute fre-

quency is calibrated to 5 MHz as a reference for the wavemeter. Recently, we

also measured the ISs of Yb to benchmark the absolute calibration and linear-

ity of our wavemeter near 399 nm [210]. The known absolute frequencies in Yb

were reproduced with an accuracy of 6 MHz and the relative ISs were measured

with a standard deviation of 1.3 MHz. We determine the absolute frequency of

114Cd from a weighted average of all measurements performed. The absolute

frequency for 229 nm was repeatedly found with less than 1 MHz standard devi-

ation. For 326 nm, it was reproducible over nine weeks with a maximum spread

of 12 MHz and a standard deviation of 5 MHz. The manufacturer specifies the
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absolute accuracy in the fundamental light to be 10 MHz, which we take as an

upper bound for the uncertainty in determining absolute frequencies.

5.6 Summary

We measured the optical isotope shift in Cd-I for the 1P1 ← 1S0 and

3P1 ← 1S0 transitions with a statistical uncertainty of typically < 1 MHz

by fitting to the laser-induced fluorescence spectra from a pulsed cryogenic

buffer-gas cooled atomic beam. The significant overlap of the spectral lines

complicates measurements of the 1P1 ← 1S0 transition. We resolve this issue

by using enriched Cd ablation targets and by suppressing the emission from

the bosonic isotopes towards the direction of the detector. We determined the

hyperfine intervals in the 1P1 state of the fermionic isotopes and showed that

quantum interference effects affect the spectral lineshape. The accuracy of

our wavemeter is calibrated against well-known hyperfine intervals in Cd and

Cu and by using a stable reference cavity in combination with an EOM. We

find an upper bound of 3.3 MHz for the systematic uncertainty in measuring

relative shifts. The lifetime of the 1P1 state is determined spectroscopically

to be 1.60(5) ns, and the absolute transition frequencies were determined with

unprecedented accuracy. Our results differ significantly from recent measure-

ments, demonstrating the importance of understanding the spectral lineshape

and measuring the linearity of the spectrometer. A King plot comprising both

transitions was presented. All naturally occurring Cd isotopes follow a linear

relation, and the fitted slope and intercept are consistent with recent atomic

structure calculations. The second-order hyperfine interaction in the fermions

is negligible at the MHz level. Combining our new measurements with recent
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calculations of the isotope-shift parameters allowed us to extract the fermionic

isotopes’ precise nuclear charge radius differences. The measurements presented

here resolve significant discrepancies in the recent literature and benchmark

new atomic structure calculations, a first important step towards using King

plots of Cd to search for new physics beyond the Standard Model. A large

number of naturally occurring isotopes, the presence of narrow optical transi-

tions, and the expected small Standard Model background make Cd an ideal

candidate for such searches.
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Chapter 6

Deep-UV magneto-optical

trap for cadmium atoms

6.1 Introduction

This chapter demonstrates trapping cadmium (Cd) atoms in a magneto-optical

trap (MOT) on the 1P1 ← 1S0 transition in the DUV near 229 nm. To the best

of our knowledge, Cd sets the current record for successful magneto-optical

trapping furthest into the DUV.∗ Operating DUV MOTs is challenging due to

the limited level of optical technology that is available below 265 nm. Commer-

cially available light sources and optical components still severely limit laser

applications in this spectral range and UV-resistant single-mode fibers are not

yet commercially available [213,214]. Vacuum window coatings show substan-

tial degradation over time, requiring compensation by slightly converging the

∗Laser cooling of atomic silicon on the 3Do
3 ← 3P2 transition near 222 nm is currently

under investigation [211,212].

137



138 Chapter 6. Deep-UV magneto-optical trap for cadmium atoms

laser beams or replacement of the optics in regular intervals. However, DUV

light allows for generating significantly larger optical forces compared to visi-

ble light. This increase in optical force leads to shorter stopping distances and

increased capture velocities of traps in the DUV.

Laser-cooling molecules is challenging because the internal energy struc-

ture is significantly more complex than a two-level system and often multiple

additional lasers are required. To test our laser system and optical setup for

trapping AlF molecules, we create a simple prototype trap using permanent

ring magnets. We choose atomic cadmium as a test candidate because the

electronic energy structure, shown in Figure 6.1, is similar to AlF (see Figure

2.4). Our existing laser systems can cover the transition, as it is between the

cooling and repump wavelengths of AlF (see Table 6.1). Unlike AlF, the laser

cooling transition for Cd bosons involves only 2 hyperfine levels instead of the

12 hyperfine levels for AlF on the Q(1) transition. The ground state of Cd is a

singlet (F = 0) hyperfine state, eliminating the need for repump lasers. Similar

to AlF, 1+1 photoionization can be a significant loss channel for laser cooling

Cd. Cd is an ideal test candidate for the challenging goal of laser cooling AlF

molecules due to the straightforward laser cooling scheme and the similarities

in energy structure. In this experiment, Cd atoms are loaded from a buffer

gas beam generated in the same source used for producing AlF molecules in

Chapter 3.

The first demonstration of a DUV MOT of cadmium atoms was in 2007

[215]. Brickman et al. captured a few thousand cadmium atoms from a back-

ground vapor, using a laser power of 1.5 mW in a beam diameter of 1.0−3.0 mm,

corresponding to laser intensities of 0.03− 0.5 W/cm2. Commercially available

CW laser systems have since increased in available output power by at least
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Figure 6.1: The energy level diagram of cadmium isotopes is similar to that of
AlF molecules and alkaline earth elements in general with a 1S0 ground state
and a 1P1 excited state and an intermediate 3P0,1,2 triplet state. The lifetimes
τ and the transition wavelengths are indicated. For simplicity we only show
levels with J = 1 for fermions.

Table 6.1: Comparison of the properties relevant for laser cooling of AlF
molecules and Cd atoms in the DUV. The excited state lifetime τ of the excited
states are similar. However, Cd is more than twice as heavy as AlF.

Transition Mass (amu) λ (nm) τ (ns) Γ/2π (MHz)
AlF A1Π← X1Σ+ 46 227.5 1.90(3) [72] 84
Cd 1P1 ← 1S0 112 228.8 1.60(5) [152] 100
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a factor of 100. This advancement enabled Yamaguchi et al. to trap 1 × 106

Cd atoms [160]. Recently, Lavigne et al. presented a DUV MOT holding

5 × 107 mercury (Hg) atoms, which are loaded from a background gas using

the 3P1 ← 1S0 transition near 254 nm [216].† In this section we will demon-

strate that it is possible to capture a record number of cadmium atoms on

the singlet transition of Cd (1P1 ← 1S0) from a cryogenic buffer gas beam.

We present techniques to overcome limitations due to ionization, which can

increase the number of atoms in the trap even further. In addition, we make

use of enriched targets and accumulate multiple pulses in the trap in order to

increase the atom number.

6.2 Laser cooling theory

This section examines light-matter interactions and provides the reader with

the tools to describe the process of laser cooling. While focusing on cadmium

atoms, we compare relevant parameters such as acceleration and stopping dis-

tance with AlF and other diatomic molecules to highlight similarities and dif-

ferences.

To describe the interaction of light with a two-level atom we follow Refer-

ence [217] and define a Hamiltonian that has two parts H = H0 +HI(t). The

eigenvalues and eigenstates of H0 are the energy levels En of the atom in a

field-free environment. In addition, we consider laser radiation in the form of

an oscillating electric field E = E0 cos(ωt), where |E0| is the amplitude, and ω

is the angular frequency. This field leads to a perturbation of the two-level sys-

tem. The Hamiltonian for the interaction with the electric field can be written

†Although the singlet transition of Hg near 185 nm has a 3.5 times higher peak accelera-
tion, there is currently insufficient laser power available at that wavelength.
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as HI(t) = er ·E0cos(ωt). This corresponds to the energy of an electric dipole

µ = er in an electric field.

The atom is in a superposition of the two energy states and we can write the

wavefunction as Ψ(r, t) = c1(t)ψ1(r)e−iω1t + c2(t)ψ2(r)e−iω2t = c1|1⟩e−iω1t +

c2|2⟩e−iω2t. The time dependent coefficients cn statisfy |c1|2 + |c2|2 = 1 and

we use ωn = En/ℏ, as the angular frequency of n-th energy level. Substituting

Ψ in the time-dependent Schrödinger equation HΨ = iℏ δΨ
δt yields a set of

two differential equations for the probability amplitudes. For systems close to

resonance we can use the rotating-wave approximation to find

iċ1 = c2e
−i(ω−ω0)t

Ω

2
(6.1)

iċ2 = c1e
−i(ω−ω0)t

Ω∗

2
. (6.2)

Here we used the Rabi frequency Ω = ⟨1|er·E0|2⟩
ℏ = µ12E0

ℏ , which is proportional

to the transition dipole moment µ12 and describes the frequency at which the

probability amplitudes of two atomic energy levels fluctuate in an oscillating

electromagnetic field. For the initial condition c1(0) = 1, c2(0) = 0 we find

the probability of finding an atom at time t in the excited state is |c2(t)|2 =

Ω2

Ω2+∆2 sin2(
√
Ω2+∆2t

2 ) where ∆ = ω−ω0. However, the finite radiative lifetime

of the excited state damps the system to a steady state. In the optical Bloch

model, this is the density matrix element ρee, also known as the excited state

fraction. In the limit of a strong driving field (Ω → ∞), the populations in

the two levels become equal, and ρee = Ω2

4∆2+2Ω2+Γ2 . With the saturation

parameter s0 = 2|Ω|2
Γ2 = I/Isat where Isat = πhc

3λ3τ is the saturation intensity,

we can write ρee as ρee = 1
2

s0
1+s0+(2∆/Γ)2 . The scattering rate is given by

Rscat = Γρee, which has a maximum of Rmax
scat = Γ/2 when on resonance (∆ = 0)
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and s0 ≫ 1 [218].

Without losses in the optical cycle, an atom can continuously absorb pho-

tons with momentum p = ℏk and eventually return to the ground state by

emitting a photon in a random direction. The average emission over many

cycles is isotropic, resulting in a net optical force given by Fopt = ṗ = ℏkRscat.

The maximum optical force occurs at Rmax
scat , where Fmax

opt = ℏk Γ
2 . More im-

portant is, however, the peak acceleration. For this, we need to consider the

atomic mass as well as the number of ground (ng) and excited state levels (ne)

that are coupled. The effective scattering rate is Γeff = 2ne

ne+ng
Γ. The peak ac-

celeration for Cd bosons, when using linearly polarized light on the 1P1 ← 1S0

transition yields amax ≈ 5× 106 m s−2. This is within a factor two of the AlF

molecule (amax ≈ 1 × 107). Table 6.2 shows that DUV transitions can lead

to exceptionally short stopping distances for atomic beams of Cd or molecular

beams of AlF of a few millimeters. In comparison, other diatomic molecules

such as MgF, CaF, YbF, and BaF have a significantly lower peak acceleration,

as shown in Table 6.2. This is in part due to the internal structure (ng > ne)

which reduces the effective scattering rate. Additionally, the optical scattering

force is proportional to the product of the spontaneous decay rate Γ ∝ 1/λ3

of the electronically excited state and the transferred momentum per photon

absorption ∆p ∝ 1/λ. The optical force is then Fopt. ∝ 1/λ4, resulting in a

significantly higher force for DUV transitions compared to the visible spectral

range. The stopping distances in Table 6.2 assume that the peak acceleration

can be maintained during the entire slowing process, which is not possible for

molecules because of losses to higher vibrational states.

In practice, moving atoms or molecules experience a Doppler shift of ∆D =

kv, where k is the wavevector, and v is the velocity relative to the lab frame.
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For Cd on the DUV transition, this shift is about 4.4 MHz per 1 m/s. During

the slowing process, the laser frequency needs to follow this shift. This can be

achieved by broadening the frequency of the laser light or by chirping the laser

frequency by several hundred MHz over a few milliseconds. The force profile

for a laser with a detuning ∆→ ∆′ = ∆±∆D = ω−ω0∓kv for a blue (ω > ω0)

and red (ω < ω0) detuned laser as a function of velocity is shown in Figure

6.2a).
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Figure 6.2: Force on a moving atom absorbing photons from a laser beam in
units of ℏkΓeff with s0 = 1. The detuning is set to ∆′ = Γ/2 relative to the
atom at rest. a) When an atom moves towards a laser, the laser frequency
is blue-shifted in the rest frame of the atom, making it resonant for a red-
detuned laser. The atom becomes more transparent to blue-detuned light from
the same direction. b) two red-detuned lasers from opposite directions can
restrict the forward velocity in one dimension. Dashed lines represent Taylor
approximations at v=0.

We can extend the scheme by adding a second, red-detuned laser that

aligns collinearly with the existing laser. We analyze the optical force in this

system, given by FOM = Fopt(ω−ω0−kv)−Fopt(ω−ω0+kv). By approximating

this expression using a Taylor expansion in kv to lowest order in v (assuming

that kv ≪ ω−ω0), we obtain FOM ≈
8ℏk2s∆

Γ

(1+s+( 2∆
Γ )2)2

v ≡ −βv. The resulting force
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Table 6.2: Comparison of laser cooling transitions, wavelengths and calculated
Γeff for cadmium and diatomic molecules such as AlF. The DUV transitions
of Cd and AlF allow for significantly shorter stopping distances, assuming the
peak acceleration is maintained using a single laser.

Species Transition λ(nm) Γeff(Γ) amax(m s−2) d200m s−1

stop (m)

Cd ferm. 1P1 ← 1S0 229 4/3 6× 106 0.003
Cd bos. —"— 229 1 5× 106 0.004
AlF A1Π← X1Σ+ 228 1 1× 107 0.002
MgF A2Π1/2 ← X2Σ+ 359 1/2 8× 105 0.025
CaF —"— 606 1/2 1× 105 0.14
YbF —"— 552 1/2 3× 104 0.6
BaF —"— 859 1/2 1× 104 1.5

is opposed to the velocity with a damping coefficient β = − 8ℏk2s∆
Γ

(1+s+( 2∆
Γ )2)2

and

leads to a viscous damping of the motion of the atoms. Such a force profile is

shown in Figure 6.2b) for two laser detunings (red curves, ∆ = {− 1
2Γ,− 3

2Γ}).

The approximation (gray dashed lines) is in good agreement for velocities |v| ≤

5 m/s.

Extending this scheme to three dimensions creates a linear force against

motion in each spatial direction. This configuration, known as optical molasses,

involves three intersecting and retro-reflected lasers that are red-detuned from

resonance [117]. Atoms in such a laser field experience a force resembling

viscous drag. The crucial point is that atoms at zero velocity scatter an equal

amount of photons from all lasers, resulting in a net optical force of zero. This

enables the use of an optical molasses to slow down atoms.

However, scattering events cause diffusive motion of the atoms in the trap,

which leads to loss from the optical molasses. In order to also achieve spatial

control, this scheme needs to be extended to include a restoring force towards

the center of the trap. This is achieved by adding a magnetic quadrupole

field. As atoms move out of the trap, the energies of the projections mF = ±1
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experience a linearly increasing (decreasing) energy shift as shown in Figure

6.3b). The key is that the linearly increasing magnetic field causes the transi-

tion probability to vary spatially for a given laser frequency and polarization.

The energy shift has the same sign as mF and makes the optical cycle sensitive
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Figure 6.3: a) 3D rendered cut of a magneto-optical trap showing a buffer-gas
cooled atomic beam (green) passing through the trapping region. Collinear
laser beams (blue), with opposite circular handedness (σ+, σ−), interact with
the atoms. Electric current in two coils (red) generates a zero magnetic field
at the center of the trap. b) 2D representation of the Zeeman shift along
one laser beam axis. The magnetic-field gradient causes a linear shift of the
magnetic sub-states of the excited state. The cooling lasers are detuned such
that they become resonant with atoms leaving the trap, leading to a restoring
force analog to a harmonic oscillator.

to the polarization of the light and thus determines the direction of the force

in a MOT configuration. The resulting restoring force causes atoms to move

towards the center of the trap in a damped oscillating motion, similar to a

harmonic oscillator [219]. The combination of an optical molasses with such a

magnetic field is called a magneto-optical trap. We can express the spatially

dependent shift in energy, the Zeeman shift, by

∆EZ(x, y, z) = gFµBmFB(x, y, z) (6.3)
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with the Zeeman energy ∆EZ, B(0, 0, z) = Azz is the magnetic field with radial

gradient Az and gF ≈ gJ
F (F+1)−I(I+1)+J(J+1)

2F (F+1) (where gJ = 1 for a S = 0

system) is the Landé factor in the approximation that the nuclear magneton

is negligible due to the ratio of the electron to proton mass. µB is the Bohr

magneton (µB ≈ 1.4 MHz/Gauss). The radiation force can now be expressed

with an additional term in ∆ → ∆′′ = ∆ ∓ ∆D ± ∆EZ. In a typical MOT

setup, the horizontal laser beams are under θ = 45 deg with respect to the

atomic beam, as shown in Figure 6.3a). This is accounted for by projecting all

vectors with cosπ/4 = 1√
2
. The force of one laser beam in a 3D MOT can then

be expressed as

F±(x, v) = ∓ ℏk√
2

Γeff

2

s0
1 + stot + (2(∆∓∆D ±∆EZ)/Γ)2

(6.4)

where the saturation parameter in the denominator includes the saturation of

other laser beams in stot =
∑

i Ii/Isat. The total force of two pairs of horizontal

laser beams is then F = 2(F− +F+) = mx′′. The equation of motion of atoms

in the MOT then follows x′′ = −ω2x − βx′, which is a damped harmonic

oscillator. The trap frequency ω and the damping constant β follow as

ω2 = −4
√

2

3m

Γeff

Γ

k(∆/Γ)seffgFµBmFA

(1 + seff + (2∆/Γ)2)2
(6.5)

β = − 4

3m

Γeff

Γ

ℏk2(∆/Γ)seff
(1 + seff + (2∆/Γ)2)2

. (6.6)

Here Γeff(Cd)= 3
2Γ is the effective scattering rate and the effective saturation

parameter, seff(Cd)= 2
3s , accounts for the multi-level nature of Cd atoms in

the three-dimensional laser field of the MOT [220].

For a magneto-optical trap of cadmium, typically expected values are in a
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range of ω = 11(2)× 103s−1 and β = 13(3)× 103s−1 for a typical detuning of

∆ = −1.5(2)Γ, A = 200(50) G cm−1 and s = 2.0(5). The uncertainties given

in brackets indicate the absolute frequency uncertainty or refer to the range of

values for A and s. We expect to achieve similar values for a MOT of AlF. The

expected result is more than an order of magnitude larger than for MOTs in

the visible such as Rb and CaF [220–222].

Temperature limit in a MOT

The mean square momentum over many photon absorption and emission cycles

is non-zero and leads to heating and eventually a diffusive motion of atoms

out of the optical molasses. To determine the lowest achievable equilibrium

temperature in a MOT, we compare the cooling and heating rates. The cooling

rate is the derivative of the change in kinetic energy dEkin

dt |cool = d
dt

p2

2m =

FOM · v = −βv2. In contrast, heating due to the momentum kicks in the

emission of the optical cycle is proportional to the number of random walk

steps, Np, with Np = 2Rscat2t. Here the first factor two is for the two laser

beams, the second factor two is for the complete processes of absorption and

emission and t is the time. We can now express the mean square momentum as

⟨p2⟩ = (ℏk)2Np. Similarly to before, the heating rate is the change in kinetic

energy dEkin

dt |heat = d
dt

p2

2m = 2(ℏk)2
m Rscat.

The heating and cooling rate of such a system of two counter-propagating

laser beams will lead to an equilibrium temperature and we can solve dEkin

dt |heat =

dEkin

dt |cool ⇔ −βv2 = 4(ℏk)2Rscat to find v2 = − ℏΓ2

8m∆ (1 + s0 + (2∆/Γ)2).

From the equipartition theorem of statistical mechanics follows that the ki-

netic and thermal energy are equal, E = 1
2kBT = 1

2mv
2, and thus that

T = mv2

kB
= − ℏΓ2

8kB∆ (1 + s0 + (2∆/Γ)2). This temperature has a minimum
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in the low-intensity limit (s → 0) at ∆ → −Γ/2, which is called the Doppler

temperature

TD =
ℏΓ

2kB
. (6.7)

Typically for atoms TD ≤ 1 mK. For cadmium, due to the short excited state

lifetime of 1.6 ns it is 2.4 mK.

There are several methods to cool species below the Doppler limit by using

additional cooling steps to the limit of one photon recoil [223]. The recoil limit

follows similarly from the kinetic energy in equilibrium with thermal energy

with the velocity expressed by v = p/M :

Tr =
ℏ2k2

mkB
(6.8)

where m is the atomic mass. Tr only depends on the wavelength and the mass

of the atom. The recoil temperature for Cd is Tr(Cd) ≈ 3 µK, which is similar

to the one for AlF (8 µK).

6.3 Experimental setup

Figure 6.4 shows a schematic representation of the experimental setup. We

use a cryogenic buffer gas beam source to produce a slow, pulsed beam of Cd

atoms with a brightness of approximately 1013 atoms per steradian per pulse

and a forward velocity of 100− 150 m/s, which has been described in detail in

Chapter 3. The capture volume of the MOT for a buffer gas beam in this setup

is spherical with a diameter of approximately 3 mm, corresponding to a solid

angle of about 4 × 10−5 srad. This means that approximately 4 × 108 atoms
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pass through the capture volume per pulse. Alternatively, we load the MOT

from a dispenser source, mounted approximately 5 cm from the trap center.

The heated dispenser source fills the vacuum chamber with atomic vapor that

can also be loaded into the trap.

From the geometry of the setup in the approximation of a spherical capture

volume with 3 mm in diameter, this corresponds to a solid angle of ≈ 4 ×

10−5srad, which means about 4 × 108 atoms are passing through the capture

volume per pulse. To excite the laser cooling transition, we use the laser setup
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Figure 6.4: Magneto-optical trap (MOT) setup designed to capture and cool
atoms originating from a pulsed cryogenic buffer gas beam source. The MOT
arrangement is a hybrid configuration involving a free-space folded beam in the
x-y-plane and a retro-reflected laser beam parallel to the z-axis. The atoms
are laser-slowed to velocities below the capture velocity of the MOT by using
a slowing laser parallel to the z axis. Fluorescence from both the atomic beam
and the trapped atoms is imaged onto either a photomultiplier tube or a camera
for detection. Absorption imaging is done with a camera and optics (not shown)
outside of the vacuum.

described in Section 3.4. The MOT laser beam is divided into two beams: one

for the horizontal plane (x − y-plane), passing through the MOT center four

times in a folded-beam configuration, and one for the vertical axis (parallel to
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the z-axis), retro-reflected after the first pass. The laser power in the MOT

center increases by a factor of 2.6 in the horizontal and 1.5 in the vertical

due to transmission losses on the optical elements, resulting in discrepancies

from the expected factors of 4 and 2, respectively. For a typical incoming laser

power of 42 mW in a 3.5 mm diameter beam, this results in a typical average

beam intensity of 0.5 W/cm2 in the horizontal plane and 0.17 W/cm2 along the

vertical axis. An in-vacuum shutter blocks the constant flow of helium buffer

gas when there are no atoms present in the beam (see section 6.4.5). Optical

shutters in front of the vacuum window on the atmosphere side block the lasers

when not needed, to avoid window degradation due to extended exposure to

DUV light. The fundamental laser frequencies are measured with a wavemeter

(HighFinesse WS8-10) which is referenced to a calibrated, temperature- and

frequency-stabilized HeNe laser at 633 nm.

The magnetic quadrupole field

The magnetic field of magneto-optical traps is usually created by two current-

carrying coils that are mounted in an anti-Helmholtz configuration to create a

tunable and switchable gradient of a few Gauss per centimeter in the center of

the trap. The required magnetic field gradient for resolving the excited states of

AlF and Cd is, however, orders of magnitude larger and such a coil is not trivial

to manufacture. For a proof of concept we produce a quadrupole magnetic field

by using permanent ring magnets as shown in Figure 6.5a). The magnetic field

is of the form B⃗(x, y, z) = Az(ze⃗z − 1/2(xe⃗x + ye⃗y)) where Az = ∂B
∂z denotes

the magnetic field gradient in axial direction and e⃗i are the unit vectors. The

magnetic field is zero in the center and the radial gradient is half of the axial

gradient. The magnets both have a uniform magnetization |M | = 290 kA/m,
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which points along ±x, and are separated by distance d = 25 mm. We use

two sets of magnets that only differ by the inner bore diameter, which was cut

using a water jet. We refer to them as the high-gradient (din = 22 mm) and

low-gradient set (din = 30 mm). The outer radius of the rings is Rout = 40 mm

and they share the same thickness h = 9 mm.
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Figure 6.5: a) Drawing of ring magnets used in the MOT setup. The diagram
shows the geometric arrangement in the experiment. b) The magnetic field
Bx of the trapping magnets along the x axis near the MOT center. The left
axis shows measured data points and simulated Bx profiles (solid lines). The
right axis plots the atomic velocity vB = µBBx/(hλ) along x that would be
required to cancel the Zeeman shift of the mF = +1 state. The purple shaded
bar indicates the span of the transition linewidth in these units.

Of interest for our trap is the radial field component Bx in the propagation

direction of the atomic beam at the center of the trap. Figure 6.5b) shows

the field profiles for the trapping magnet system. Near the origin, the field

components show the expected behavior of a quadrupole field, forming the trap

for our experiment. Further away from the trap center, the radial component

passes through zero and displays an additional field maximum. The field profile

in the region of 2 cm to 1 cm from the trap center is almost ideal for Zeeman

slowing of atoms approaching the trap along x. The magnetic field sharply

increases to a magnitude well above that experienced by atoms in the MOT.

This arrangement enables the implementation of a short and simple Zeeman
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slower for the atomic beam. The steep slope of more than 150 Gauss cm−1

before entering the trapping region corresponds to a Zeeman energy shift of

210 MHz (corresponding to 67 m s−1 at 1.4 MHz Gauss−1) and is ideal for rapid

Zeeman slowing of atoms to below the capture velocity. This all happens on the

timescale of < 1 ms. However, since the pulse extends over several milliseconds

and the shutter delay is on the ms timescale, we keep the optical shutter of

the slowing laser open for 10 ms from the time of ablation. The lifetime and

absolute number of atoms in the trap are unaffected by small variations in this

timing.

Imaging system

In the MOT chamber, we can image the atomic beam only via fluorescence, as

the gas is too dilute to cause detectable absorption. Once the trap is loaded,

we can image this dense gas either via fluorescence or absorption. For spatial

information, we use a UV-sensitive camera, and for temporal information, we

use photo-multiplier tubes. Absorption measurements in the MOT require an

additional laser beam on resonance. We use a 4f lens setup as shown in Figure

6.6. The focal lengths and geometry parameters of the lenses are given in

Table 6.3. For absorption imaging, it is beneficial to use aspheric lenses, as

these produce an image with fewer aberrations. For fluorescence detection on a

PMT, on the other hand, it is sufficient to work with spherical lenses as they are

more readily available. We capture images using a camera (Kepler KL400 from

FLI) with a fluorescing coating on its sensor, converting UV light to visible light

for detection. The chip of this camera consists of (2048×2048 pixels) with a
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Figure 6.6: a) An imaging setup for absorption measurements requires two
lenses to image the magneto-optical trap in a 4f configuration. b) the focal
length of plano-convex or plano-aspheric lenses is usually given as the back focal
length which is measured from the plane surface. The effective focal length is
measured from the principal plane of the lens.

size of 11 µm each.‡ The read-out electronics reads one line of pixels in 10.26 µs

before shifting the entire image one row for the next line of pixels to be read

out. This leads to a rolling shutter effect, which means that over 1 mm cloud

size, there is a time gradient of 933 µs and any dynamics on that timescale will

be present in the image. The rolling shutter effect can be an interesting feature

when capturing dynamics that take place on this timescale. It can also in part

be mitigated by recording images with different trigger delays and stitching an

image together line by line. The camera continuously reads out pairs of lines

one after the other, i.e., up to 2 whole lines are read out before the trigger pulse

takes effect and clears the chip for the subsequent acquisition. We observe this

as a delay between 0 and 20.52 µs, which corresponds to the uncertainty in

time for all measurements with this camera. This uncertainty can potentially

be lowered to 1.5 µs by connecting a GPS module to the camera, which allows

‡This sCMOS camera was used for the trap frequency measurements in this chapter. This
particular camera model is designed for astronomy applications with extended exposure times
and turned out to be not well-suited for capturing triggered exposures in the millisecond range
because of software issues. For the absorption measurements in this chapter, we upgraded
to an EMCCD camera (Teledyne Princeton ProEM-HS: 1024B eXcelon). Note that the
EMCCD camera has a pixel size of 13 µm and different readout timings than described in
the text.
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recording the exact timestamp of each measurement.

Table 6.3: Lens parameters at λ = 227.5 nm and refractive index n=1.52252 of
the lenses predominantly used in this thesis. The radius R, central thickness
CT, conical constant k, and aspheric coefficients of n−th order An. The back
focal length (BFL) and effective focal length (EFL) are given in mm.

Type parameters BFL EFL
spherical 2” R = 34.39 mm, CT=14.2 mm 56.7 65.9

aspherical 2”
R = 39.396 mm, CT=14.2 mm, k = −0.67
A4 = −2.11× 10−7, A6 = −2.47× 10−11 66.2 75.4

6.4 MOT characterization

This section highlights characteristics of loading a MOT from a pulsed cryogenic

atomic beam. Compared to steady-state cw-loaded cadmium traps, loading a

short pulse boosts the peak atom number in the trap beyond the point where

the loading rate equals the loss rate. We find that the measured trap frequency

is significantly lower than expected and attribute this to an error in determin-

ing the total laser intensity, which is not trivial to determine because of the

non-Gaussian beam shape. This also affects the accuracy of determining the

scattering rate and consequently the conversion of fluorescence signal to the

number of atoms in the trap. In order to measure the absolute number more

reliably by absorption, we increase the density by making use of the integrated

Zeeman slowing region. This enables us to measure laser absorption by the

trapped gas and to determine density and atom count accurately. We find that

the ionization rate limits the lifetime of the trap, which hinders accumulat-

ing multiple shots to further increase the number of atoms in the trap. We

implement a scheme to significantly reduce the ionization loss rate and show
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that multiple shots can be accumulated until an equilibrium atom number is

reached. We then measure the temperature of the trapped gas imaging the

ballistic expansion and calculate the phase space density.

6.4.1 Loading rate

Figure 6.7a) compares the fluorescence signal of MOTs loaded from a dispenser

source (red curve) with that of a buffer gas beam source with the use of the

slowing laser (blue curve). A typical time trace of a pulse from a buffer gas

beam is shown in black, where the MOT is off and a perpendicular probe beam

is used. The MOT fluorescence signals are adjusted by the calculated scattering

rate, as both setups have different optimum detuning. The peak atom flux in

the MOT region from a buffer gas beam is similar to the continuous atom flux

from an oven source. However, the atoms are delivered to the capture volume

in a few milliseconds, have a lower forward velocity, and a significantly narrower

velocity distribution. Rapid loading of a larger number of atoms can be highly

advantageous when the trap lifetime and thus the equilibrium number of atoms

in the trap is limited by loss channels such as ionization. The peak fluorescence

signal from the buffer gas source in Figure 6.7a) is at least a factor of 5 higher

than for a background loaded trap. In order to estimate the peak loading rate,

we model the loading process with a Gaussian pulse of atoms R(t) by following
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Figure 6.7: a) the MOT loading curve (blue curve) from a typical buffer gas
pulse (black curve, arbitrary scale). The loading curve from a background-gas-
loaded MOT, shown in red, has a lower loading rate and reaches an equilibrium
number significantly lower than the peak number of the buffer-gas loaded MOT.
b) The loading rate can be modeled with a Gaussian pulse and an exponential
loss rate γ.

Reference [224] as:

dN

dt
= R(t)− γN(t) (6.9)

R(t) =
ntot

w
√

2π
exp

(
− (t− t0)2

2w2

)
(6.10)

N(t) =
ntot

2
exp
(γ

2
(−2(t− t0) + γw2)

)
(erf(

t0 + γw2

√
2w

)− erf(
−t+ t0 + γw2

√
2w

)

(6.11)

where w is the width of the Gaussian pulse at a given time t0 and the loss

rate γ is multiplied by the number of atoms in the trap N(t). The peak

loading rate is then Rmax = R(t0). Background-loaded MOTs of Cd on the

DUV transition typically have a loading rate of ≈ 1 × 107,atoms s−1 [160].

Our fluorescence estimate in Figure 6.7 suggest the total number of Cd atoms

transported into the trapping volume is 2.1 × 106 atoms, with a peak loading

rate of 4.5× 108 atoms s−1 in a Gaussian pulse lasting 4.0 ms (FWHM) with a
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loss rate of 6.9 s−1. The peak loading rate is significantly increased compared to

previous studies for Cd, but it falls short in comparison to other buffer-gas beam

loaded atomic MOTs that can achieve loading rates exceeding 1× 1010,atoms

s−1 [133, 224]. The discrepancy arises from the significantly larger 1/e2 MOT

beam diameters that were used in these studies, leading to an increase in MOT

solid angle by a factor of approximately 10-30 compared to our MOT.

6.4.2 Trap frequency

The center of mass motion of the cloud follows that of a damped single parti-

cle in a harmonic potential. When disturbed from the equilibrium position, it

exhibits damped oscillations, returning back to the equilibrium position over

time. We perturb the atoms by the radiation pressure of a resonant laser beam.

By studying this motion, we can determine the trap frequency and damping

coefficient, described in equation 6.6. The position relative to the equilibrium

position x0 is represented by x−x0 = exp{(−βt/2)} cos

(√
ω2−β2

4 t− ϕ
)

with

the trap frequency ω, damping coefficient β, and where ϕ is a phase parame-

ter [220]. The rolling shutter effect can be seen in the images in Figure 6.8a),

which capture large parts of the dynamics of the oscillation. The experiment

was also conducted using repeated push pulses (Figure 6.9). However, observ-

ing parametric resonance was not possible due to the large damping constant

preventing overdriving of the system. In the analysis, we average three lines

in the center of the image where the peak of the MOT is detected and observe

the displacement of the cloud along the line dimension of the camera, which

means the exposure time of these rows averages over 30.78 µs. The time res-

olution is on the order of the length of the push pulse (typically 50 µs) and is

suitable to measure the oscillation, which is on the time scale of milliseconds.
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(here in the horizontal direction). b) low field gradient oscillation c) high field
gradient with the same settings except double laser intensity leads to the same
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Figure 6.9: Center of mass oscillation of a repeatedly driven oscillation out of
equilibrium. The false-color image consists of the central three lines of 1000
individual images taken in steps of 20µs that are each normalized.

For the fit of the oscillation shown in Figure 6.8, data points before the end

of the push beam are omitted. We measure this oscillation with both mag-

net sets. For the measurement with a high magnetic field gradient, the MOT

lasers are detuned by ∆ = −1.5Γ from the 112Cd resonance. The push beam

is detuned by -74 MHz relative to 112Cd as a means to adjust the peak am-

plitude of the oscillation, rather than changing the laser power or the length

of the push pulse. The MOT laser power corresponds to a total intensity of

Itot = 2 W cm−2. For the low gradient measurement, we use the same detuning

but set the intensity to I = 3 W cm−2, where the same trap frequency is mea-

sured for this magnet pair. This allows us to measure the ratio of the radial

damping constants for the two gradients which should reflect the ratio of the

radial magnetic field gradients since ω2 ∝ β ∂B
∂r . From the values in Table 6.4

we find a ratio of 2.1(2), while the ratio measured with a Hall-probe in the

radial direction is 1.8. Surprisingly, the measured values are in disagreement

with the predicted values in section 6.2. This inconsistency suggests that the
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Table 6.4: Typical parameters for measuring the trap frequency.

Itot/Isat ∆(Γ) A (G/cm) ω (103s−1) β (103s−1)
low gradient 3.0(5) -1.45(20) 140(10) 4.5 5.3
high gradient 2.2(5) -1.45(20) 250(10) 4.5 2.5

actual saturation parameter in the experiment is significantly lower than as-

sumed. From the measured value for β, the saturation parameter is s = 0.6 for

the low gradient measurement and s = 0.27 for the high gradient measurement.

Misalignment between the small beams can lead to an effective lower intensity,

and we conclude that the scattering rate of atoms in this experiment should

not be estimated by measuring the laser beam intensities outside the vacuum

chamber. This is usually done to attribute a fluorescence signal to a number

of atoms in the trap via the scattering rate. Absorption measurements can

provide the atom number more accurately since they are independent of the

scattering rate. In order to measure absorption we need to maximize the atom

number and for this we have to characterize the slowing laser as is done in the

following section.

6.4.3 Integrated Zeeman slower

The slowing laser is aligned collinearly with the atomic beam and gently focused

onto the source output. The laser detuning is typically set to about -7Γ with

an intensity of about 0.5 W cm−2, which corresponds to a velocity of 160 m s−1

(≈ 23 m s−1 per Γ). This configuration slows a large fraction of the atomic

beam below the capture velocity of the trap, enhancing the number of trapped

atoms of 112Cd by typically at least a factor of 10, as compared to a buffer-

gas loaded MOT without Zeeman slower (see Figure 6.7). We can trap all Cd
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isotopes in the MOT, as shown in Figure 6.10, where the frequency axes are set

to zero for the field-free frequency of the 112Cd transition. We record the LIF

signal with a photo-multiplier tube, averaged from 50-150 ms after ablation.

This allows enough time for atoms that are not interacting with the slowing

light to pass through the MOT region. The measurement is performed line-by-

line, starting at the bottom of Figure 6.10 and alternating the MOT frequency

detuning direction between two lines. The intensity in the vertical columns for

a given isotope shows the decrease of atom signal from the source throughout

one measurement, which lasts for about 60 min. The inset in Figure 6.10 is a

separately color-coded snippet of the region with low abundance (106Cd,108Cd).

The MOT brightness per isotope closely resembles the natural abundance in

the sample. Since the isotope shifts are larger than Γ, the laser detuning

can be set such that one or at most 2 isotopes are trapped at the same time.

Measuring the fluorescence is a rough measure of the number of trapped atoms.

Since the fluorescence and trapping efficiency both depend on the detuning,

the maximum fluorescence does not necessarily correspond to the maximum

number of atoms in the trap. The optimum MOT detuning is typically found

at ≈ −1.5Γ from resonance.

Two cuts through this plot are shown in Figure 6.11. Figure 6.11a) shows

the MOT signal as a function of slowing laser detuning, while the MOT fre-

quency is fixed to 112Cd (black dotted vertical line). For the slowing laser we

use circularly polarized light with opposing handedness (σ1, σ2) and linear po-

larization. We note that the quantitative behavior changes depending on the

alignment and the laser power used. Qualitatively, the linear and only one spe-

cific handedness of circular light results in a double peak structure with a local

minimum. In contrast, the opposite circular polarization shows a more narrow,
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Figure 6.10: False color image showing the relative fluorescence from the MOT
50 ms after firing the ablation laser, as the slowing and MOT lasers are scanned.
The inset has a separate intensity scale.

single peak. The double peak structure could stem from nearby fermions, which

should follow a different optimum for slowing. However, this effect also occurs

for 110Cd and 114Cd (not shown). Since 114Cd is not overlapped with a fermion,

we attribute the double peak structure to two slowing regimes, fixed frequency

slowing in a region with a constant magnetic field and the actual Zeeman slow-

ing in the region with the magnetic field gradient. Figure 6.11b) shows the

MOT signal as a function of MOT laser detuning, while the slowing frequency

is fixed to 112Cd (black dotted vertical line) with the polarization set to σ1. We

record two shots for each pair of laser frequencies: one with the slowing light

on and one with the slowing light off. The slower is efficiently working over a
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Figure 6.11: a) slowing laser frequency scan for circular and linearly polarized
light. The MOT laser detuning is fixed and is indicated by the black dashed
line. b) MOT laser frequency scan with the slowing laser toggled on and off.
The MOT fluorescence signal is increased for the targeted isotope (112Cd) and
nearby isotopes. The use of the slowing laser enables a MOT very close to
resonance, even though this means that the capture velocity is reduced.

broad spectral region of several hundred MHz. With the slower set for slowing

112Cd (factor of 2.7 higher peak signal), the 114Cd signal increases as well, and

the 113Cd(1/2) peak becomes visible. This indicates that the capture velocity

for the fermions is lower than for the bosons, because the F ← F ′ = F = 1/2

transition has a loss channel, while the F = 3/2 ← F ′ = 1/2 transition is

closed, as shown by Figure 6.12. Presumably, the nearby fermions 111Cd and

113Cd are co-trapped with the isotopes 110Cd and 112Cd respectively. The opti-

mum MOT detuning with the slower present is shifted approximately 20 MHz

closer to resonance, where the scattering rate is also higher. In conclusion,

the slowing laser increases the fluorescence signal in the MOT by more than

an order of magnitude. This leads to an increase in density and allows us to
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measure the MOT in absorption.
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The laser is detuned by ∆ from resonance. When the atom becomes resonant
by moving out of the trap, it can absorb a photon. This cycle is indefinite for
bosons, but fermions on the F ′′ = F ′ = 1/2 transition can only do this a couple
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6.4.4 Imaging the MOT

a) b)

-0.5 0. 0.5

-0.5

0.

0.5

Dimension A (mm)

D
im
en

si
on

B
(m

m
)

-0.5 0. 0.5

-0.5

0.

0.5

Dimension A (mm)

σx=0.088 mm
σy=0.141 mm

σx=0.089 mm
σy=0.142 mm

0

0.5

1.0
Absorbance -Ln(1-abs)Fluorescence (arb. units)

0

1.0

2.0

Figure 6.13: Camera images were obtained using a) fluorescence imaging of a
dense 112Cd MOT from a sample with natural abundance and b) absorption
imaging in the same configuration. Note that axes A and B do not correspond
to the axial and radial axes as the image was rotated for analysis.



6.4. MOT characterization 165

Under typical conditions, the DUV fluorescence can be imaged onto a

piece of white paper where it becomes visible to the eye. Figure 6.13a) shows

a fluorescence and an absorption image of the MOT taken with a camera. The

resonant absorption cross-section σabs of an atomic transition in the absence of

broadening effects is

σabs =
2J ′ + 1

2J ′′ + 1

λ2

2π
(6.12)

σabs(Cd 1P1 ← 1S0) = 3
λ2

2π
= 2.5× 10−10cm2, (6.13)

where Doppler broadening can be neglected because the atoms are trapped and

Zeeman broadening is negligible as the probe light is linearly polarized. The

calculated absorption cross-section σabs(Cd 1P1 ← 1S0), is about a factor of

10 lower than e.g., potassium (σabs(K
2P3/2 - 2S1/2) = 1.9 × 10−9 cm2). This

means that in order to measure an absorption on the order of 50%, the density

must be > 1011cm−3.

The absorption A = I/I0 of laser intensity I from the incident intensity

I0 on a medium with density distribution n can be expressed with the help of

the optical density OD and the absorbance ln(I0/I) as

I = I0 exp(−σn(x, y)) (6.14)

n(z) =

∫
ρ(x, y, z)dz (6.15)

OD(x, y) = − ln(1−A(x, y)) = − ln(I0(x, y)/I(x, y)) = σ × n(x, y). (6.16)

We find a peak optical density of npeak =
ODpeak

σabs
= 7.9×109 cm−2 and the num-

ber of atoms to be N =
∫
n(x, y)dxdy = 1

σabs

∫
OD(x, y)dxdy = 6.1(1.5)× 106.
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The peak atom density is then ρ = N
(2π)3/2σxσyσz

= 2.2(0.5) × 1011 cm−3. The

numbers in brackets are due to systematic errors of 10% in the magnification

of the imaging system.

In order to further increase the number of atoms in the trap we use an

enriched sample of 110Cd in Figure 6.14. The peak absorbance of 0.66 and

σ2 = 0.28× 0.24 mm2 corresponds to 1.1(3)× 107 atoms. The larger size of the

MOT leads to a lower peak density. The increase in atom number is a factor

of ≈ 2, less than the expected factor of 4 from the composition of the enriched

target.
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Figure 6.14: Camera images were obtained using absorption imaging of a MOT
of 110Cd, loaded from an enriched sample. Using an enriched sample yielded
an increase in atom number by a factor of 2.

6.4.5 Loss-rate analysis

Possible loss channels include collisions with background gas, collisions between

trapped atoms, and ionization. Electronic losses to the intermediate 3P0,1,2

state are minimal due to spin selection rules [225]. Understanding the limiting

processes in the lifetime of a MOT is vital for improving the performance of
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the system. If the lifetime can be extended to be longer than the time between

two pulses, then multiple shots can be accumulated and hence increase the

atom number. In this section we will investigate two-photon ionization, which

is the dominant loss channel. We present a laser-frequency ramping scheme

that allows to increase the lifetime and to accumulate multiple pulses.

Photoionization cross-section

The most significant loss channel for our MOT is 1+1 photoionization. Typ-

ically the MOT is operated at a laser detuning of ∆ = −1.45Γ from the res-

onance of a given isotope, e.g., 112Cd. To estimate the loss rate A, we fit an

exponential function

N(t) = N0 exp(−At) + d (6.17)

with initial atom number N0 and constant background signal d to the decay

curve of the MOT signal from 45-850 ms after ablation. The extracted loss rates

together with their statistical errors from the fit are shown in Figure 6.15 as a

function of the total MOT laser intensity. The total loss rate can be described

as the sum of background collisions A0 and ionization Aion as

A = A0 +Aion with Aion = I
σionρee
ℏω

where ρee =
seff/2

(1 + seff + ( 2∆
Γ )2)

.

(6.18)

The ionization rate in the MOT is dependent on the photoionization cross-

section σion, the angular frequency ω, and the saturation parameter seff =

3/2 I
Isat

. Aion is quadratic for low intensities but above 5 W cm−2 starts to
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Table 6.5: Literature values for the ionization cross section in cm2 for cadmium
and systems with comparable energy level structure.

Cd [215] Mg [226,227] Sr [228,229] Ba [230,231]
(0.3− 3)× 10−17 ∗ 8(2)× 10−17 1× 10−17 8(2)× 10−17

2(1)× 10−16 9× 10−17 2.2(5)× 10−16 1.8(2)× 10−17

∗ this work

become linear.

We see that below I=2 W cm−2, a departure from equation 6.18 is seen.

This may indicate the trap depth is too low to confine the atoms, or that the

trap is increasingly sensitive to intensity imbalance between the MOT beams

when near the threshold for trapping. The grey data points are thus not consid-

ered for the fit. The fit yields an ionization cross-section of 9.1(2)× 10−18 cm2.

Including an error of factor two in the total intensity, we arrive at 1.4(14) ×

10−17. Due to the large error bar, we estimate the ionization cross section from

the excited state in an order-of-magnitude estimate as

σion(1P1) = (0.3− 3)× 10−17cm2.

This is a factor of 7 below the literature value of 2(1)× 10−16 cm2, which was

also measured in a similar way [215]. However, Table 6.5 shows that literature

values for the ionization cross section of atomic systems with comparable energy

level structure as Cd can vary by one order of magnitude.

Extending the lifetime and mitigating ionization

We attempt two strategies to reduce photoionization loss. Both methods reduce

the scattering rate and thus the ionization probability in the time after loading

a pulse. Controlling the laser intensity by varying the RF power of the AOM
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Figure 6.15: The loss rate for a detuning of ∆ = −1.45Γ is recorded to extract
the ionization loss-rate as a function of laser intensity. Data points in grey are
not considered for the fit.

for the MOT beams resulted in misalignment of the laser beams on the order

of 1 mrad per 10 MHz frequency shift. This method is thus not suitable, as the

MOT is very sensitive to small changes in beam pointing. The second method

is frequency detuning the laser by applying a voltage ramp to the resonator

cavity of the fundamental TiSa laser. Figure 6.16a) shows the number of atoms

and the lifetime of the MOT as the detuning ∆ is varied. The initial atom

number is optimized at ∆1 = −130 MHz, whereas the optimum lifetime occurs

at ∆2 = −210 MHz. Therefore we opted to load the MOT at ∆1 before

linearly ramping further from resonance. Figure 6.16b) shows accumulation of

8 successive atomic pulses in the MOT with fixed detuning, and when detuning

the laser after loading the trap. For these experiments, we fired the ablation
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YAG at a repetition rate of 10 Hz for 0 s< t < 0.8 s. The loss rate for the

measurement with constant frequency at ∆1 is 5 s−1 and 2.56 s−1 when the

laser is detuned to ∆2 in between shots. At t = 0.85 s, after the loading

sequence, the trap conditions are identical and the fluorescence signal from the

methods can be directly compared. The loading scheme involving detuning the

laser between shots leads to an increase of 1.6 times more fluorescence signal,

compared to when the laser frequency remains fixed. Compared to loading

a single pulse, the fluorescence signal is increased by a factor of 3.5. These

results suggest that accumulating multiple pulses can significantly increase the

number of atoms in the trap.
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Figure 6.16: a) lifetime in the trap (red datapoints) and peak atom number
(blue datapoints, arbitrary scale) as a function of laser detuning. In order
to accumulate multiple shots, the MOT is loaded at peak atom number and
then tuned to peak lifetime. b) A laser ramping scheme (grey curves) is used
to accumulate multiple shots at 10 Hz repetition rate and compared to fixed
frequency MOT lasers (black curves). Detuning the laser between shots leads
to an increase in signal of a factor of 1.6 at t = 0.8 s.

Figure 6.17 shows that the number of atoms in the trap can be further

increased by increasing the repetition rate of the experiment to 20 Hz. Again,

the laser is detuned in between shots by about 0.5Γ. In this example, 15 pulses
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are loaded and the number of atoms in the trap reaches at an equilibrium where

the loading rate is equal to the ionization rate. The maximum number of atoms

in the trap is increased by a factor of 6 compared to a single pulse.
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Figure 6.17: Accumulation of 112Cd isotopes from 18 pulses at 20 Hz. This
increases the atom number in the trap by a factor of 6. The MOT laser is
detuned by 0.5Γ in between shots to reduce the ionization rate.

Background gas collisions

From Figure 6.18, we can see that the loss rate of a typical MOT doubles

from 2 s−1 to about 4 s−1, when increasing the gas flow by a factor of 10. In

these measurements, we measure the MOT lifetime as a function of the opening

duration of the helium shutter and scan this parameter forward and backward,

giving the result with error bars as indicated in the plot. If we consider this

a linear effect, then at a flow of 0.5 sccm the loss rate due to helium “wind”

is ≈ 0.2 s−1. With an influence of 5-10% of the lowest measured value, this

effect can be considered negligible in most cases. Note that the shutter is not

sealing perfectly and about 1% of cadmium signal can be measured even when

the shutter is closed. It is however suitable to block a direct stream of helium
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buffer gas.
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Figure 6.18: Loss rate from a 112Cd MOT at fixed intensity and detuning,
for different opening durations of the in-vacuum shutter and two different He
flow rates into the buffer gas source. Increasing the flow rate by a factor of 10
doubles the peak loss rate.

6.4.6 Temperature and phase space density

The measured MOT sizes for the trap frequency measurements shown in Fig 6.8

are σhigh = 0.21 mm for the large magnetic field gradient and σlow = 0.34 mm

for the low magnetic field gradient. We can relate the equilibrium size of the

MOT to the temperature via the equipartition theorem Epot = 1
2ω

2mx2 =

1
2kBT (see section 6.2). For a Gaussian particle distribution with radius ω,

T = σ2mω2

kB
[232]. We calculate the temperatures as T = 12 mK for the smaller

MOT and T = 31 mK for the larger MOT.

Another way of measuring the MOT temperature is to measure the ballistic
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expansion after the MOT has been switched off. Since there was no indepen-

dent probe laser available, we use the setup shown in Figure 6.19a). One AOM

is used to detune the frequency by -200 MHz for the MOT beams. A small

fraction of that beam is split off and detuned close to resonance for absorp-

tion. The switching sequence includes a laser shutter that can switch the MOT

light completely off, independent of the absorption laser. The minimum dead

time between switching off the MOT and measuring absorption is then defined

by the shutting speed of the optical shutter, which is around 1 ms. However,

the previous temperature estimate suggests that the MOT will expand on the

timescale of 1 ms at which point the gas is no longer dense enough to be imaged

in absorption. The shutter is thus carefully positioned to minimize the actual

time it takes to shut the laser light in less than 200 µs. Figure 6.19b) presents

the switching diagram, which consists of three phases. Phase I is the loading

phase, the length of phase II is determined by the time it takes to close the

optical shutter, and phase III varies in time in 0.2 ms< ∆t < 1ms. Figure

6.19c) shows a selection of absorption images after different expansion dura-

tions. We fit a Gaussian model to the absorbance and plot the width against

the expansion time in Figure 6.20. We follow Reference [220] and model the

expansion as

σ =
√
σ2
0 + kBT (∆t)2/m (6.19)

where σ0 is the initial cloud size, T is the temperature of the gas and m is the

atomic mass. The fit in Figure 6.20 results in a temperature of T = 17(2) mK

and σ0 = 0.51(4) mm. The averaged initial cloud size is however 0.33(1) mm,

which is inconsistent with the fit result. There seems to be a discontinuity after
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Figure 6.19: a) schematic of the optical setup for measuring the ballistic expan-
sion of the MOT with the same laser that powers the trap lasers. Two AOMs
are used to rapidly switch the MOT and absorption beams. Additionally, an
optical shutter is needed to block the MOT light while probing with the ab-
sorption beam. b) the switching scheme of this measurement consists of three
phases: loading the MOT, ballistic expansion, and probing with a varying de-
lay time ∆t. c) absorption camera images after different expansion times show
that the time dynamic is on the order of one millisecond.

switching the laser off, which could be caused by the finite time the shutter

takes to fully close. From the initial size, and a typical trap frequency of

ω = 4.5 × 103 s−1 we calculate T = 30 mK. Since the trap frequency is not

precisely known for this measurement, we can only take it as an estimate.

For a peak density of 2.2×1011 cm−3 (as found in Section 6.4.4) and T =

12 mK for the small MOT in the large magnetic field gradient configuration,

the phase space density is 1.0×10−9. In comparison, a typical red-detuned

rubidum MOT has a phase space density of 10−12 [233].



6.5. Summary 175

- 1 0 1
0

0.5

1.0

1.5

time (ms)

M
O
T
si
ze
σ
(m
m
)

Figure 6.20: The expansion of the MOT when no radiation pressure is present
can be a means to measure the trap temperature. We fit a model to the size
of the MOT after different release times. Datapoints before the release time
(t = 0) and after 1 ms are not considered in the fit.

6.5 Summary

In this chapter, we demonstrate the successful magneto-optical trapping of

cadmium on its deep ultraviolet (DUV) transition, as a step towards the more

challenging AlF trap. This chapter highlights the potential for using MOTs

with DUV transitions for future experiments. The size of the laser beams and

thus the MOT diameter is limited by the laser power that can be produced

in this wavelength regime. One of the biggest challenges is achieving the large

magnetic field gradient of several hundred Gauss/cm that is required to achieve

the Zeeman splitting of the excited state to excite selected hyperfine transitions.

Despite these challenges, we find that a loading rate of ≫ 4 × 108 s−1

can be achieved, which is described well by approximating the loading process

with a Gaussian pulse of atoms with a width of 4 ms. We show that up to
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1.1(3) × 107 atoms with a phase space density of 4 × 10−9 can be loaded in

just a few milliseconds. We measure the trap frequency and find that it is

significantly lower than expected, yet more than an order of magnitude larger

than for other atomic species with transitions in the visible range. The magnetic

field of the trap provides a small region (a few cm) for Zeeman slowing. This

is significantly shorter than for Zeeman slowers made of electric coils. The use

of permanent magnets makes the vacuum setup more compact. The Zeeman

slower increases the capture velocity of the trap and thus the fraction of atoms

that is loaded into the MOT by at least a factor of 10. This allows us to measure

the trap density in absorption and to measure the temperature through ballistic

expansion. To increase the number of atoms in the trap further, we use an

isotope-enriched target. However, this does not result in the expected increase

in atom number, the reasons for which are currently unknown. We find that

the presence of background buffer gas does not significantly affect the trap

lifetime. To reduce losses due to ionization, we ramp the laser frequency to be

further from resonance in the time between shots. This allows us to establish

a continuous reservoir of cold atoms.

Cryogenic buffer gas beam sources can significantly reduce the loading

time to milliseconds, compared to several seconds that are typical for experi-

ments with continuous sources. This leads to a significantly increased repeti-

tion rate, particularly beneficial for applications in high-precision spectroscopy

and atomic clocks. Pulsed sources also enable working with smaller sample

masses, which is advantageous for toxic or costly substances, or elements with

high heat of vaporisation, where the use of ovens is impractical. As shown in

Chapter 5, the measurement accuracy on the 229 nm transition is limited by

the broad linewidth, the significant overlap between neighboring isotopes, and
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strong quantum interference effects in the observed hyperfine splitting of the

fermions. These issues could be resolved by selectively loading one isotope in

the trap to measure the transition frequency in absorption or by measuring

the blue edge of the MOT. The narrow-line (3P1 ← 1S0) can potentially cool

the gas to 10 µK, which corresponds to a Doppler broadening of 3 kHz, small

compared to the natural linewidth of 69 kHz and three orders of magnitude

lower than the linewidth in a typical atomic beam spectroscopy setup [152].

6.6 Outlook

This work has provided important technical insights and identified several chal-

lenges that need to be addressed in future experiments with AlF. Generating

laser light at powers at the edge of what is technically feasible for the experi-

ment and dealing with coating degradation on windows and other optics have

been among the major hurdles. Imaging DUV fluorescence and measuring ab-

sorption with the limited number of lasers available and their non-Gaussian

mode profiles posed significant challenges that had to be overcome. MOT

laser alignment proved to be a particularly sensitive issue, compounded by the

fact that the laser beam alignment varies from day to day, with temperature

and with the laser output power. The necessarily small beam diameters make

alignment difficult and require frequent readjustments, making the setup highly

alignment-sensitive and requiring constant attention. To entirely solve these

challenges, further advances in laser technology are essential, particularly in

terms of output power, beam shape, and pointing stability. Finding a solution

to the degradation of anti-reflection coatings, or using off-axis rotating flanges

for window mounting, will reduce the frequency of replacement and the time
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spent baking out the chamber.

In summary, this chapter demonstrated the feasibility of constructing a

DUV trap for cadmium atoms that is loaded using a buffer gas beam source.

The established techniques and the knowledge gained in overcoming technical

hurdles now serve as the first step to transfer the technique to AlF molecules.

Attempts to laser cool AlF will require frequency modulation to achieve scat-

tering rates comparable to Cd. This goes with a reduced spectral power density,

which means that higher laser powers or additional laser systems are needed

to achieve the same scattering rate. Additional laser systems may also be re-

quired to address leakage to v′′ = 2. The additional laser power necessary for

repumping will also tend to increase the 1+1 photoionization trap losses. Laser

cooling of AlF molecules in a magneto-optical trap is not a low-hanging fruit

but is within reach in the coming years.



Summary

Laser-cooled atoms have found widespread applications - ranging from pre-

cision spectroscopy and metrology to quantum computing - resulting in ad-

vanced instruments such as precise atomic clocks. More recently, progress has

been made in laser cooling of molecules. Molecules can rotate and vibrate and

thereby have a rich internal energy level structure. Apart from a magnetic

dipole moment, molecules can also have an electric dipole moment and to-

gether, these properties enable many new applications in fundamental physics

and quantum science. However, this complexity also makes it challenging to

produce them efficiently and subsequently cool them to low temperatures us-

ing laser light. As a result, the number and density of trapped molecular gases

is three to four orders of magnitude lower than that of laser-cooled atoms,

which severely limits applications for molecules.

This thesis presents significant progress in addressing this challenge by

using the deeply-bound polar molecule aluminum monofluoride (AlF), which

exhibits a laser cooling transition in the deep ultraviolet (UV). Transitions

in the deep UV are particularly useful because the optical force exerted by

a laser beam on an atom or molecule typically scales with 1/λ4. Compared

to transitions in the visible, this significantly increases the capture velocity of

magneto-optical traps (MOTs) and reduces the stopping distance of an atomic

or molecular beam, allowing a larger number of particles to be trapped.
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The main goal of this work is to build and characterize a cryogenic helium

buffer gas beam source for AlF molecules and to establish an optical cycle

that is suitable for laser cooling. It is shown that a buffer gas beam of AlF

molecules can be produced that has an order of magnitude higher density

compared to other diatomic molecules and that the main cooling transition

(A1Π, v′ = 0 ← X1Σ+, v′′ = 0) near 228 nm is highly efficient. With a single

laser, up to 210 photons can be scattered at a scattering rate of 17(2)×106 s−1,

before the molecules are lost to v′′ = 1, where they can be recovered with a

repump laser. Other potential loss channels from the optical cycle, caused by

photoionization or by parity mixing in external electric fields, are measured

and means to control them are presented. Furthermore, the electronic decay

to the intermediate, metastable a3Π state does not prevent efficient loading of

a MOT.

The electronic energy structure and laser wavelengths required for laser

cooling of AlF are similar to those of atomic cadmium (Cd). A Cd beam can be

produced in the same setup with less effort and is used to qualify the laser setup

and optics by performing high-resolution spectroscopy on the 1P1 ← 1S0 and

3P1 ← 1S0 transitions near 229 nm and 326 nm, respectively. The results

establish Cd as a promising candidate to search for new physics beyond the

Standard Model of Particle Physics through isotope shift measurements. The

Cd beam is also used to demonstrate the efficient loading of a prototype deep

UV MOT with more than 1.1(3)× 107 Cd atoms at a peak density of 2.2(5)×

1011 cm−3. An accumulation scheme is implemented that allows the number

of atoms to exceed previous Cd MOTs by more than an order of magnitude.

This achievement highlights the potential of using a similar setup for laser

cooling of AlF molecules in future studies.



Samenvatting

Laserkoeling van atomen heeft tot weidverbreide toepassingen geleid - van pre-

cisiespectroscopie en metrologie tot kwantumcomputing - en heeft geresulteerd

in geavanceerde instrumentatie, zoals bijvoorbeeld nauwkeurige atoomklokken.

Gedurende de laatste jaren is er ook grote vooruitgang geboekt bij het laser-

koelen van moleculen. Moleculen kunnen roteren en vibreren en hebben daar-

door een rijke structuur van energieniveaus. Ze kunnen naast een magnetisch

dipoolmoment ook een electrisch dipoolmoment hebben en tezamen maken

deze eigenschappen vele nieuwe toepassingen in de fundamentele fysica en de

kwantumwetenschap mogelijk. De complexe energie-niveau structuur maakt

het echter ook uitdagender om grote dichtheden van koude moleculen door

middel van laser-koeling te produceren. Als gevolg hiervan is het aantal mole-

culen in, en de dichtheid van, koude moleculaire gassen drie tot vier orden van

grootte lager dan die van lasergekoelde atomen, en dit beperkt de mogelijke

toepassingen.

In dit proefschrift wordt beschreven hoe men deze uitdaging aan kan

gaan gebruikmakend van het sterk gebonden, polaire molecuul aluminium-

monofluoride (AlF), dat een laserkoelingsovergang heeft in het diepe ultraviolet

(UV). Overgangen in het diepe UV zijn bijzonder interessant omdat de opti-

sche kracht die door een laserstraal op een atoom of molecuul uitgeoefend kan

worden schaalt met 1/λ4. Vergeleken met optische overgangen in het zichtbare

181



182 Samenvatting

spectrum, verhoogt dit de maximale snelheid van de deeltjes die nog in een

magneto-optische val (“magneto-optical trap”; MOT) ingevangen kan worden

en verkleint het de afstand waarop een atomaire of moleculaire straal tot stil-

stand gebracht kan worden, waardoor een groter aantal deeltjes gevangen kan

worden.

Het hoofddoel van dit onderzoek is het opzetten en karakteriseren van

een cryogene helium buffergasbundelbron voor AlF-moleculen en het demon-

streren van een optische cyclus die gebruikt kan worden voor laserkoeling.

Aangetoond wordt dat een buffergasbundel van AlF-moleculen kan worden

geproduceerd met een orde van grootte hogere dichtheid dan voor andere di

atomaire moleculen mogelijk is en dat de belangrijkste laserkoelingsovergang

(A1Π, v′ = 0 ← X1Σ+, v′′ = 0) rond 228 nm zeer efficiënt is. Met één enkele

laser kunnen zo’n 210 fotonen worden verstrooid met een verstrooingsfrequen-

tie van 17(2) × 106 s−1, voordat de moleculen verloren gaan naar v′′ = 1, van

waar ze kunnen worden teruggewonnen met een terugpompingslaser. Andere

potentiële verlieskanalen uit de optische cyclus, veroorzaakt door fotoionisatie

of door pariteitsmenging in externe elektrische velden, zijn gekarakteriseerd en

er is aangegeven hoe deze onder controle kunnen worden gehouden. Ook is ge-

meten dat het elektronische verval naar de tussenliggende, metastabiele a3Π

toestand het efficiënt laden van een MOT niet verhindert.

De elektronische energiestructuur en laser golflengten die nodig zijn voor

laserkoeling van AlF zijn zeer vergelijkbaar met die van atomair cadmium (Cd).

Een Cd-bundel kan relatief eenvoudig in dezelfde opstelling worden geprodu-

ceerd en is gebruikt om de laseropstelling en de optische componenten te testen

en te optimeren door hoge resolutie spectroscopische experimenten uit te voe-

ren aan de 1P1 ← 1S0 en 3P1 ← 1S0 overgangen bij, respectievelijk, 229 nm

en 326 nm. De resultaten laten zien dat Cd een veelbelovende kandidaat is om

door middel van het meten van isotoopverschuivingen te zoeken naar nieuwe
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fysica, d.w.z. naar fysica die niet beschreven wordt in het Standaard Model van

de deeltjesfysica. De Cd-bundel is ook gebruikt om het efficiënt laden van een

prototype diepe UV MOT met meer dan 1,1(3)× 107 Cd-atomen bij een maxi-

male dichtheid van 2,2(5)×1011cm−3 aan te tonen. Er is een accumulatieschema

gëımplementeerd waarmee het mogelijk is het aantal atomen meer dan een orde

van grootte te vergroten t.o.v. eerdere magneto-optische vallen voor Cd. Deze

bevindingen aan Cd tonen het potentieel aan van het toekomstige gebruik van

dezelfde opstelling voor laserkoeling en opslag van AlF-moleculen.
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[74] B. Ohayon, S. Hofsäss, J. E. Padilla-Castillo, S. C. Wright, G. Meijer,

S. Truppe, K. Gibble, and B. K. Sahoo. “Isotope shifts in cadmium as a

sensitive probe for physics beyond the standard model.” In New Journal

of Physics 24(12), (2022), 123040. doi:10.1088/1367-2630/acacbb.

[75] V. A. Dzuba and A. Derevianko. “Blackbody radiation shift for the

optical clock transition in zinc and cadmium atoms.” In Journal

of Physics B: Atomic, Molecular and Optical Physics 52(21), (2019),

215005. doi:10.1088/1361-6455/ab4434.

[76] W. F. McGrew, X. Zhang, R. J. Fasano, S. A. Schäffer, K. Beloy,
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3. B. Ohayon, S. Hofsäss, J. E. Padilla-Castillo, S. C. Wright, G. Meijer, S.

Truppe, K. Gibble and B. K. Sahoo. Isotope shifts in cadmium as

a sensitive probe for physics beyond the standard model. New

Journal of Physics 24, (2022), 123040.

4. S. C. Wright, M. Doppelbauer, S. Hofsäss, H. C. Schewe, B. G. Sartakov,
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