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Abstract Molecular dynamics simulations have been performed to compute the isothermal compressibility
κT of liquid propan-1-ol in the temperature range 200 ≤ T ≤ 300 K. A change in behaviour, from normal
(high T ) to anomalous (low T ), has been identified for κT at 210 < T < 230 K. The average number of
hydrogen bonds (H–bond) per molecule turns to saturation in the same temperature interval, suggesting
the formation of a relatively rigid network. Indeed, simulation results show a strong tendency to form
H–bond clusters with distinct boundaries, with the average largest size and width of the size distribution
growing upon decreasing temperature, in agreement with previous theoretical and experimental studies.
These results also emphasise a connection between the behaviour of κT and the formation of nanometric
structures.

1 Introduction

Hydrogen bonds (H–bonds) play a fundamental role in
a wide range of phenomena in soft matter systems [1,2],
from the anomalous thermodynamic properties of water
[3,4], the solubility of (macro-)molecular synthetic and
biological systems [5,6] to the stabilisation and repli-
cation of DNA [7]. Collectively they are of significant
relevance in supramolecular chemistry, where H–bonds
are employed as one key concept to form (meta-)stable,
functional polymer structures [8,9]. The strength of H–
bonds (4–8 kBT ), with kB being the Boltzmann con-
stant and T = 300 K, lies between the strong covalent
bonds (80 kBT for a typical carbon-carbon bond) and
the weak van der Waals interactions (less than kBT ).
Consequently, individual H–bonds can rapidly form and
break, with characteristic lifetime τ ∼ 10−11 s [10]. As a
result of that intermediate H–bond strength, direction-
ality and rapid dynamics, many systems show a marked
tendency to create networks that are highly temper-
ature dependent [11,12]. It is thus clear that, among
others, the temperature dependence of H–bond inter-
actions in molecular liquids is critical for achieving a
fundamental understanding and developing engineered
applications.
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Indeed, thermoresponsive materials are now the focus
of significant research efforts, given their encourag-
ing range of applicability in various fields, including
biology, energy, environment and materials science. A
prominent example is given by smart, responsive poly-
mers where even slight changes in the environment
trigger substantial structural, stability and functional
changes that can be tuned for advanced materials appli-
cations [13,14] and pave the way for designing equiv-
alent biocompatible materials [15]. Stimuli-responsive
supramolecular assemblies also represent a case where
a fine calibration of intermolecular interactions drives
structure-bioactivity relationships [16]. Also, in the bio-
logical context, competing residue-osmolyte interac-
tions are fundamental to understanding the denatu-
ration of proteins [17]. Finally, thermoresponsive ionic
liquid/water mixtures have been recently proposed as
promising systems for applications in forward osmo-
sis desalination, low-enthalpy thermal storage [18], and
water harvesting from the atmosphere [19]. Common to
all these phenomena and applications are their delicate
corresponding temperature-dependant H–bond inter-
actions. To better understand the combined effect of
temperature and H–bond interactions, it is advanta-
geous to investigate relatively simple systems contain-
ing the essential chemical characteristics and structure
common to more complex organic fluids. Monohydroxy
alcohols represent a prototypical system to investigate
H–bond networks due to tunable hydroxyl (OH-) group
density resulting from increasing or decreasing the alkyl
chain length. In these systems, two molecules form an
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H–bond when the hydrogen in the OH group of one par-
ticipates as the donor and the electronegative oxygen
of the other as the acceptor. This indicates that a sin-
gle OH group potentially forms up to three H–bonds,
which results in molecular clusters exhibiting a wide
variety of geometries [11,12,20,21]. The dynamic prop-
erties of these H–bond structures have been extensively
investigated in the literature. Dielectric response mea-
surements in low-temperature propan-1-ol [12,21–26],
for example, reveal that in addition to the α relaxation
process present in other liquids and related to struc-
tural rearrangements of the alkyl chain, there is a lower
frequency relaxation process (Debye). Based on NMR
measurements, the latter is believed to be induced by
the H–bond network [20]. Its characteristic relaxation
time τD varies strongly between τD ≈ 10−10s close
to T = 330 K and τd ≈ 100 s at about T = 125
K. However, to the best of our knowledge, no com-
putational studies in the literature address the ther-
modynamic effects, isothermal compressibility in par-
ticular, resulting from forming H–bond clusters in the
system as a function of the temperature. A possible
reason for this gap might be that, at low tempera-
tures, one expects to see nanometric-size structures that
imply considerably large system sizes and an appro-
priate description of finite-size effects. An approach to
overcome these problems for computing bulk thermody-
namic quantities from simulations of molecular liquids
has been just recently developed by some of us [27–29].
This approach we now apply to this problem. Hence, in
this work, we compute the isothermal compressibility
κT for samples of 20,000 propan-1-ol molecules in the
liquid state in the temperature range 200 < T < 300 K
by molecular dynamics simulations. Following Ref. [20]
τD, the longest structural relaxation time in the system
is expected to vary between 10−7 s (T = 200 K) and
about 3×10−10 s (T = 300 K). To account for that, all
the samples were equilibrated for 100 ns. Moreover, our
relatively large samples (simulation boxes of linear size
L ∼ 13 nm) minimise finite-size effects. Nevertheless,
the spatial block analysis (SBA) method [27,28], that
takes into account explicit and implicit size effects, had
to be used to accurately compute κT in the thermody-
namic limit. A change in the temperature dependence
of κT , from normal (high T) to anomalous (low T) liq-
uid behaviour, is apparent in the region 210 < T < 230
K. Results from a hierarchical clustering method of H–
bond networks in propan-1-ol reveal that the change in
κT with decreasing temperature is related to the for-
mation of clusters of molecules connected via H–bonds.

2 Computational details

Simulations of liquid propan-1-ol in the NPT ensem-
ble have been performed using the OPLS-AA force
field [30], which includes bonded and non-bonded inter-
actions. The former account for stretching, bending
and torsion contributions from covalent bonds, whereas
the latter include dispersion, via Lennard–Jones poten-

tials, and electrostatic interactions. A typical simula-
tion snapshot, indicating four propan-1-ol molecules
connected via hydrogen bonds (H–bonds), is presented
in Fig. 1. The sample occupies a cubic volume with
applied periodic boundary conditions. Long-range elec-
trostatic forces are treated via the smooth particle mesh
Ewald algorithm [31]. Constant temperature and pres-
sure conditions have been enforced using the veloc-
ity rescale thermostat [32] and the Parrinello-Rahman-
Andersen barostat [33,34], respectively. Simulations
have been performed using the GROMACS 2019.6 [35]
molecular dynamics simulation package with a time
step of 2 fs. Samples of 20,000 propan-1-ol molecules
have been quenched from T = 300 K down to T = 240
K in steps of ΔT = 20 K, then from T = 240 K to
T = 200 K in steps of ΔT = 10 K. At each tempera-
ture, the system is equilibrated at NPT conditions for
100 ns, and statistics are accumulated, also at NPT
conditions, for further 50 ns. The equilibration of the
simulated samples has been controlled by monitoring
the behaviour of the fluctuations of the number of par-
ticles for subdomains within the simulation box (See
Right panel in Fig. 3). The system’s pressure is set to
P = 1 bar for all temperatures.

3 Results and discussion

The investigation of structural properties starts with
calculating the oxygen–oxygen radial distribution func-
tion, g(r), in the range of temperatures 200 ≤ T ≤ 300
K. As expected, the first and second peaks of g(r)
weakly increase with decreasing temperature and the
first minimum gets deeper with a marked shift towards
smaller distances. See Fig. 2 (Left panel). Still, in the
whole temperature range, these g(r) correspond to a
liquid system, which is confirmed by the linear rela-
tion between average potential energy and temperature
(result not shown).

Fluctuations in the long-range tail of the RDF encode
information related to the thermodynamic properties
of the liquid. This information becomes accessible from
the simulation trajectory by computing the static struc-
ture factor, given by the expression:

S(k) = 1 + 4πρ

∫ ∞

0

dr r2
sin(kr)

kr
(g(r) − 1) , (1)

with k being the norm of a reciprocal-lattice vector,
and ρ the system’s average number density. To avoid
numerical instabilities at the low-k region [36], typically
the expression

S(k) =

〈
1
N

N∑
i′=1

N∑
j′=1

exp (−ik · (ri′ − rj′))

〉
(2)

is used, where the indices i, j refer to propan-1-ol oxy-
gen atoms. The average runs over values of k = |k|
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Fig. 1 Simulation
snapshot of the liquid
propan-1-ol at T = 300 K.
A system containing 20,000
molecules occupies a
volume with linear size
L ∼ 13 nm. The detail
shows four propan-1-ol
molecules connected via
H–bonds, represented as
dashed blue lines. The
colour code for the atoms
is as follows: H, white; C,
grey and O, red

Fig. 2 (Left panel)
Temperature dependence
of the radial distribution
function g(r) and (Middle
panel) structure factor
S(k). (Right panel)
S(kmin) vs T with
kmin ≈ 0.48 nm−1 the
minimum k−value in the
reciprocal space
discretisation

and the statistical ensemble. To compute S(k), we dis-
cretise the reciprocal space by considering vectors k =
2π(nx, ny, nz)/L with n integer and a maximum value
of nmax = 70. The results are presented in the middle
panel of Fig. 2. The low height of the first peak in S(k)
confirms that the system remains liquid in the tem-
perature range considered [37,38]. It can be seen that
upon decreasing temperature, the first (∼ 7 nm−1) and
second (∼ 27 nm−1) peaks become weakly more pro-
nounced. More interestingly, in the range k < 2 nm−1

(Right panel Fig. 2), a change of behaviour becomes
apparent with limk→0 S(k) going from monotonically
decreasing to a sudden increase starting at T < 220
K. The overall shape of S(k), including the anomalous
k → 0 limit, is consistent with neutron diffraction mea-
surements and related monte carlo simulations [12]. We
recall that the limit k → 0 of S(k) is related to the bulk
isothermal compressibility κT via the expression

lim
k→0

S(k) = ρkBTκT , (3)

with kB the Boltzmann constant. In practice, one eval-
uates S(kmin) with kmin the minimum k−value in the
reciprocal space discretisation, and the previous expres-
sion remains valid provided the system is homogeneous,
i.e. kmin � 2π/ξ with ξ being the system’s correlations
length. Given the behaviour of g(r) and S(k) as dis-
cussed above, it is safe to assume that propan-1-ol in
the temperature range 200 K ≤ T ≤ 300 k at P = 1
bar is a homogeneous liquid. We present S(kmin)/kBTρ
with kmin ≈ 0.48 nm−1. Results can be seen in Fig. 3
(Left panel).

To compute κT , different finite-size effects present
in the simulations prevent the use of the isothermal
compressibility equation [37]

χ∞
T = ρkBTκT =

Δ2(N)
〈N〉

= 1 + 4πρ

∫ ∞

0

dr r2(g(r) − 1) , (4)

with Δ2(N) = 〈N2〉 − 〈N〉2. Instead, we use the spa-
tial block analysis (SBA) method to extrapolate the
bulk isothermal compressibility from finite-size com-
puter simulations [27,28,39,40]. Inside a simulation box
of volume V0, fluctuations of the number of molecules
are computed for subvolumes V , using the expression

χT (V ;V0) =
Δ2(N)
〈N〉

∣∣∣∣
V ;V0

. (5)

The extrapolation of the isothermal compressibility in
the thermodynamic limit κT is obtained by systemati-
cally varying the size of the subdomain in the interval
0 < V ≤ V0, and applying the formula [27,28]

λχT (λ) = χ∞
T

(
1 − λ3

)
λ +

ρα

V
1/3
0

, (6)

with λ ≡ (V/V0)1/3, V < V0, α being an intensive pro-
portionality constant and χT (λ) ≡ χT (V ;V0). When
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Fig. 3 (Left panel) Isothermal compressibility as a func-
tion of temperature. The change from normal to anomalous
behaviour is apparent in the interval 210 < T < 230 K
when computing κT with the SBA method, Eq. (6) (black
symbols), in agreement with the behaviour exhibited by the
limk→0 S(k). By contrast, a direct calculation with Eq. (7)
(Volume Fluctuations—green symbols) fails to capture the
correct behaviour at low temperatures. In this case, small
samples were used (L ∼ 5 nm) to ensure convergence, with
size comparable to the low-k portion of S(k) where the

anomaly appears, i.e. k < 2 nm−1 (L > 3 nm). (Middle
panel) Fluctuations of the number of particles χT (λ) as a

function of the size of the subdomain λ = (V/V0)
1/3 for

two representative temperatures, T = 200 and 300 K. The
slope in the linear fitting, Eq. (6) with λ � 1, gives the
bulk isothermal compressibility χ∞

T = ρkBTκT . Using the
obtained values for χ∞

T and α in Eq. (6), it is clear that
the SBA method fits the whole simulation data set (SBA
fitting). (Right panel) Average density as a function of tem-
perature

λ � 1, λ3 ≈ 0 and χ∞
T = ρkBTκT can be extrapolated

from a linear fit to the simulation data.
An example of the use of the SBA method, Eq. (6),

is given on the middle panel in Fig. 3 for two rep-
resentative temperatures T = 200 and 300 K. The
overlap between the simulation data (symbols) and
the SBA fitting (dashed lines) from Eq. (6) is, in our
experience, a good indicator of the simulated samples
being equilibrated [27]. The temperature dependence
of κT is presented on the left panel in Fig. 3 (black
symbols). The agreement between the results from
S(kmin)/kBTρ and the SBA method further validate
the use of Eq. (3). Reassuring the tendency observed
with the limk→0 S(k), κT exhibits a deviation from the
normal fluid behaviour visible in the interval 210 <
T < 230 K. The density as a function of temperature
also indicates a change in the system’s thermodynam-
ics upon cooling (See right panel in Fig. 3). The linear
monotonic behaviour observed at high temperature sat-
urates at temperatures below T = 230 K. Interestingly,
error bars increase systematically with decreasing tem-
perature, signalling large fluctuations in the volume,
compatible with an increase in κT . We note in passing
that a common practice in the literature corresponds
to computing κT via the formula

κT =
1

kBT 〈V0〉
(〈

V 2
0

〉 − 〈V0〉2
)
NPT

, (7)

by evaluating volume fluctuations in simulations per-
formed in the NPT ensemble. It has been reported that,
to ensure convergence, this procedure requires signifi-
cantly longer simulation times, especially at low tem-
peratures [41]. For this reason, smaller systems (1000
propan-1-ol molecules, L ∼ 5 nm) were simulated for
∼ 1 μs to maximise the statistical sample size. The

results presented on the left panel in Fig. 3 (green sym-
bols) indicate that using Eq. (7) gives markedly differ-
ent results below T = 230 K. We interpret this dis-
crepancy by noting that the anomaly in S(k) becomes
apparent for k < 2 nm−1, whose characteristic size
(L > 3 nm) is comparable to the system size (L ∼ 5
nm). Moreover, it is not possible to resolve the rel-
evant low-k portion of S(k) unambiguously with the
kmin ≈ 1.26 nm−1 of the small samples (Data not
shown). Finally, these results suggest that the SBA
method, unlike volume fluctuations (Eq. (7)), provides
an efficient and reliable calculation of bulk isothermal
compressibilities. In the temperature range considered
here, there is no apparent divergence of κT , thus there is
no indication of a possible liquid-liquid phase transition
[42,43]. However, the formation of long-range nanomet-
ric domains has been widely proposed as the reason
behind the anomaly in the low-k region of S(k) exhib-
ited in various low-temperature liquids [44–46]. In a
previous publication, some of us have found a similar
anomaly in the structure factor in a supercooled binary
mixture, identified with long-range concentration fluc-
tuations [47]. However, for a single-component molecu-
lar system, the microscopic origin of the anomaly is not
obvious. Therefore, in the following, this mechanism is
discussed in more detail. It has been proposed that,
upon supercooling, monohydroxy alcohols form tran-
sient polymeric chains, connected via H–bonds, respon-
sible for the intense dielectric response at low frequen-
cies (Debye peak) observed in these systems [11,20].
A simple count of H–bonds as a function of tempera-
ture, as seen in Fig. 4, shows that the average num-
ber of H–bonds per molecule (nH) increases monoton-
ically upon decreasing temperature, tending to satura-
tion at T ∼ 220 K. This result emphasises the crucial
role of H–bonds in dictating the resulting structural
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Fig. 4 nH = 〈NH〉/N and NMR chemical shift vs temper-
ature. 〈NH〉 is the average total number of H–bonds in the
system and N is the total number of molecules. The value
of nH is equivalent to counting all incoming H–bonds asso-
ciated with O atoms and dividing it by twice the number of
molecules. Simulation and experimental data show a rapid
initial increase, followed by a turn to saturation at lower
temperatures

properties. Indeed, at low temperatures nH → 1, con-
sistent with the transient polymer model discussed in
the literature [11,20]. NMR chemical shift as a func-
tion of temperature (see right y-axis in Fig. 4 and sup-
porting information) indicates that hydrogen atoms in
the hydroxyl group become more localised and increase
their tendency to make directional bonds (with oxy-
gen in a neighbouring –OH group) with decreasing tem-
perature, in reasonable agreement with the simulation
results. At this stage, it is still open whether the sys-
tem forms nanostructures connected via H–bonds that
increase their average size as temperature decreases.

To investigate this possibility, propan-1-ol molecules
were classified into disjoint clusters with elements con-
nected via H–bonds and a statistical analysis was per-
formed based on the clusters’ size distribution. We use
a geometric definition of H–bonds, with donor–acceptor
distance ≤ 0.35 nm and H–donor–acceptor angle ≤ 30
degrees. Donor and acceptor refer to O in propan-1-ol.
The average number of H–bonds per molecule belong-
ing to a cluster is ∼ 2 at all temperatures. Snapshots
of the ten largest clusters instantaneously present in
a simulation are shown in Fig. 5 at T = 200 K (Left
panel) and T = 300 K (Right panel), which resem-
ble the polymer chains expected from experimental [20]
and theoretical [11] studies. It is clear that at lower
temperatures, clusters reach nanometric sizes (∼ 300
molecules), larger than the clusters visible at room tem-
perature (∼ 80 molecules). These results are consistent
with the transient-chain model [20], and agree well with
statistical models and neutron diffraction experiments
supporting the presence of clusters [11,12,23]. More
interestingly, this cluster size dependence on temper-
ature is systematic, with the mean largest-cluster size
increasing upon decreasing temperature, as seen on the
left panel in Fig. 6. The cluster size distribution shown
in the middle panel in Fig. 6 agrees with this picture,
with larger clusters appearing at lower temperatures.

The cluster population is analysed using a hierarchi-
cal clustering method [48–50]. In particular, we com-
pute the modularity of the H–bond network. Namely,
given a proposed network division into communities
(clusters), it measures the quality of the division quan-
tified in terms of a large number of edges (H–bonds)
within communities and only a few between them. The
degree ki of a vertex i in the system, i.e. the ith-oxygen
atom, is defined as the number of incident H–bonds,
that is

ki =
∑
j

Aij , (8)

with the matrix

Aij =
{

1 if atoms (i, j) form a H–bond ,

0 otherwise .
(9)

Finally, the modularity Q is defined as

Q =
1

2m

∑
ij

[
Aij − kikj

2m

]
δci,cj , (10)

with m =
∑

ij Aij/2 a normalisation factor equal to
the total number of edges, and δci,cj a function with
value one if the molecules (i, j) belong to the same
cluster and zero otherwise. According to this definition,
Q = 0 corresponds to a homogeneous, randomised net-
work. In contrast, values in the range 0.3 < Q ≤ 1.0
represent the tendency for the network to show a large
community structure [48,49], namely, the presence of
clusters of highly-interconnected molecules with well-
defined boundaries. The result of Q as a function of
temperature is shown on the right panel in Fig. 6. It
can be appreciated that even at high temperatures, the
system has a marked tendency to form H–bond clusters
with definite boundaries (Q > 0.8), with substantially
growing size upon decreasing temperature.

4 Conclusions

In contrast to other organic liquids, low-temperature
monohydroxy alcohols exhibit a simple dielectric
behaviour identified with a Debye process, which results
from the formation of stable H–bond structures. A
vast body of theoretical and experimental literature
has investigated these structures. However, to the
best of our knowledge, a systematic investigation of
temperature-dependent thermodynamic properties is
somewhat lacking. Indeed, the formation of H–bond
structures should be reflected by the system’s thermo-
dynamics. To contribute to filling this gap, we com-
pute the isothermal compressibility of propan-1-ol in
the range of temperature 200 ≤ T ≤ 300 K. Our results
show that the system transition from a normal (high
T ) to an anomalous liquid (low T ) at 210 < T < 230
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Fig. 5 Ten largest H–bond clusters instantaneously
present in a simulation snapshot at T = 200 K (Left panel)
and T = 300 K (Right panel). The clusters are highlighted

using the same colour for propan-1-ol molecules belonging
to a geometrically defined H–bond network. The linear size
of the simulation box is L ∼ 13 nm

Fig. 6 (Left)
Temperature dependence
of the mean largest cluster
size. (Middle) Density
distribution –Log scale– of
H–bond clusters as a
function of their size.
(Right) Modularity Q of
the H–bond network vs T

K, which can also be observed in the high-frequency
region of the structure factor S(k). We find that the
average number of H–bonds saturate starting approxi-
mately in the same temperature range, suggesting that
the network increases its rigidity at this temperature.
By classifying the propan-1-ol molecules into disjoint
H–bond clusters, we investigate their size distribution
using the hierarchical clustering method. These results
reveal that clusters with well-defined boundaries form
and increase their size upon decreasing temperature.
The presence of these clusters is compatible with the
behaviour of the isothermal compressibility κT . Indeed,
κT is related to the limit S(k → 0) that indicates
the presence of large scattering domains with increas-
ing sizes upon decreasing temperature. These scattering
domains have been identified with H–bond polymeric
chains, consistent with previous experimental and the-
oretical results [11,20].
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A. Lenz, L. Ojamäe, A.P. Lyubartsev, S. Shin, L.G.M.
Pettersson, A. Nilsson, Proc. Natl. Acad. Sci. 106,
15214 (2009). https://doi.org/10.1073/pnas.0904743106

42. R. Speedy, C. Angell, J. Chem. Phys. 65, 851 (1976).
https://doi.org/10.1063/1.433153

43. K.H. Kim, A. Späh, H. Pathak, F. Perakis, D.
Mariedahl, K. Amann-Winkel, J.A. Sellberg, J.H. Lee,
S. Kim, J. Park, K.H. Nam, T. Katayama, A. Nils-
son, Science 358, 1589 (2017). https://doi.org/10.1126/
science.aap8269

44. E. Fischer, Phys. A Stat. Mech. Appl. 201, 183 (1993).
https://doi.org/10.1016/0378-4371(93)90416-2

45. A. Patkowski, T. Thurn-Albrecht, E. Banachowicz, W.
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