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ABSTRACT

This Tutorial article focuses on magnetic phenomena and material systems that have gained significant importance since the original
development of mumax3, but are challenging to simulate for users who rely solely on the originally provided examples. Alongside the physi-
cal background, we provide hands-on examples of advanced magnetic systems, including detailed explanations of complete mumax3 input
files (13 in total, often showing different ways to achieve things), and highlighting potential pitfalls where applicable. Specifically, we explore
two approaches to incorporate spin-orbit torques in mumax simulations, considering the trade-off between versatility and speed. We also
examine complex multilayer material stacks, including synthetic antiferromagnets, demonstrating different implementation methods that
again vary in speed, versatility, and realism. A key criterion for selecting the optimal simulation strategy is its suitability for modeling
systems where the magnetization varies significantly in the third dimension. The material covered in this Tutorial paper includes content
developed for the mumax3 workshop presented during the summer of 2020 within the context of the IEEE online spintronics seminar,
along with additional new topics. Throughout the explanations, we ensure broad applicability beyond specific examples.

95:91:ZL ¥20z Arenuer 60

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0160988

I. INTRODUCTION mumax documentation,” this Tutorial focuses on spin-orbit
torque-driven phenomena. Spin-orbit torques can emerge from
several microscopic phenomena, which all have in common that
spin-orbit interaction, i.e., the relativistic coupling between the spin
and orbital angular momenta of individual electrons,” plays a key
role. Two classes of spin-orbit torques are usually distinguished.

The first type of spin-orbit torque emerges in systems that
lack inversion symmetry. For centrosymmetric crystals, spin
degeneracy of the electronic eigenstates is dictated by time rever-
sal symmetry, even in the presence of spin-orbit coupling.’

Magnetic nanostructures hold significant potential as low-
power components for information and communication technolo-
gies (ICT). However, to harness this potential and establish them-
selves as competitive platforms in the post-CMOS (complementary
metal-oxide-semiconductor) era, efficient methods for controlling
their magnetization states are essential. One approach to exerting
torque on the magnetization is through the interaction with an
injected spin-polarized current, known as spin torque. In particu-

lar, spin-orbit torque (SOT) has garnered significant attention asa  However, for crystals without inversion symmetry, spin-orbit cou-
versatile mechanism for manipulating spins without the need for a pling causes the spin degeneracy of the electronic states to be lifted,
second magnetic layer or external magnetic fields. This distin- leading to spin-momentum locking. This is called Dresselhaus or
guishes SOT from spin-transfer torque (STT), where angular  Rashba spin—orbit coupling, after those who first explored symmetry-
momentum is transferred via a spin-polarized current between two constrained spin-orbit Hamiltonians, when the atomic positions of
noncollinear magnetic domains or separate magnetic layers.”” As the bulk crystal itself or external potentials are responsible for the
spin-transfer torques were already described in detail in earlier breaking of inversion symmetry, respectively.”™* For a non-magnetic
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material, spin-up and spin-down states have an equal occupation,
however, when an electric field is applied, the spin-momentum
locking will lead to a net spin-polarization of the resulting charge
current without the need of magnetic fields, known as the Rashba-
Edelstein effect.’

The second type of spin-orbit torque is widely known as the
spin-Hall effect, predicted by Dyakonov and Perel in 1971,'° and
experimentally verified in 2004, "'* after receiving renewed atten-
tion.">"* Tt consists of spin accumulation at the lateral boundaries
of a conductor due to the coupling of charge and spin currents by
the spin—orbit interaction.'">"”

It has been shown that both types of spin-orbit torques give
rise to a field-like and damping-like torque acting on local mag-
netic moments. Regardless of their qualitative similarity, there are
important quantitative differences between both types of spin-orbit
torque. Specifically, the spin-Hall effect gives rise to dynamics typi-
cally dominated by the damping-like torque.'”® In contrast,
Rashba-Edelstein effects are known to yield magnetization dynam-
ics which is mostly driven by a field-like torque.'”

In general, both types of spin-orbit torques occur simultane-
ously. The magnitudes and signs of these torques strongly depend
on the specific details of the heterostructures, such as the layer
thicknesses and compositions,'® which can complicate the design
of these structures. Therefore, having access to micromagnetic sim-
ulations becomes highly desirable as a complementary tool to
experimental investigations of spin-orbit torques. Such simulations
enable a quantitative assessment of spin-orbit torque-driven
dynamics, offering insights into the microscopic working mecha-
nisms and guiding the further development of magnetic and spin-
tronic devices and technologies.

Moreover, when exploring experimentally relevant systems
involving spin-orbit torques, particularly those related to the
spin-Hall effect, dealing with complex multilayers becomes neces-
sary. These multilayers provide an effective means of increasing
spin-orbit torques by incorporating a larger number of symmetry-
breaking interfaces. For example, stacking ferromagnetic (FM) and
non-magnetic heavy metal layers (HM) in a [HM1/FM/HM2].x
pattern can enhance the torques. Consequently, studying stacked
layers in micromagnetic simulations inevitably requires three-
dimensional models. While effective two-dimensional models may
suffice in some cases, there are instances where a full three-
dimensional consideration is essential. This Tutorial highlights
both approaches and discusses the necessary conditions for their
validity.

Although the link between three-dimensional systems and
spin-orbit torques has served as a thematic bridge, it is worth
noting that three-dimensional magnetic textures are inherently fas-
cinating in their own right.'”* By presenting examples of full
three-dimensional systems, this Tutorial provides insights into the
emerging field of twisted three-dimensional magnetic structures.

A. Motivation and outline

This Tutorial paper celebrates the 10th anniversary of the first
release (in 2013) of mumax3. Mumax is a powerful NVIDIA
CUDA”"  based, graphics-processing-unit (GPU) accelerated,
micromagnetic software package which is freely available under
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GPLv3 licence.”***’ During this decade, which we consider to be
an exceptionally long time for a scientific software package, (micro)
magnetic research has advanced indomitably. Mumax’ versatility is
one of the reasons for its continued adoption in the community,
and yet several of the major recent magnetic systems are not
straightforward to simulate by relying on the originally provided
examples alone. To bridge this gap, this Tutorial aims to demon-
strate how mumax3 can be effectively utilized to simulate spin-
orbit torques along with other modern magnetic phenomena and
material systems.

The Tutorial begins with a brief overview of micromagnetism
that is implemented in mumax3 (Sec. II), providing readers with
the necessary background to understand the subsequent discussions
and examples. The focus then shifts to spin-orbit torques (Sec. I11),
showcasing how they can be incorporated into mumax3 simula-
tions as custom effective fields. Additionally, an alternative imple-
mentation is presented, leveraging the qualitative similarity with
the well-known Slonczewski spin-transfer torque.

To illustrate the practical application of these simulation tech-
niques, several example problems are presented. These examples
are carefully selected to be relevant to the field of spintronics,
covering a range of complexities. They include a relatively simple
skyrmion racetrack (Sec. IV), as well as more complex magnetic
multilayer stacks, like synthetic antiferromagnets (Sec. V), which
are often encountered in spin-orbit torque-based devices. These
examples not only highlight the capability of mumax3 to simulate
various spintronic systems but also provide valuable insights into
their behavior.

Next, the Tutorial explores sophisticated spin structures with
changing magnetization texture in the third dimension (Sec. VI)
and the role of the stray fields on these magnetic arrangements
(Sec. VII). This extension to three-dimensional magnetic textures
is of great interest as it reflects the emerging field of (twisted)
three-dimensional magnetic structures. Furthermore, the Tutorial
provides a concise introduction to the high-frequency internal
dynamics of magnetic quasi-particles (Sec. VIII), adding depth to
the understanding of their response to external excitations, enabling
researchers to make quantitative comparisons with experimental data
of these systems.

Throughout the Tutorial, the mumax3 input files are thor-
oughly discussed, ensuring that readers have a comprehensive
understanding of the simulation setup and parameters.

The complete input files are made available as supplementary
material, facilitating practical implementation and further exploration.

Il. MICROMAGNETISM IN MUMAX3

The foundations of micromagnetic theory originate from the
1930s”* and has been cast in the framework used today in the
1960s.”>”° However, it is only recently that large-scale application
to nontrivial problems became possible thanks to leaps in comput-
ing power, most notably the advent of GPU-accelerated
calculations.””*’

Magnetization dynamics is described by the Landau-Lifshitz-
Gilbert (LLG) equation,”*”’

m = —y,m X Heg + am X m, (1)
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where y, =2.21 x 10°mAs™! and a denotes the phenomenolog-
ical Gilbert damping parameter. In micromagnetic simulations, the
magnitude of the magnetization is normalized to the saturation
magnetization, m(r, t) = M(r, t)/Msy, where m is a vector with
unit length along the magnetization direction with m its time-
derivative. The effective field Hg is the functional derivative of the
energy functional,

1 6E

Hei = —— o, 2
ff 1o oM (2)

with E being the volume integral over the local energy densities &,
E= JedV. 3)

He has multiple terms that either are intrinsic to the magnetic
material or which are imposed externally by the sample geometry,
the embedding in heterostructures, the applied charge or spin cur-
rents or external fields.

All energy terms (or derived effective fields) are user-specified
by means of phenomenological parameters. Intrinsic materials
properties include the exchange stiffness (A" "”) and the magne-
tocrystalline anisotropy [K,; (i = 1, 2), K (i = 1, 2, 3), for uniaxial
or cubic anisotropy, respectively, where higher-order terms are in
many cases neglected’’]. Furthermore, an effective Dzyaloshinskii—
Moriya interaction (DMI) originates from spin-orbit coupling in
non-centrosymmetric ferromagnetic films.”"”’> An external mag-
netic field (Hex) can also be applied. Finally, the demagnetization
field, i.e., the stray field originating from the magnet with saturation
magnetization Mgy itself,” is calculated from the magnetization
and included in the total effective field. This term gives rise to the
shape anisotropy.

A more detailed discussion on the various contributions to the
micromagnetic energy density and effective field can be found in
Refs. 23, 34, and 35.

Additionally, we would like to mention the capabilities of
mumax3 in simulating systems at nonzero temperatures by incor-
porating a stochastic thermal field into the effective field.”>"”
Furthermore, the simulation of elasto-magnetodynamics is possible
using mumax3, as presented by Vanderveken et al.”*"”

Spin-polarized currents will also exert additional torques on
the magnetization, requiring additional terms to be added to
Eq. (1).”” The terms originating from various spin-transfer and
spin-orbit torques will be discussed in more detail in Sec. II1.

A. Dynamics and statics: Run, relax, and minimize

Micromagnetic simulation packages, such as mumax3, enable
the simulation of magnetization dynamics through the numerical
integration of the (LLG) equation, Eq. (1). They also allow for static
energy optimization, where the magnetization state that minimizes
the total energy is determined. mumax3 offers three distinct com-
mands to accomplish these tasks: run, relax, and minimize.

The run command performs the numerical integration of the
LLG equation by employing an explicit Runge-Kutta scheme. It
proceeds by calculating the magnetization state at each time step,
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using the current magnetization state as the initial condition, and
solving Eq. (1). This process is repeated iteratively, advancing the
simulation in time.

The relax command in mumax3 is designed to find an
energy minimum for the system (as described in detail in
Vansteenkiste et al.*). It achieves this by disabling the precession
term in the LLG equation [Eq. (1)], thereby considering only the
damping term. The effective field resulting from the damping term
directs the magnetization toward a direction with lower energy,
although it may not necessarily be the direction of the absolute
lowest energy.

The relaxation process consists of two steps. In the first step,
the LLG dynamics are integrated until the total energy reaches the
noise floor. This helps to establish an initial state closer to an
energy minimum. In the second step, the maximum torque (which
is less affected by noise) is monitored while gradually decreasing
the maximum error tolerance (maxerr) in a series of steps until it
reaches a value of 107°. This unitless quantity is defined as the
product of a torque (in units 1/time, as the magnetization is unit-
less) with the time step of the integrator. By progressively reducing
the error tolerance, the relax command refines the magnetization
state and attempts to converge toward an energy minimum.

Finally, the minimize command also aims to minimize the
energy of the system. It employs a more efficient steepest descent
method developed by Exl et al*’ This method is faster than the
one used by the relax function. However, it may be less robust
when starting far from an energy minimum. In such cases, the
relax command is generally considered a safer choice to ensure
convergence.

I1l. SPIN TORQUES IN MICROMAGNETISM
A. Effective field

The effect of spin-transfer®® and spin-orbit torques’' can be
described by the Landau-Lifshitz-Gilbert equation, provided that a
contribution is added to the effective field,"”"’

tt = —yom X (Heft + Hsr) + am X . (4)

H is the conventional effective field, originating from exchange,
anisotropy, demagnetization and Dzyaloshinskii-Moriya interac-
tions (see Sec. II). The presence of spin torque consists of a
damping-like and field-like term,””

HST:a,mX p+b]p (5)

Herein, a; and b; quantify the magnitude of the damping-like and
field-like terms whereas the unit vector p characterizes the direc-
tion of the spin-polarization.

B. Torque

By straightforward mathematical manipulation, the right-hand
side of the LLG equation can be rewritten as a torque-like expres-
sion. For this, both sides of Eq. (4) are cross-multiplied by mx,
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leading to

mxm=—yymX (mx He) + yoam X p
— Yobym x (m x p) — ar, (6)

where some standard vector algebra identities were used in addition
to m-m = 0. The latter is a consequence of the micromagnetic
constraint that |m| =1 remains constant. Finally, expression (6)
can be substituted for the Gilbert damping term in Eq. (4), yielding

(14 a®)th = —yym x Heg — yoam x (m x He)
— yoaym X (m X p) — y,abym X (m x p)
—Yobym X p + y,oam x p. (7)

The first line of this equation is the standard Landau-Lifshitz torque,
including Gilbert damping. The second and third lines represent the
additional contributions originating from spin torques, 7sr,

Tor = — Yo )a,[(l +a)m x (mx p)+ (£ —a)(m x p)],

(14 a?
®)
where the ratio of the magnitudes of the field-like and damping-like

terms was introduced,

Y
=2

¢ )

Although spin-orbit torques are caused by a current parallel
to the plane of the magnetic material and Slonczewski spin-
transfer torque by a current perpendicular to the plane of the
magnetic layer, they both produce the same spin-polarization.
The above equations for spin torque, expressed as effective field
[Eq. (5)] or—equivalently—as torque [Eq. (8)], are, thus, suitable
to describe spin-transfer torque as well as spin-orbit torque in a
micromagnetic framework. The scalar parameters a; and b; and
the vector p receive a different meaning for spin-transfer torque
or spin-orbit torque.

C. Parameters for spin-transfer torques

In 1996, Slonczewski and Berger were the first to find that
magnetic states can be modified by spin-polarized electric cur-
rents.”” This phenomenon was quickly valued and applied in spin-
tronic components such as Magnetoresistive Random Access
Memory (MRAM). Typical geometries of such devices consist of at
least three layers: a fixed ferromagnetic layer that polarizes the
current, a conducting non-magnetic spacer layer, and a free ferro-
magnetic layer on which the spin-transfer torque is exerted. It is
only the latter layer whose magnetization is explicitly modeled.
Elaborating on the original work of Slonczewski and Berger, it can
be derived Ella:t_ the spin-transfer torque on the free layer can be

modeled by

/ ’_

t9 = B2 (mx (p x m) — BS—2% (m x p),

== == 10
14+ a? 1+ a? (10)
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with
hj,
= , 11
s Miaied (11)
P(r, )A?
(12)

€ = .
(A’ 4+ 1)+ (A> = 1)(m - p)

This equation is identical to the one implemented in OOMMEF**
(Object Oriented MicroMagnetic Framework). Herein, the param-
eters A, d, and €’ characterize the spacer layer and the interfaces
whereas j;, P, and p characterize the spin-polarized current. d is
the spacer layer thickness and €’ was introduced to allow asym-
metry between the properties of the fixed and free layers.*’
Measuring the value of € for experimental systems is far from
trivial, but is described in detail in Ref. 49, where a value of
€'/e =~ 0.3 is reported for the system under study, as determined
by the ratio between the Slonczewski torque in the perpendicular
(m x p) and in-plane [m x (p x m)] directions.””

The value of A grasps deviations from the idealized scenario
(A = 1), as originally studied by Slonczewski, and is impacted by a
spin-dependent resistance of the spacer layer, contact resistances,
spin decoherence, etc. It is not straightforward to obtain a numeri-
cal value for A a priori due to the multiple origins of these noni-
dealities which are very system-dependent.’’ Finally, j,, P, and p
characterize the density of the electric current (whose direction is
by definition opposite to the direction electrons move in), the spin-
polarization, and polarization direction of the electrons, respec-
tively. Consequently, p also represents the magnetization direction
of the fixed layer.

If € =% and A =1 (ie., € = P/2), then the Slonczewski
torque, Eq. (10) adapts exactly Eq. (8) provided the following iden-
tification:

o PP _ _Hi
T T 2edMy,

(13)

D. Parameters for spin-orbit torques

It has been shown that the spin-Hall and Rashba-Edelstein
effects give rise to damping-like and field-like torques on the
magnetization,'”~'” suggesting that Eq. (5) is applicable for spin—
orbit torques.

If it is assumed that the damping-like torque is predominantly
caused by the spin-Hall effect, Eq. (13) can be modified accord-
ingly. The magnitude of the spin-Hall angle ay gives, by definition,
the maximal efficiency by which a charge current density (j) is
converted into a transverse spin current density’” (j;), i.e.
js = |anjc|/e, hence substituting Pj, for |ayjc| in Eq. (13) immedi-
ately yields the corresponding damping-like torque magnitude
resulting from the spin-Hall effect,”

i
/ ZedMsat

lan -

(14)

The direction of the injected magnetic moments, p, is determined
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by the sign of the spin-Hall angle, i.e.,

p =sgn(an)j, x n, (15)
where n represents the surface normal of the interface between
the ferromagnet and the heavy metal, pointing toward the
ferromagnet.

Manchon and Zhang derived an expression for the field-like
torque caused by the Rashba—Edelstein effect in a two-dimensional
ferromagnetic film in an asymmetric stack.”* They applied the
Boltzmann equation to the stationary eigenstates of the single-
electron Rashba Hamiltonian featuring spin-orbit (with coupling
strength ar) and exchange (with coupling strength J) interactions,
leading to

.
by = U

= (16)
UpMa

where P = ] /ey is the spin-polarization of the current in the ferro-
magnetic layer, with e€p being the Fermi level of the mean-field
model and u the Bohr magneton.

The above expressions for a; and by lead to

_ 2edP OR

hug lom| )
In general, the parameters a; and b; show a dependence on
the relative orientation of the magnetization and the polarization
of the current in heterostructures, but in practice they can often
be considered as constants for a given heterostructure when the
magnetization angle barely changes.”” Values for a; and b; have,
for instance, been derived experimentally by fitting harmonic
Hall voltage measurements with analytic expressions following
from Eq. (4).22

IV. SPIN-ORBIT TORQUE-DRIVEN SKYRMION
PROPULSION IN A FERROMAGNETIC STRIP

Skyrmions are localized metastable magnetization textures
with a non-trivial topology”> and can be thought of as magnetic
“bubbles” in a uniformly magnetized background. They are cur-
rently considered in a plethora of applications,”™’
which are based on current-driven motion of skyrmions. Spin-
orbit torques have been proposed as an effective means to transport
magnetic skyrmions, because the interfaces which lead to the large
DMI necessary to stabilize skyrmions also lead to a strong spin-
orbit interaction. Compared to conventional spin-transfer-torque
driven skyrmion propulsion, spin-orbit torque-driven propulsion
is more robust, enabling significantly higher driving currents and
hence higher skyrmion velocities to be reached, e.g., within a
racetrack.”"!

The simulation script below is largely inspired by the work
in Ref. 62 where regular spin-transfer torque is used to propel
Néel skyrmions in a Co/Pt strip. The platinum layer induces chi-
rality in the cobalt ferromagnet via interfacially induced DMI, as
needed to stabilize the skyrmion (specified by Dind® in J/m?).
Furthermore, a perpendicular magnetic anisotropy is included

several of

TUTORIAL pubs.aip.org/aip/jap

[specified by AnisU (direction) and Kul (magnitude), in J/m?],
following Ref. 62. Additional micromagnetic parameters are My
(specified by Msat, in A/m), a (specified by alpha, dimension-
less), and A,y (specified by Aex, in J/m). A Co strip of dimen-
sions 256 x 64 x l1nm?® is simulated with a skyrmion in the
initial magnetization,

// define grid and system size
setgridsize (256,64 ,1)
setcellsize(1e-9,1e-9,1e-9)

// parameters for a Co/Pt strip

Msat = 580e3

Aex = 1b5e-12

Dind = 3.0e-3

Kul = 0.8e6

AnisU = vector(0,0,1)
alpha = 0.1

// initial magnetization

m = neelskyrmion(-1, 1).transl(-40e
-9,0,0)

minimize ()

Two equivalent implementations of spin-orbit torque are
illustrated.

A. Implementation 1: Effective field

This section is accompanied by supplementary material
mumax input file la.txt.

Spin-orbit torques are not explicitly implemented in mumax3,
but because they can be written as an effective field [Eq. (5)], the
custom fields functionality (see Appendix) can be used.

Parameters corresponding to the Co/Pt interface with charge
current directed along the negative x axis [see also Fig. 1(a)], as
well as some fundamental constants are defined,

hbar := 1.0545718e-34

e := 1.6021766e-19
AlphaH := 0.15

d := 1e-9

p := Constvector (0,-1,0)
xi_S0T = -2.0

J_SOT := abs(-2.el11)

Herein, SOT is added to the notations of xi SOT and J SOT
to distinguish them from xi and J which refer to other (STT
related) quantities in mumax3. In the considered case of the sky-
rmion racetrack, p is directed along the negative y axis [see Eq. (15)]
for the given stack [sgn(ay) > 0 for Pt] and current (see also
Fig. 1). A phenomenological value of —2.0 is used for & [Eq. (9)].
Finally, a; and by are obtained from Egs. (14) and (9),
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FIG. 1. Skyrmion racetrack. Strip geometry (a), trajectory (b), and selected
magnetizations (c) of a spin—orbit torque-driven skyrmion on a racetrack.

aj := Const(J_SO0T*(hbar/2.*xalphaH/e/d/
Ms))
bj := Mul(aj,Const(xi_S0T))

Subsequently, both additional field contributions H,4q are
defined and added to the effective field that is calculated by
mumax3,

// Add damping-like SOT term:
dampinglike := Mul(aj , Cross(m,p))
AddFieldTerm(dampinglike)

// Add field-like SOT term
fieldlike := Mul(bj,p)
AddFieldTerm(fieldlike)

Herein, M_full represents the unnormalized magnetization,
i.e., Mgem.
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B. Implementation 2: SOT as additional torque

This section is accompanied by supplementary material
mumax input file 1b.txt.

While mumax3 has a custom fields functionality, no custom
torque functionality is available. However, as illustrated in Sec. III B,
Tsor has the same mathematical form as Slonczewski STT, 7g,
which is readily implemented in mumax3. Provided that the
Slonczewski STT parameters are translated according to the derived
recipe, the existing SST implementation can be directly used to simu-
late SOT. In practice, comparison of Egs. (13) and (14) shows that
|orz| must be identified with P. The vector p is specified by the
keyword Fixedlayer. This leads to following declaration of
parameters in the mumax3 input:

xi_SO0T = -2

AlphaH = 0.15

Pol = alphaH

Lambda =1

Epsilonprime = alphaH*xi_SO0T/2
Fixedlayer vector (0,-1,0)

J = vector(0,0,abs(-2e11))

It should be remarked that the current J is specified here
along the z direction which is due to the different geometries of
Slonczewski spin-transfer torque (as implemented in mumax3) and
spin-orbit torque. When the latter is simulated, this setting corre-
sponds to a current along the negative x axis, as shown in Fig. 1.

C. Result

The position of the skyrmion can be tracked by adding
ext bubblepos to the output table,

95:9%:Z1 ¥20z Atenuer 60

//schedule output
tableAdd (ext_bubblepos)

tableAutosave (1le-11)

// run for 2.0 ns
run (2.0e-9)

As expected, identical results are obtained for both simulations;
however, the implementation using Slonczewski STT ran almost twice
as fast as the second implementation using custom fields (2 vs 3.5 min
using an NVIDIA Titan RTX GPU). This can be attributed to the non-
simultaneous evaluation of the arithmetic operations in separate CUDA
calls in the case of the custom fields. This contrasts the calculation of
the Slonczewski STT, which is implemented in a single CUDA kernel.
Figures 1(b) and 1(c) show the trajectory of the skyrmion on the race-
track. During the first 0.5 ns of the simulation, the skyrmion movement
features a significant transverse component, moving about 10 nm
downward while moving longitudinally along the racetrack, i.e., the sky-
rmion Hall effect.”* Subsequently, a reasonably longitudinal trajectory is
followed where the repulsion from the edge of the simulation box and
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the skyrmion Hall effect equilibrate.”>*° Finally, shortly after 2 ns (not
included in the simulation), the skyrmion collides with the edge never-
theless, leading to its annihilation. Several methods have been recently
proposed to suppress the skyrmion Hall effect.””~"* In Sec. V, one par-
ticularly elegant solution will be simulated using mumax3.

V. SPIN-ORBIT TORQUE-DRIVEN SKYRMION
PROPULSION IN A SYNTHETIC ANTIFERROMAGNET

In antiferromagnetically coupled magnetic layers, two oppo-
sitely magnetized skyrmions can be propelled as a single entity. As
the sign of the skyrmion Hall angle depends on its magnetization
direction, the transverse components of the force on the individual
Néel skyrmions will cancel each other out in this synthetic antifer-
romagnet, so only the desired longitudinal motion remains.”*™">

Experimentally, synthetic antiferromagnets are fabricated by
adding dedicated non-magnetic spacer layers of selected materials with
well-tuned thickness between both ferromagnetic layer (see Fig. 2).
For specific thicknesses this can result in an antiferromagnetic coupling
due to the RKKY interaction. In analogy with the non-magnetic heavy
metal layers, also the non-magnetic spacer layer is not explicitly
modeled in mumax3. Below, we discuss two methods of simulating
such systems. In the first implementation, we only consider the negative
interlayer exchange and further neglect the spacer layer entirely (ie.,
assume it has zero thickness), whereas in the second implementation,
we explicitly add it as an empty space in the simulation to increase the
accuracy of the magnetostatic field calculation between both layers. The
latter results in a significantly slower simulation, and leads to almost
identical results for the specific system simulated here, as shown below.

A. Implementation 1: Touching layers

This section is accompanied by supplementary material
mumax input file 2a.txt.

Here, both ferromagnets are specified in mumax3 as adjacent
regions that exhibit a mutual exchange interaction. Skyrmions of
opposite magnetization are subsequently added,

setgridsize (256,64 ,2)

// define 2 layers
defregion(1l,layer (1))
defregion(2,layer (0))

// set negative interlayer exchange
ext_InterExchange (1, 2, -5e-13)

// define initial magnetization
m.setregion(l,neelskyrmion(-1,
m.setregion(2,neelskyrmion (1,
minimize ()

1))
-1))

Propulsion of the bilayer skyrmion is achieved by spin-orbit
torque, implemented via the built-in Slonczewski spin-transfer
torque as explained in Sec. IV B. The RKKY interaction between
the two layers is modeled by changing the bulk exchange

TUTORIAL pubs.aip.org/aip/jap

interaction. The ext_InterExchange function (value in J/m)
locally overrules the pre-specified homogeneous value of A,
leading -in this case due to the negative sign- to antiferromagnetic
coupling between the two layers. This value is related to the RKKY
surface energy density as follows:

CzJRrKY

7 (18)

Aex, RKKY —

with ¢, the cellsize in the z direction. The used value of Ae rrxy =
—5x 1071 J/m hence corresponds to a surface energy density of
Jrkxy = —0.001]/m?. The use of this functionality requires both
layers to touch which is not achievable in the case where the antifer-
romagnetic coupling is achieved by an RKKY exchange interaction
through a spacer layer of a well-tuned thickness. As a result, the
magnetostatic field as calculated by mumax3 will not be physically
correct. Often, the deviation will be negligible, but nonetheless, if
necessary, mumax3 is capable of explicitly including an empty
space between both ferromagnetic layers, as shown below. As
shown in Ref. 77, this approximate way to model RKKY interactions

(a)

= 100
£
g
g o
s
g -50
2
@ -100

t (ns)

FIG. 2. Synthefic antiferromagnet. Geometry (a), skyrmion position within the simulated
geometry (b) and cut through (through the center of the wire, such that only half the sky-
rmion is visible) of the magnetization of a spin-orbit torque-driven skyrmion on a syn-
thetic antiferromagnet for both implementations, i.e., touching layers (c) and separated
layers (d). The zig-zag motion of the position within the simulation originates in the peri-
odic boundary conditions used. In this case, both implementations give rise to the same
skyrmion motion and identical magnetization structures within the magnetic layers. (c)
and (d) were made with mumax—view,” a freely available viewer for mumax output.
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is valid for thin layers (which is the case in our example), but fails if
perpendicularly inhomogeneous states are formed in thick magnetic
layers.

B. Implementation 2: Separated layers

This section is accompanied by supplementary material
mumax input file 2b.txt.

When both ferromagnetic layers are separated by a spacer
layer, the interlayer exchange functionality cannot be used. An
alternative strategy is hence needed to implement the antiferromag-
netic RKKY exchange coupling.

First, both ferromagnetic layers are physically separated in the
mumax3 input,

setgridsize (256,64,3)

defregion(1l,layer(2))
defregion(2,layer (0))

setgeom(layer (0) .add(layer(2)))

freelayerthickness=2e-9

As can be seen from the setgridsize (256,64, 3)
command, the simulation now contains 3 layers: layers 0 and 2 are
subsequently defined as a region which is added to the geometry,
whereas layer 1 of the simulation box corresponds to the spacer
layer. By default, mumax3 assumes that the entire simulation con-
tributes to the thickness of the magnetic layers in calculating the
spin torque. Here, this is not the case due to the presence of the
spacer layer. The total thickness of the ferromagnetic layers must
therefore be specified by the freelayerthickness keyword.

Subsequently, the exchange between both layers is explicitly
implemented as an effective field:

2A (m; — m)

MMyt 0 r?

Henh = > (19)

where the sum ranges over the nearest neighbor cells in the other
layer ((i), with magnetization m;) for a given cell (m). r; is the asso-
ciated distance, which boils down to the constant z component of
the cellsize for the case at hand. It must be stressed that Eq. (19)
only accounts for interlayer exchange, intralayer exchange is readily
accounted for in Eq. (2). Equation (19) is specified in the mumax3
input and implemented via the custom fields functionality (see
Appendix). Note that mumax3 internally uses effective field terms
in units of Tesla, which is why the custom field is also defined in
units of Tesla,

TUTORIAL pubs.aip.org/aip/jap

//Define the custom field (in T)

cellsize := 1e-9
AFMAex := -be-13
prefactorZ := Const( (2 * AFMAex) / (

cellsize*cellsizex*Ms))

up := Mul(prefactorZ,Mul (Add (Mul(Const
(-1) ,m) ,Shifted(m,0,0, 2)),Shifted(
Const (1) ,0,0,2)))

down := Mul(prefactorZ,Mul (Add (Mul(
Const(-1) ,m),Shifted(m,0,0,-2)),
Shifted(Const (1) ,0,0,-2)))

Hc := Add(up,down)

addFieldTerm (Hc)

The interlayer exchange is composed of two contributions, up
and down. The specific implementation of up is visually explained
in Fig. 3, exploiting the various operations that are available in
mumax3. An analogous procedure is followed for down.

C. Result

The position of the synthetic antiferromagnetic skyrmion is
still monitored by adding the skyrmion position to the output
table, which is scheduled to be written every 10 ps, and setting
ext BubbleMz=-1. This is necessary as ext bubblepos
only looks for the skyrmion position in the top layer, and the top
layer has a background of m,=1, with an oppositely magnetized
skyrmion, i.e., with m, = —1,

//schedule output
ext_BubbleMz=-1
tableAdd (ext_bubblepos)

tableAutosave (1le-11)

// run for 20 ns
run(2.e-8)

Figure 2 shows the trajectory of the skyrmion along the race-
track for both described implementation methods.

As anticipated, the skyrmions now move longitudinally
without converging towards the lateral edges of the nanostrip. Due
to the used periodic boundary conditions, the skyrmion disappears
at x = 128 nm to re-appear at x = —128 nm as illustrated in the
figure.

Again, the implementation with the custom fields exchange
coupling requires more time (7 min vs 86 sec) due to the different
CUDA kernels that are used consecutively. Additionally, in this
simple example, the spacer layer had the same thickness as the 2
FM layers. In reality, this is not always the case, and as explained in
detail below, this will significantly slow down the simulations
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further due to the need to add more cells along the thickness
direction.

VI. COMPLEX MULTILAYER STRUCTURES

This section is accompanied by supplementary material
mumax input files 3a.txt, 3b.txt, 3c.txt, and 3d.txt.

A. Effective medium approach

Multilayer structures have always been challenging for micro-
magnetic investigations. The main bottleneck is the sheer number
of cells that a three-dimensional sample description requires and
the inherent limitation of finite-difference simulations to only
support constant cell sizes throughout the simulation volume.
This usually leads to a vast increase in the number of cells as the
least common divisor defines the cell dimensions. For example, if
a material is composed of [Pt(5 nm)/Co(1 nm)/Ta(3 nm)]«;s, the
thickness of a cell must be 1 nm or less to accurately capture its
geometry, yielding a total of at least 135 layers. Trying to simulate
such systems becomes unfeasible.

Luckily, in many cases, the magnetic texture is not, or only
minorly varying in the third dimension or there are layers that do
not carry any magnetic moment. A typical example would be the
multilayer skyrmion tube (or string) that consists of several individ-
ual skyrmion spin textures stacked repeatedly in each magnetic
layer. For a typical thin-film multilayer system, this also includes
many non-magnetic layers as spacers (see Fig. 4). Such a system
can be simplified to achieve a massive speed up of the simulation
and reducing the required calculation time from days or weeks
down to manageable durations. Ideally, we want to simplify our
system as shown in Fig. 4. Here, we generalized the stack to two
non-magnetic heavy metal layers (HM1 and HM2) and a ferromag-
netic source layer (FM) sandwiched between them. The thickness
of the magnetic layer is #,,, the total repetition thickness, including
both non-magnetic layers, is t,. This base layer will be repeated N
times. We now want to replace this full stack by a configuration,
where we only have magnetic layers of thickness ¢/, thus being able
to reduce all individual layers into a single one with thickness Nt/ .

To achieve this feat, we must re-write the LLG equation
into an effective form that captures the energetics and dynamics
of a multilayer system in only one dimension. To do this, we
change the field and magnetization parameters of the LLG into
primed variables. Starting from the explicit version of Eq. (4),
this reads

Yo

=0t (20)

m X Hegs — am x (m x Heg).

_r
(14 a?)
The transformed effective medium equation then reads

i =——" o H

(1+0?)

|4
:aff — maml X (m/ X H/eff)' (21)
Here, we assume that m(x, y, i) depends only on the position (x, y)
in the plane of the individual layers. Additionally, when investigating
the variation of the magnetization in different layers, the repetition i
can also be added (though care must be taken to not add exchange
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o | Shifted(m,0,0,2)
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Shifted(Const(1),0,0,2)

FIG. 3. Graphical representation of how Eq. (19) can be implemented as
custom field in mumax3. The vertical boxes correspond to the simulated system
with a height of three cells. The dotted boxes correspond to additional zeros
that are inserted as a result of a shi £t operation.

coupling between adjacent layers if the full stack consisted of spacers
without exchange coupling). These new primed parameters will then
have to be able to describe the system in a stack of a homogeneous
material in the form shown in Fig. 4. We, thus, remove the necessity
to describe the system by small cells in the third dimension and can
use only one cell of thickness Nt,,. The derivation of all micromag-
netic terms can be readily found in the literature’® and results in the
rather intuitive scaling,

M;at_A,ex_Kéff_D/_tm_tm (22)
Myt Aex Keff D t{n tr ’
As a result, multiplying the respective magnetic terms with
tm/t. will scale the interactions to allow for a simplified, all
magnetic structure. Herein, K is the effective anisotropy. The
uniaxial anisotropy usually used in micromagnetics can be
obtained by

u
K, = Kefr + Kdemag = Kefr + _OMZ

M (23)

Note that the anisotropy field Hy defined from K =% Hx My
is not scaled and remains unchanged in this set of scaling laws.
Since spin-orbit torques (with by =& =0 in the case of pure
damping-like spin-Hall torque) follow the form

TsH ay - (—m x (m x p)+ a(m x p)), (24)

= 70 .
1+ a?
where a; also scales with the distance of the individual moment
from the spin accumulating interface d, and, thus, with the thick-
ness of the magnetic layer t,, the obtained scaling factor can
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simply be applied in those cases by scaling the effective Hall angle
strength to the total number N of driving layers and #.”* From
Eq. (14),

hj N
! = —. 25
4 2ed M, o t, (25)

As a result, if the assumption that the magnetization does not
vary from layer to layer holds, the simulations should effec-
tively reproduce the results obtained when simulating a full
stack.

B. Comparison between effective 2D and full 3D
simulation

To demonstrate the equivalence of the effective medium
approach and the full 3D simulation, we will investigate the
example of a disk-shaped structure with four uniformly magnetized
stripe domains as initial state, alternating between —z and +z
directions. Starting from this state, we will relax the magnetization
toward a local energy minimum state and compare the magnetic
textures found using both approaches.

The input files for the effective 2D model is built as follows.
First, the scaling factors, the rescaled parameters, grid, and cell-
sizes are defined,

//scaling factor and setup

t_m := 0.9e-9

t_r := 8.1e-9

n := 15

//total thickness = n*t_r

f = t_m/t_r //scaling factor

setgridsize (256, 256, 1)
setcellsize (3.125e-9, 3.125e-9,
135%0.9e-9)

//rescaled material parameters

ms := 6ebx*f

Msat = ms

Aex = 10e-12x%f

alpha = 0.5

Hk := 0.5 // anisotropy field, in
Tesla

Keff := 0.5 *x ms *x Hk

Kdemag:= 0.5 * mu0 * ms*ms

Kul=Keff + Kdemag
anisU=vector (0,0,1)
Dind=1.5e-3*f

We can see that the grid only contains a single cell in the z
direction. The scaling is implemented according to Eqs. (22)
and (23). It corresponds to a stack consisting of 15 repetitions of a
HM/FM/HM trilayer with one magnetic layer of 0.9nm and a

TUTORIAL pubs.aip.org/aip/jap
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HM1
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experimental system effective model

FIG. 4. Principle of the effective medium model. A stack containing several
magnetic and non-magnetic layers can be compressed into an effective mag-
netic material that reproduces energetics and dynamic behavior of the full mate-
rial system but only requires homogeneous layers that can be compressed into
a single cell in thickness. Reproduced with permission from Woo et al., Nat.
Mater. 15, 501-506 (2016).”® Copyright 2016 Springer Nature Limited.

thickness of one trilayer of 8.1 nm, each. Next, the geometry is set
to a 800 nm disk and four regions of equivalent dimensions are
defined. Uniform magnetization is set as the initial state in these
areas alternating in the +2z and —z directions,

//setup layout

setgeom(circle (800e-9))

// 1st quarter

defregion(l, xrange(-400e-9, -200e-9))
// 2nd quarter

defregion (2, xrange(-200e-9, 0))

// 3rd quarter

defregion(3, xrange(0, 200e-9))

// 4th quarter

defregion(4, xrange (200e-9, 400e-9))

.setRegion(1l, uniform(0, 0, 1))
.setRegion(2, uniform(0, 0, -1))
.setRegion (3, uniform(0, 0, 1))
.setRegion(4, uniform(0, 0, -1))

BB BB

autosnapshot (m,10e-9)
run (500e-9)
minimize ()

After minimization, the magnetization can fall into a series of
energetically identical ground states as shown in Fig. 5(a) and 5(b),
which indeed accurately reproduce the results obtained from the
full 135-layer simulation, as shown in Fig. 5(c).
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C. Dealing with highly symmmetric initial states In a thick magnetic film with interfacial DMI, which favors
Néel domain walls at the surface, the internal stray fields at a
domain wall can become strong enough to cause a reorientation of
the wall toward a flux closure Bloch configuration and, thus, reduce
the domain wall energy. The dipolar fields will generally favor
Bloch wall configurations in the center of the film and Néel orien-
tation at its surface, leading to mixed states within the material.
This effect can be easily demonstrated by simulating a material
with relatively low DMI and sizable saturation magnetization. An
example is given below, with a 250 x 250 x 200 nm?® material
dimension discretized by 64 x 64 x 50 cells. The initial magnetiza-
tion is set by defining a cylindrical region with a 100 nm diameter
which is oppositely magnetized to the ferromagnetic background.

If the initial state is chosen to be a perfectly symmetrical arrange-
ment of stripe domains, for which, due to their nature, both energy and
torque minimization algorithms will be unable to find the direction
toward a distinctive ground state. To break this symmetry, the system
was run for 500 ns before using the minimize command (see Sec. II
A). As the system resides in a saddle point of the energy landscape,
small changes in the magnetization state introduced by the finite numer-
ical precision can build up during this time, eventually breaking the
symmetry of the initial state. This process can be observed in Fig. 6,
where a highly symmetric state (corresponding to a saddle point in the
energy landscape) prevails for more than 200 ns [panel (a)]. Only after
the symmetry is broken will the minimizer finally find a suitable relaxed
configuration, as shown in panel (b). A more efficient method to over-
come such issues can be achieved by slightly breaking the symmetry.
This might be achieved by introducing a small external magnetic field,

setgridsize (64 , 64 , 50)
setcellsize (3.90625e-9, 3.90625e-9, 4
e-9)

//break the symmetry by field
B_ext = vector(0,0,-0.001)
run(le-9)

minimize ()

a:= cylinder (100e-9,200e-9)
defregion(1l, a)
save (regions)

Msat = 6eb

//minimize in zero-field afterwards Aex = 15e-12
B_ext = vector(0,0,0) Dind = 1e-3
run (1e-9) Kul = 3e5
minimize () AnisU = vector (0, 0, 1)
alpha = 0.5 3
Another possibility is to include a small amount of random- m= unlf?rm (0,0, - ?) §
ness to the initial magnetization. Note that this may not work well m.setregion (1, uniform(0,0,1)) 2
in multilayer simulations where the randomness can average out N
over a series of la relax () 0
yers, »
minimize () )
o
m.setregion(l,uniform(0,0,1).Add (0.1, *
randomMag ())) It should be noted that in bulk materials, a bulk DMI can occur
m.setregion(2,uniform(0,0,-1).Add (0.1, inslieizfld f)f an.interfacial DML T}flis is particulaljz true for mgteritzlills
randomMag ())) acking inversion symmetry, such as BZQ materials. However, in the
. . context discussed here, we do not consider these bulk DMI effects.
m.setregion(3,uniform(0,0,1).Add (0.1, N e . .
randomMag ())) Nonetheless, it is worth mentioning that a mixed state can still be
. . achieved in such systems, where Néel endcaps are formed at the top
m.setregion(4,uniform(0,0,-1).Add (0.1, . L
domMag (1)) and bottom interfaces. The relaxed magnetization of the model system
random®ag is shown in Fig. 7. It presents a cross section of the skyrmion tube and
) ) ) demonstrates how the skyrmion tubes’ domain wall changes its sense
An other lmportant issue one needs to be cautious about of rotation in the thickness direction due to the mterplay between
arises from compressing all layers in the thickness direction into DMI and stray fields. As stated earlier and shown by the zoomed-in
one effective cell. For this approach to be physical, the assumption part in the figure, the stray fields cause a flux closure configuration to
that the spin texture is identical in each layer must be met. This is minimize the stray field energy. The choice whether to compress this
not necessarily true in thick stacks or films in which long-range magnetization into a two-dimensional simulation or to accurately
effects of stray fields become crucial with increasing thicknesses. model the three-dimensional variation in the magnetization is dictated
The arising phenomena will be discussed in Sec. VII. by the phenomena under study (ie., whether internal structural
changes are relevant for the investigated effects or not) but unfortu-
nately can greatly impact the simulation time for thick structures.
VII. STRAY FIELD EFFECTS
A. Thick magnetic strips and bulk materials B. Low DMI multilayers with many layers
This section is accompanied by supplementary material This section is accompanied by supplementary material
mumax input file 4.txt. mumax input file 5.txt.
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Another example showcasing the impact of the demagnetizing
field on the magnetic structure in stacked multilayers is depicted in
Fig. 8. In this case, the presence of stray fields induces the forma-
tion of a magnetic vortex, characterized by a chirality vector in an
in-plane direction. This differs from the typical vortices observed
in thin-film materials, where the chirality vector points out of the
film’s plane. The position of the vortex core can be shifted toward
the edges of the system and eventually expelled if there is a suffi-
cient amount of interfacial DMI present. The presence of interfacial
DMI favors one Néel orientation over the other. Once the critical
DMI threshold, which depends on the specific material, is sur-
passed, the system behaves consistently with the assumptions of an
effective medium layer, as discussed in Sec. VI. However, below
this threshold, it becomes necessary to simulate the system using
multiple layers in order to accurately capture its dynamics.
Neglecting this effect can lead to incorrect or unphysical results,
particularly in scenarios involving domain wall and skyrmion
motion driven by Hall torques.

C. Skyrmion Halbach array

When dealing with rotating spin structures, an interesting
stray field phenomenon may be found in configurations forming
the so-called Halbach array. This effect, coined after the physicist
Klaus Halbach, is known for specific rotated arrangements of per-

manent magnets since the 1980s.”" It has been used for a variety of

technical applications that require high and strongly localized
fields, one very common example being the fridge magnet. This
trivially appearing array of magnetic elements usually demonstrates
the interesting peculiarity of only sticking to the fridge on one side.
This is because the arrangement of magnets in a chiral fashion
enhances the stray field lines on one side while suppressing them
on the other, depending on whether the in-plane direction of the
magnetization forming the chiral spiral helps or counteracts the
flux closure of the out-of-plane components.

A depiction of the configuration is shown in Fig. 9(a). On the
nanoscale, this effect can be achieved, e.g., by Néel domain walls or
skyrmion textures as depicted in Figs. 9(b) and 9(c). These figures
specifically show the difference of stray fields on the same surface but
with reversed chirality. Generally, skyrmions in multilayers or SAFs as
described in Sec. V do not necessarily need to have the same chirality.
Experimentally, the sign of DMI can be tuned in each layer individu-
ally by surface-engineering. At the same time, this can also alter the
globally observed stray field by the means of the Halbach effect as just
described. One consequence of this consideration can be seen very
clearly when simulating RKKY-coupled skyrmion tubes in a SAF
structure with different chiralities. For this, let us consider a 150 x
150 x 21 nm® gridsize discretized by 1 x 1 x 1nm?® cells, with two
regions comprising of ten layers each, and a 1 nm gap in-between.
Again, the material parameters of Co/Pt strips will be used for each
region, whereas this time two sets of simulations will be initialized.
One with the DMI of both regions having the same sign and one with
opposite signs. For the sake of simplicity, both configurations are
shown in the same code snippet. When simulating, each configuration
must be initialized in its own simulation file.

TUTORIAL pubs.aip.org/aip/jap

setgridsize (150, 150, 21)

setcellsize(le-9, 1le-9, 1e-9)

setgeom(layers (0,10) .add(layers (11,21)
))

defregion (1,
defregion (2,

layers (11,21))
layers (0,10))

Msat.setRegion(1l, 580e3)
Msat.setRegion(2, 580e3)
Aex.setRegion(1l, 15e-12)
Aex .setRegion (2, 15e-12)
Kul.setRegion(1l, 0.8e6)
Kul.setRegion (2, 0.8e6)
AnisU = vector (0, 0, 1)
alpha = 0.5

//6a.txt: Asymmetric stray field
//(same sign DMI)
Dind.setRegion (1, 3e-3)
Dind.setRegion(2, 3e-3)

//6b.txt: Symmetric stray field
//(opposite sign DMI)
Dind.setRegion (1, 3e-3)
Dind.setRegion (2, -3e-3)

Similar to Sec. V B, the RKKY-coupled layers are chosen not to
touch each other. This is not a necessity to show effects of the Halbach
array. Moreover, it also serves as an example how the approach
described in Sec. V' B must be adapted when dealing with SAFs com-
prised of layers with more than one cell in the thickness direction,

cellsize := 1le-9

AFMAex := -3e-13

Ms := 580e3

prefactorZ := Const ((2 * AFMAex) / (
cellsize * cellsize * Ms))

up := Mul (Add (Mul(Const(-1), m),
Shifted(m, 0, 0, 2)), Mul(Shifted(
Const (1), 0, 0, 11), Shifted(Const
(1), o, 0, -9)))

down := Mul (Add (Mul(Const(-1), m),
Shifted(m, 0, 0, -2)), Mul(Shifted(
Const (1), 0, 0, -11), Shifted(Const
(1), 0, 0, 9)))

Hc := Mul(prefactorZ, Add(up, down))

AddFieldTerm (Hc)
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FIG. 5. Results of the effective medium 2D simulation with one cell in thickness
[panels (a) and (b)] and the full 135 layer 3D simulation, panel (c). As clearly
visible, states (b) and (c) are practically identical with small variations on the
order of the domain wall width. The simulation illustrates the possibility to obtain
different states with the same code (a) and (b) when the underlying geometry is
sufficiently symmetric. Re-plotted using simulation parameters used in Ref. 78.

Before relaxing the system, the initial spin structures of a Néel
skyrmion in each layer is implemented. The specific polarity and
vorticity must be chosen according to the ferromagnetic back-
ground and the sign of DMI,

//B6a.txt: Asymmetric stray field
//(same sign DMI)

m.setRegion(l, neelSkyrmion(-1, 1))
m.setRegion(2, neelSkyrmion(1l, -1))
//6b.txt: Symmetric stray field
//(opposite sign DMI)

m.setRegion(1l, neelSkyrmion(-1, 1))
m.setRegion(2, neelSkyrmion (-1, -1))

relax ()
minimize ()

As can be seen, this approach is almost identical as described
by Fig. 3. We will skip a detailed graphical representation at this
point, as the changes can be easily understood when following the
same logic as presented in the aforementioned figure.

The results are shown in the bottom parts of Fig. 10. When
simulating two RKKY coupled layers with the same sign of DMI,
the diameters of the skyrmionic structures differ in the two layers.
This can be understood by asymmetric stray fields due to the
Halbach effect. The skyrmion in the bottom layer has high stray
fields crossing the top interface, acting as an external field source,
while the skyrmion in the top layer has rather low stray fields at the
bottom interface. However, when changing the sign of DMI of the
bottom layer, hence changing the rotational sense of the skyrmions’
domain walls, the emerging stray fields of both layers will become
symmetric. This will lead to coupled skyrmions of identical size. A
comprehensive illustration showing the stray fields of each layer is
given in Fig. 10. Although the change in diameter seems small, it
can be crucial when studying internal modes. If the RKKY coupling
is lower than assumed in this example, higher discrepancies
between the skyrmion diameters can appear.

TUTORIAL
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43 ({

FIG. 6. Metastability of highly symmetric states. (a) shows a time evolution of
the magnetization highlighting the eventual formation of asymmetries in the
system as deviations from the initial state are introduced due to the finite preci-
sion of the calculation; note the curvature in the red central domain wall which
appears after 250 ns. Before these asymmetries form, the minimize solver
results in an incorrect state. As an example, this is shown in (b) (left) for mini-
mizing after letting the system evolve for 5 ns. Only after sufficient time when
the numerical error has been accumulated, or after the application of a
symmetry-breaking magnetic field, will the solver finally find a ground state as
shown in (b) (right).

This is yet another example showing that stray fields can be
important sometimes. It demonstrates how such delicate interac-
tions as the interplay between RKKY and stray field energies can be
captured by the demagnetization module of mumax3.

VIIl. CHIRAL BOBBERS AND INTERNAL DYNAMICS

This section is accompanied by supplementary material
mumax input file 7.txt.

Following the spirit of the last section, it is conceivable to go
from spin structures that are isotropic in the thickness direction
toward structures with even more variations in their profile in the
third dimension. This opens a door to a world of new magnetic
quasi-particles."” One example, the chiral bobber,” will be simu-
lated in this section and an introduction to the simulation of their
internal dynamics will be given. The applied methods can be gener-
alized and easily utilized to simulate internal dynamics of other
spin structures.

Chiral bobbers can be understood as skyrmion textures, which
slowly decrease in diameter when going toward the bulk of the
material. The decreasing size eventually terminates inside the mate-
rial forming a so-called Bloch point. A point where all surrounding
spins point toward or away from, leading to its description as a
quasi-monopole. Bobbers can be found in simulations of various
(usually thick layers of) materials, where they can appear in coexis-
tence with regular skyrmion tubes. They can also be deliberately
evoked with a useful trick by putting a uniformly magnetized layer
with fixed spins or sufficiently high perpendicular magnetic anisot-
ropy in proximity to a chiral layer. When setting up the chiral layer
with a skyrmion as its initial state, energy minimization can imme-
diately generate a bobber,
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25)
1e-9)

setgridsize (150 , 150 ,
setcellsize (le-9, 1le-9,
defregion(l, layers(0,6))
defregion (2, layers(6,25))

6e5)
Te-12)

2.5e-3)
5e5)

Msat.setregion(2,
Aex.setregion (2,
Dind.setregion(2,
Kul.setregion(2,

Msat.setregion(1l, 6e5)
Aex.setregion(l, 7e-12)
Kul.setregion(1l, 1le6)

AnisU vector (0, 0, 1)
alpha = 0.5

m.setregion(2,
m.setregion (1,

neelskyrmion(-1,1))
uniform(0,0,-1))

relax ()
minimize ()

The result of above code is shown in Fig. 11(a). Next, we
can study some internal dynamics. There are periodic motions
that appear when driving the spin structure out of its equilib-
rium state. A frequency analysis often reveals specific resonant
modes, that can vary with different material parameters and
also depend on the resonating spin texture. The internal reso-
nant modes of skyrmions, for example, can be categorized in
breathing and gyrating motions.”* The latter is a periodic

o
=
[0}
c
[o}
a
=
o}
9
N

FIG. 7. A cross section of a skyrmion tube to demonstrate stray field effects on
domain wall configurations in thick materials with low DMI. The domain walls’
magnetization at the cross-sectional area is shown. The magnetization direction
of the domain wall rotates inside the material. Hence, the chirality of the sky-
rmion tube changes in every layer. The top left inset shows a zoomed area with
a flux closure, which minimizes the stray field energy.
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gyrating motion of the skyrmions’ center, mostly in a circular
fashion, whereas the breathing motion is a periodic change in
the skyrmion size.”” The breathing mode resonance finds prac-
tical use in a method proposed to stabilize the velocity of a sky-
rmion in a notched racetrack.”® The skyrmion’s velocity
automatically adjusts itself to synchronize the time necessary to
move between two notches with the inverse of its breathing
mode frequency. By doing so, it ensures that the skyrmion size is
minimized precisely when it passes through the constrictions,
leading to enhanced stability of its motion. Although a combination
of different internal modes often appears in concert, for the sake of
this Tutorial, we will continue to focus on breathing modes. One
possibility to induce these is by the application of a periodically
changing external magnetic field in an out-of-plane configuration.
Instead of applying a sinusoidal pulse with one frequency, we choose
to apply a sinus cardinalis (sinc). The Fourier transformation of
Sinc(27fmaxt) is a rectangular shaped spectrum ranging from —fax
to +fmax. Hence, utilization of a sinc function is a feasible way of
applying a range of frequencies simultaneously. Following code can
be added to study the internal breathing dynamics:

i
il

FIG. 8. Stray field effects on domain wall configurations in multilayer systems.
At zero DMI, the stray fields will tend to form a flux closure within the multilayer
stack, leading to a rotating magnetization vortex state throughout the layers with
opposite Néel configuration at the edges. A nonzero DMI will favor one of these
orientations and move the vortex core out of the material if sufficiently

strong.”*®" (a) shows the frontal view of the material stack. (b) shows a

close-up of the middle part. Both figures were made with mumax-view,® a
freely available viewer for mumax output.
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alpha = 0.01

B_ext vector (0, 0, 0.5e-3*sinc (2*pi
*50e9%*t))

TableAutoSave (1le-11)

autosave(m, le-11)

run (10e-9)

TableSave ()

-1 0 1 30 200 300 400 600

i —

- field magnitude (arb.)

Z

FIG. 9. Representation of the Halbach effect at different scales. (a) illustrates a
specific rotating arrangement of permanent magnets and the emerging stray field.
The stray field is stronger on the top surface for this specific Halbach array.
Similar effects on nanoscale can appear for magnetization textures with similar
rotational senses. An example of this is shown in (b) and (c) for Néel skyrmion
textures with counter clockwise and clockwise rotational senses, respectively. A
cross section of the magnetization texture and the emerging stray fields are
shown for both chiralities at the top interface. Figure modified and reused with
permission from Bassirian et al, APL Mater. 10, 101107 (2022).%* Copyright
2022 Author(s), licensed under a Creative Commons Attribution (CC BY) license.
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To study high-frequency responses which are often in the
GHz range, the Gilbert damping is set to a sufficiently low value.
Here, we choose o = 0.01, however, smaller values might be
needed for the investigation of even higher frequencies. The
amplitude of the externally applied sinc pulse is chosen to be
0.5 mT, which is enough to induce internal breathing modes. The
frequency is set as fmax = 50 GHz, therefore, to resolve responses
up to 50 GHz; the time step needs to be chosen according to the
Nyquist-Shannon theorem 7y, < 1/(2-50GHz) =1 x 107''s.
This value is set as the time step in which the results will be
saved to the output directory. The file “table.txt” will then
contain a table of the following form:

Since the breathing dynamics corresponds to a change in
diameter, its effect can be directly quantified by changes in the
average out-of-plane magnetization, as given by the fourth column
in the table denoted by “mz.” A plot of the change in average
out-of-plane magnetization om,(t) = m,(0) — m,(t) is shown in
Fig. 11(b). As can be seen, the system is driven out of equilibrium
and subsequently relaxes in a periodic motion. The Fourier trans-
form is presented in Fig. 11(c). It shows three specific peaks at
7.84, 44 and 50 GHz, whereas the last one might be shifted toward

(a)  Asymmetric case  (b) Symmetric case
Individual: Individual:
0 60 8 100 0 60 80 100

95:91:ZL ¥20z Arenuer 60

T T T = T T
40 60 80 100 40 60 80 100

x (nm) x (nm)
Coupled: Coupled:
—~31 /E\ 31
g 21 = 21 |
20 | e 20
N N
10 10
I T " T f T T T
40 60 80 100 40 60 80 100
x (nm) x (nm)

FIG. 10. Skyrmion Halbach fingerprint in antiferromagnetically coupled sky-
rmions. Depending on the chirality of each individual skyrmion in the coupled
layers, the mutual stray field impact can be either antisymmetric or symmetric.
These two cases are shown in panels (a) and (b), respectively. The top figures
in both panels display the stray field line density for each layer of the SAF
system individually on a cross-sectionial view of the layer. The bottom figures
show a cross section of the coupled structure, according to the code in the main
text. A slight difference in skyrmion diameters can be observed in top and
bottom layers for the asymmetric case.
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higher frequencies and would need further investigation by the
application of pulses with higher frequency.

ts) mx () my () mz ()

0 1.7089844e-09 —1.1935763¢-09 —0.9543505
1.0015....e-11 15597873¢-09 —1.1935763¢-09 —0.9543331
2.0009...e-11 1.6411675¢-09 —8.6805557e-10 —0.95431864

3.00009...e-11 1.7903646e-09 —1.3020833e-09 —0.9543042

To get a better understanding how these breathing modes
look in real space, one could apply the same Fourier analysis for
each simulation cell rather than for all cells on average. For this,
we have saved the necessary files with autosave (m ,
le-11). After Fourier analysis of each cell, we can pick the
amplitude of each cell for a given frequency and make a color-
coded plot of the result. This will visualize which cells have con-
tributed to the periodic motion of a specific frequency. A cross
00 02 040608 10 section of this is shown for the main breathing mode at
Jime (le:10s) 7.84 GHz in the inset of Fig. 11(c), illustrating the localization at
the domain wall region.

omz(t)

IX. CONCLUSIONS

0 1 2 3 4 5 In conclusion, a decade after its initial release, this Tutorial

. paper serves as a comprehensive resource to simulating modern

Time (ns) magnetic systems in mumax3. It offers an in-depth exploration and

a collection of exemplary input files to guide researchers in simulat-
high ing various magnetic material systems.

Our discussions encompassed the integration of spin-orbit
torques into mumax simulations either as a custom field or as a
reparameterization of the Slonczewski spin-transfer torque.
Additionally, we delved into the simulation of multilayer mag-
netic structures, spanning from synthetic antiferromagnets with
or without explicitly added spacer layers to complex multilayer
stacks. In certain cases, these stacks can be simplified to
pseudo-2D simulations, while in others, they exhibit sophisti-
cated spin structures with varying magnetization texture along
i . i . the third dimension.

0 10 20 30 40 50 Our selection of these topics is not only driven by their
current significance but also by the fact that the discussed solu-

—~
(¢
-~

=
o
\
N
o
95:91:ZL ¥20z Arenuer 60

=
o
b

104

FFT Spectrum (a.u.)
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Frequency (GHz) tions provide some universal recipes. We, therefore, anticipate

that the examples presented here, particularly through the utiliza-

FIG. 11. Chiral bobber breathing modes. (a) shows a chiral bobber, which tion of the custom fields functionality, will empower mumax
basically comprises of a skyrmion texture at the surface with continuously users to contribute to the continuous advancement of magnetism

decreasing diameter toward the bulk. (b) displays the breathing mode as a
difference in the out-of-plane magnetization ém;(t) after application of a
sinus cardinalis (sinc)-shaped external magnetic field in the out-of-plane
direction. The latter is shown in the inset. (c) shows the Fast Fourier
Transformation (FFT) spectrum of the breathing dynamics. The resonance
mode at 7.84 GHz is further analyzed in the inset. This shows the FFT
results of individual cells on a cross section of the bobber. The color-code SUPPLEMENTARY MATERIAL
highlights which cells contribute the most to this specific resonance
mode.

research as new magnetic systems and phenomena emerge in the
years to come.

The complete input files corresponding to all examples presented
in the manuscript are made available in the supplementary material.
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float64) *mAddition

mumax3 and hope that the content presented here will find // Vector dot and cross product
meaningful applications and further propel the progress of the Dot (Quantity, Quantity) Quantity
micromagnetic research field. Cross (Quantity, Quantity) Quantity

// Shifted quantity
AUTHOR DECLARATIONS Shifted (Quantity, int, int, int)
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The latter operation, shifted, allows to shift a quantity g

Author Contributions across different cells in a given direction, specified by the three g
integers. This is a useful functionality to, e.g., calculate spatial §
Jonas J. Joos: Investigation (equal); Methodology (equal); derivatives by finite differences. 2
Visualization (equal); Writing - original draft (lead); Writing - User-defined custom fields (in units of Tesla) are automati- ®
review & editing (equal). Pedram Bassirian: Investigation cally accounted for during energy optimization and simulated mag- ¥
(equal); Methodology (equal); Visualization (equal); Writing - netization dynamics, 2
original draft (equal); Writing - review & editing (equal). *
Pieter Gypens: Investigation (equal); Methodology (equal); /7 PEoiicte Custom field ternm ©6 the
Writing - review & editing (equal). Jeroen Mulkers: internal effective field
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(equal); Software (equal); Writing — review & editing (equal).
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// Promote custom energy term to the
internal energy density
APPENDIX A: CUSTOM FIELDS FUNCTIONALITY AddEdensTerm (customEnergy)
As first introduced in the supplementary material of Ref. 87 in
the context of antiferromagnetic interfaces, mumax3 allows one to // Add custom energy to the data table
define custom scalar or vector quantities. These can subsequently tableAdd (customEnergy)
be adopted in the effective field that is evaluated during simulated
dynamics or energy minimization. Custom quantities are defined
as shown in the code box below. Some standard arithmetic opera- When multiple arithmetic operations on custom fields are
tions are available as well, combined, there will in general be no CUDA kernel implemented
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for the combination. As a consequence, the different operations are
ran consequently by CUDA. This is clearly not an optimal situa-
tion, but it is justified by the benefits of the possibility to have user-
defined effective fields and energy densities.

DATA AVAILABILITY

All data presented in this paper can be generated using the
input files in the supplementary material.
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