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ABSTRACT
The free energy cost of forming a cavity in a solvent is a fundamental concept in rationalizing the solvation of molecules and ions. A detailed
understanding of the factors governing cavity formation in bulk solutions has inter alia enabled the formulation of models that account for this
contribution in coarse-grained implicit solvation methods. Here, we employ classical molecular dynamics simulations and multistate Bennett
acceptance ratio free energy sampling to systematically study cavity formation at a wide range of metal–water interfaces. We demonstrate
that the obtained size- and position-dependence of cavitation energies can be fully rationalized by a geometric Gibbs model, which considers
that the creation of the metal–cavity interface necessarily involves the removal of interfacial solvent. This so-called competitive adsorption
effect introduces a substrate dependence to the interfacial cavity formation energy that is missed in existing bulk cavitation models. Using
expressions from scaled particle theory, this substrate dependence is quantitatively reproduced by the Gibbs model through simple linear
relations with the adsorption energy of a single water molecule. Besides providing a better general understanding of interfacial solvation, this
paves the way for the derivation and efficient parametrization of more accurate interface-aware implicit solvation models needed for reliable
high-throughput calculations toward improved electrocatalysts.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0167406

I. INTRODUCTION

Atomistically resolved simulations of liquids are particularly
challenging due to the simultaneous presence of dynamic disorder
and significant chemical interactions, such as H-bonding networks
in aqueous solutions.1–4 In particular, when it comes to solva-
tion, there is, therefore, a long-standing tradition to replace explicit
dynamical simulations with a statistically relevant number of solvent
molecules through computationally more efficient coarse-grained
simulations. The corresponding implicit solvation approaches then
embed the finite, atomically resolved solute (molecule or ion) into
a solvent region that, in the simplest case, is merely described as a
dielectric continuum.5,6 Not least from the angle of such implicit sol-
vation models, cavity formation and concomitant cavity formation
energies thus emerge as fundamental concepts in the general under-
standing of solvation. The latter energies denote the free energy cost
of creating an excluded volume Vcav in the solvent that can then be
occupied by the solute.

At a constant pressure, the cavitation free energy arises simply
from the created internal interface between the solvent at the outside

and vacuum at the inside of the cavity. It, therefore, scales naturally
with the surface area of the cavity Acav, with a liquid–cavity (LC)
surface tension γLC as a proportionality factor,

Fcav, bulk = γLCAcav. (1)

For large enough cavities, this proportionality factor is the macro-
scopic liquid–vapor (LV) surface tension, γLC → γLV for Acav

→∞.7–9 For smaller cavities, γLC is generally size-dependent. Within
scaled particle theory (SPT), this size dependency can be derived
rigorously for spherical cavities and expressed as a polynomial
expansion in the cavity radius.8,10,11 For small cavities, the thus
approximately linear scaling of γLC with radius leads then overall to
an approximate cubic scaling of Fcav, bulk with radius, i.e., Fcav, bulk
∝ Vcav for Vcav → 0.7–9,12–15 As a result, it is not surprising that
appropriately parametrized, effective continuum solvation models
that use area and/or volume scaling to approximate Fcav, bulk

6,11,16,17

succeed in accurately reproducing experimental solvation energies
of different species in aqueous16,17 and non-aqueous18,19 bulk solvent
environments.
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More recently, according models have been applied to study
the stability of adsorbates at extended solid–liquid interfaces (SLIs),
for which an accurate account of solvation effects is generally
critical to reach the predictive accuracy necessary to develop, for
example, improved electrocatalysts.20–23 Unfortunately, however,
the present bulk continuum models fail to reach this desired accu-
racy in the description of solvation at such interfaces.20–24 One
evident source of error is that these models are agnostic to competi-
tive adsorption.20,23,25,26 The latter describes the necessity to remove
specifically bound solvent molecules from the surface to create space
for the adsorbate. This is more difficult at strongly binding sur-
faces, and cavity formation should thus depend on the interaction
strength between substrate and solvent.24 Instead, the existing bulk
parametrizations only consider the scaling with the overall cavity
area and/or volume.

To quantify the energetic contribution of competitive adsorp-
tion and derive simple models for cavity formation at SLIs, we here
employ free energy sampling methods for cavity formation at vari-
ous metal–water interfaces using classical molecular dynamics (MD)
simulations. By screening different sizes and distances of the cav-
ity to the substrate, we obtain effective interface tensions for each
SLI. We find that these correlate with the adsorption energy of an
individual water molecule on a substrate, in agreement with the con-
cept of competitive adsorption. Cast into a simple geometric Gibbs
model, which accounts for the introduced and removed interfaces,
these results provide the basis for the efficient parameterization of
an interface-aware general cavity formation model. They also ratio-
nalize why competitive adsorption effects are, in some cases, less
important than expected and where their account in atomistic SLI
simulations will be critical.

II. METHODS
Our systematic MD simulations employ the SPC model (CVFF)

for water27 and classical metal–water potentials (12-6 Lennard-
Jones) by Heinz and co-workers28 to investigate eight different
Me(111)–water SLIs (Me = Pt, Ni, Pd, Cu, Au, Ag, Al, and Pb)
that cover a wide range of interaction strengths and thus compet-
itive adsorption effects. The atomic structures were managed with
the atomic simulation environment (ASE),29 and the initial water
slabs were created with Packmol.30 The simulation cell contains a
four-layer metal(111) slab with a (12 × 12) surface unit cell. The two
lowest layers were fixed to their initial positions. A 25 Å thick water
film above one side of the slab is followed by 20 Å wide vacuum
on both sides. The simulations were performed with Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)31 in a
canonical ensemble (NVT) at 300 K, which yields cavity formation
energies without pressure contributions since the water volume can
freely readjust upon the creation of the cavity. The lattice constants
and the number of water molecules for each system are reported in
Table S1 of the supplementary material.

Cavities were modeled as soft spheres and interacted only
with the oxygen atoms of water via a Weeks–Chandler–Andersen
potential,32

U(r) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

4ε × [(σ
r
)

12
− (σ

r
)

6
] + ε, r ≤ 21/6σ,

0, r > 21/6σ,
(2)

which is a shifted and truncated Lennard-Jones potential; cf. Fig. S5
of the supplementary material.

It approaches zero smoothly at the cutoff rcut = 21/6σ. The
corresponding radius of a hard sphere was obtained through a
Boltzmann factor criterion as U(r = rcav) = kBT.33 We set rcav
= rcut − 0.5Å for the different runs. Seven equally spaced cavity sizes
rcav between 2.5 and 5.5 Å were investigated in this study, and the
lateral position of the cavity center was fixed to be above a top site.
The z-coordinate of the cavity center was varied between ztop − rcut
and ztop + rcut + 10Å, where ztop is the position of the uppermost
metal layer. Within this range, independent NVT-MDs runs were
performed at every 0.25 Å at 300 K. The first 100 ps was used to
equilibrate the system, and further 200 ps was used for data pro-
duction. Atomic positions were saved every 1 ps. Ultimately, the
free energy differences between all runs of one metal–water interface
were calculated via MBAR as implemented in pymbar,34

f̂ i = − ln
K

∑
j=1

Nj

∑
n=1

exp [−ui(xjn)]
∑K

k=1Nk exp [ f̂ k − uk(xjn)]
, (3)

where K denotes the thermodynamic states, N j denote the uncorre-
lated equilibrium samples, u is the reduced potential, x denotes the
atomic positions, and the index i is the state of interest. The equa-
tion is solved self-consistently for the dimensionless free energy f̂ i,
and then, all states are referenced to the initial state to obtain the
free energy difference. This requires the calculation of the reduced
(dimensionless) energy of all trajectories for one system with all
possible cavity sizes and positions.

III. RESULTS AND DISCUSSION
A. Size dependence of cavitation energies at
metal–water interfaces

Previous studies on the cavity formation energy on metal–water
interfaces relied on particle insertion to access the spatially resolved
free energy.35,36 However, this approach is limited by the probability
of finding cavities in an MD simulation, which becomes increasingly
unlikely for larger ones. To drive the system to create larger cavities,
they need to be explicitly included in the MD, and their respective
free energy is calculated using free energy integration methods.15 In
this regard, our approach is similar to the work of Godawat and co-
workers, who investigated the cavity formation free energy at self-
assembled monolayers for large cavities (up to ∼10 Å).37

Exemplary cavity formation free energies FMBAR
cav for Pt(111) as

a function of distance and cavity radius are plotted in Fig. 1(c). The
results obtained for all other surfaces follow an analogous pattern;
see below and Fig. S1 of the supplementary material. At most neg-
ative zcav, the cavity is still completely inside the metal surface and
FMBAR

cav is correspondingly zero.
We do not include any interaction between the metal and the

cavity, since the focus of this work is to understand exclusively the
free energy cost of creating a cavity, aka free space, within the sol-
vent. In this regard, our approach is similar to the cavitation free
energy costs in implicit solvation models, which have no repul-
sive interaction between the cavity and the substrate.38 In order to
understand how repulsive interactions between the substrate and a
solute within the cavity would modify the overall free energy cost,
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FIG. 1. Cavity formation at a Pt(111)–water interface. (a) Snapshot from an MD simulation with an explicit cavity cap emerging from the metal surface. (b) Continuum Gibbs
model considering a sharp interface between the metal substrate and the solvent. The cavity creates new interfaces of the two subsystems with vacuum inside the cavity. (c)
MD-simulated cavity formation free energy FMBAR

cav as a function of distance of the cavity center to the Pt(111) surface zcav. Results are shown for different cavity radii from
2.5 to 5.5 Å. (d) Corresponding cavity formation free energy FGibbs

cav from the Gibbs model fitted to the MD data. Note that the fitting procedure includes a z-shifting (zoffset) to
align the curves in (c) and (d) (see the text).

we reevaluated the free energy calculations by adding a repulsive
metal–cavity interaction identical to the water–cavity interaction
(cf. Fig. S2 of the supplementary material), which leads to a sharp
increase in Fcav for zcav < rcav, but the profiles remain unchanged for
zcav > rcav.

With increasing zcav, the cavity formation free energy then rises
to an initial peak that is followed by a smaller peak or shoulder
before it reaches a constant plateau value. Since all investigated metal
surfaces in this study show perfect wetting (Wad > 2γlv) and are
hydrophilic,28 this overall pattern can be rationalized qualitatively in
a straightforward way by the additional cost to remove water from
the substrate. With the cavity cap emerging from the metal surface at
increasing zcav, more and more water molecules are displaced from
the interface to the bulk liquid. This leads to an increase in FMBAR

cav
up to a maximum, beyond which it reduces toward the bulk water
level, where the favorable substrate–water interface has been reestab-
lished. Obviously, both the initial peak and the plateau value thus
also scale with the size of the cavity.

As explained in Fig. 1(b), we can cast this qualitative under-
standing into a simple geometric Gibbs model39,40 that considers
the sum of infinitely sharp continuum interfaces introduced by the
cavity times their effective interface tensions,

FGibbs
cav = γSC ⋅ ASC + γLC ⋅ ALC − γSL ⋅ ASC

= γ̃ Me ⋅ ASC + γLC ⋅ ALC, (4)

where ASC is the contact area of the spherical cavity with the metal-
lic surface and ALC is the surface area of the cavity that is accessible
to the solvent [cf. dashed and dotted lines in Fig. 1(b), respectively].
γSC, γLC, and γSL are the effective interface tensions for the different
interfaces—solid–cavity (SC), liquid–cavity (LC), and solid–liquid
(SL), respectively. γ̃ Me = (γSC − γSL) thus introduces competitive
adsorption by accounting for the substrate-dependent differential
cost of removing water from the metal contact area instead of creat-
ing an equally sized internal water–vacuum interface as considered
in bulk solvation models.

As already mentioned initially, previous studies have clarified
that for small cavities, a purely geometric Gibbs model with size-
independent interface tensions fails in describing cavity formation
in the case of bulk solvation.7–9,12–15 We correspondingly fit Eq. (4)
separately to the MD data obtained for each cavity radius, i.e., γ̃ Me

= γ̃ Me(rcav) and γLC = γLC(rcav). The areas ASC and ALC are entirely
determined by geometric considerations and are given by the cav-
ity radius rcav, the cavity position zcav, and one offset fit parameter
zMe

offset(rcav), which accounts for the shift between the position of the
topmost metal layer atoms in the MD simulations and the idealized
position of the SLI in the continuum model. γLC(rcav) is assumed
to be independent of the metal surface, consistent with a substrate-
independent cavitation energy in bulk water. It is important to note
here that making interface energies in Eq. (4) size-dependent allows
us to capture any functional dependence on rcav, including from
common correction terms, such as the line tension. Figure 1(d)
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shows FGibbs
cav obtained from the fit for Pt(111). It compares almost

perfectly with the simulated FMBAR
cav shown in Fig. 1(c), except for the

second peak/shoulder. This feature is probably caused by the sec-
ond water layer, which is not accounted for in the present Gibbs
model and thus absent in FGibbs

cav . Previous studies on Au(100)36,41

and Pt(100)/Pt(111)35 reported a reduced cavity formation between
the first and second water layers for small cavities. In addition, the
study by Serva and co-workers reported that with increasing size,
this position becomes unfavorable because the gap between the lay-
ers fits only small cavities.36 Our results show the same behavior
for the small cavities (rcav ≤ 3 Å), for which the profile in Fig. 1(b)
shows a minimum between the two peaks caused by the water layers.
For larger cavities, this becomes a shoulder and the cavity is desta-
bilized compared to the bulk. A comparison of the heights of the
two peaks clarifies that the cavity formation energy at the interface
is dominated by the first water layer, which justifies the omission of
second water layer effects in our energy model. It should be kept in
mind, though, that the contribution of the second water layer can be
∼0.15 eV for larger cavities.

Figure 2 shows the cavity-size dependence of the parameters
γLC(rcav) and γ̃ Me(rcav) for Me = Pt. The results obtained for all
other surfaces are listed in Table S2 of the supplementary material.
Both interface tensions increase with cavity size. The roughly lin-
ear scaling for rcav ≲ 4 Å will lead to a cavity formation energy that
scales proportional to the cavity volume, as often also included in
continuum solvation models.38,42,43 The saturation of γLC(rcav) and
γ̃ Pt(rcav) slowly setting in for the larger rcav values, in turn, indicates
the approach to the area-scaling Fcav of an infinitely large cavity.
The absolute values of γLC(rcav) are in almost perfect quantitative
agreement with those determined in earlier bulk cavity formation
studies by Hummer et al.,13 Floris et al.,14 and Grigor’ev et al.9;
cf. Figure 2(b). We attribute the small differences at larger cavities
to differences in the employed water potential. The SPC model44

employed by Hummer et al. and us (CVFF)27 is known to underesti-
mate the surface tension of liquid water45 as compared to the TIP4P
model46 employed by Floris et al. and Grigor’ev et al.

We can accurately interpolate the similar and smooth size
dependencies of γ̃ Me(rcav) and γLC(rcav) with the following expres-
sions:

FIG. 2. Fitted parameters of the Gibbs model for the Pt(111)–water SLI as a func-
tion of cavity radius rcav. (a) Effective interface tension γ̃ Pt as extracted from the
MD simulations (circles) and fit according to Eq. (5) (solid line). (b) Same for the
effective surface tension for bulk water γLC (circles and solid line). The standard
deviation is smaller than the size of the marker. The crosses show the reference
data from bulk simulations of Floris et al. (blue),14 Hummer et al. (orange),13 and
Grigor’ev et al. (red).9

γ̃ Me(rcav) = kMe
0 /r2

cav + kMe
1 /rcav + γ̃Me

∞ ,

γLC(rcav) = kwater
0 /r2

cav + kwater
1 /rcav + γLV,

(5)

where γ̃Me
∞ is the difference of the macroscopic solid–vapor and

SL interface tensions and γLV is the afore-introduced macroscopic
surface tension of liquid water. The coefficients kwater

0 , kwater
1 (and

analogously kMe
0 , kMe

1 ) relate to the coefficients of the polynomial
expansion in rcav for the cavity formation free energy on the basis
of SPT as performed by Pierotti.11 Mapping this expansion in rcav
back onto surface areas (r2

cav) then naturally yields Eq. (5). The next
higher order term that is proportional to the cavity volume was
shown to be negligible at atmospheric pressures8 and is apparently
also not required for the data in Fig. 2. Within SPT, the coefficient
k1 is negative—consistent with the observations here—and related
to the density of the liquid and the curvature of the cavity.11,47 The
other coefficient k0 emerges from the atomistic dimension of the
cavity and is absent in macroscopic thermodynamic descriptions.8
Taking published γ̃Me

∞ for the employed interatomic potentials28 and
γLV from independent own simulations, we fit the coefficients kMe

0 ,
kMe

1 and kwater
0 , kwater

1 to obtain the accurate interpolations shown in
Fig. 2 for Pt(111) and in Fig. S1 of the supplementary material for
the other metals. The fitted coefficients for all interfaces are listed
in Table S3 of the supplementary material. This accuracy, together
with the overall similar size variations in γ̃ Me(rcav) and γLC(rcav),
suggests that SPT considerations apply as well for the free energy
cost of creating the two-dimensional cavity contact area at an SLI.

Furthermore, we performed additional free energy calcula-
tions for Pt(111) with a chain of cavities to test the applicability of
Eq. (4). The chain consists of three stacked cavities, where the lowest
cavity is centered in the interfacial water layer. We compared this
setup with results for a single cavity placed at the same position. For a
fixed total excluded volume, the two setups create different amounts
of the areas ALC and ASC. Since the chain creates less ASC, its cavity
formation free energy is for all investigated excluded volumes lower
than an equivalent single cavity at the interface, even though its
total surface area is greater. Applying Eq. (4) and taking the coef-
ficients from Table S2 of the supplementary material for both setups
yields results in good agreement with the free energy calculations.
These findings underline the possibility of separating interfacial
cavity formation into two components, which depend on the solvent
(γLC × ALC) and the substrate–solvent interface (γ̃ Me × ASC).

B. Variation with substrate
Figure 3(a) shows the MD-simulation results for the cavity for-

mation free energy for Ni(111), Au(111), and Pb(111) and for a
cavity radius of 5.5 Å. The corresponding data for the other metal
surfaces and cavity sizes are provided in Fig. S1 of the supplementary
material. All FMBAR

cav collapse for zcav > 11 Å. At these large distances
from the surface, the cavity is fully immersed in the water and we
consistently recover the substrate-independent bulk cavity forma-
tion free energy value. In contrast, a strong substrate dependence
results for the prominent first peak where the cavity cap emerges
from the surface—and to a lesser degree also for the small second
peak/shoulder attributed to the second water layer. Not surpris-
ingly from the perspective of competitive adsorption, this substrate
dependence correlates with the binding strength of the substrate.
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FIG. 3. Substrate dependence of the cavity formation free energy. (a) MD-simulated cavity formation free energy FMBAR
cav (solid lines) and fitted Gibbs model FGibbs

cav (dashed
lines) as a function of distance zcav above Ni(111), Au(111), and Pb(111). Shown are the data for a fixed cavity radius of rcav = 5.5 Å. (b) Fitted effective interface tension γ̃ Me

of the continuum Gibbs model as in Fig. 2(a), now for all eight metal surfaces.

It is much less favorable to form the cavity at the strongly bind-
ing Ni(111) surface as compared to Pb(111), and the ordering over
the eight metals for the formation cost follows the one, for example,
expected from the macroscopic work of adhesion of water at these
surfaces: Pt > Ni > Pd > Cu > Au > Ag > Al > Pb.28

As apparent from Fig. 3(a) and Fig. S1 of the supplementary
material, excellent fits to the MD data are also achieved for the other
metals and cavity sizes, which then allows us to conveniently dis-
cuss the variations over substrates and cavity size on the basis of the
γ̃ Me interface tension that contributes the competitive adsorption
related part to the overall cavity formation free energy. The corre-
sponding data summarized in Fig. 3(b) reveal a size dependence for
all metals that is analogous to the one discussed for Pt(111) before.
All γ̃ Me become smaller for smaller cavities. Intriguingly, they do so
with different slopes though. For the strongest binding surfaces with
the largest interface tension, the drop of γ̃ Me toward smaller rcav is
also strongest. Expressed in the parameters of the SPT equation (5),
the coefficient kMe

1 is thus always negative and more negative for the
stronger interacting substrates. This makes perfect sense as denser
liquids generally exhibit more negative k1 coefficients.8 All here

considered surfaces are wetting, which induces a water density peak
directly at the SLI; cf. Fig. S4 of the supplementary material. This
density peak is stronger for stronger interacting substrates, which,
in turn, leads to more negative kMe

1 coefficients.
This understanding suggests that kMe

1 should also correlate with
the adsorption energy of a single water molecule EH2O

ads , as the lat-
ter is a simple descriptor for the interaction strength at the SLI.
The same correlation with EH2O

ads should also hold for the γ̃Me
∞ para-

meter in Eq. (5), as this difference of the macroscopic solid–vapor
and SL interface tensions trivially relates to the work of adhesion at
the SLI for which the adsorption energy of a single water molecule
is again a suitable descriptor.48 In fact, we had already seen above
that γ̃ Me(rcav) for the larger cavity radius of 5.5 Å in Fig. 3(b) does
follow the ordering expected from the work of adhesion. Figure 4
confirms this expected linear correlation and demonstrates that it
also extends to the third parameter kMe

0 of the SPT equation (5).
Expecting that these simple correlations equally hold for other inter-
action potentials, for example, from first-principles calculations,
suggests then a computationally highly efficient approach to param-
eterize an interface-aware cavity formation free energy model for

FIG. 4. Simple descriptor for the parameter determination of the Gibbs model. Correlation of all three parameters of the SPT equation (5) for the interface tension γ̃ Me with
the adsorption energy of a single water molecule EH2O

ads : (a) kMe
0 , (b) kMe

1 , and (c) γ̃Me
∞

.
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FIG. 5. Comparison of the area-normalized free energy of formation F∗cav/(πr2
cav) of cavities positioned in the center of the density peak of the first water layer (Pt, Au: zcav

= 2.75 Å; Pb: zcav = 3.00 Å) using MD runs of 200 ps and 2.5 ns. The results are plotted against the (a) absolute size of the cavity and (b) the size of the cavity relative to the
nearest-neighbor distance dNN with a solid line serving as a guide to the eye. The results demonstrate that convergence is already obtained from 200 ps MD sampling and
that the oscillation frequency scales with the lattice of the underlying substrate. Further studies (see the text and supplementary material) confirm that they originate from the
sequential exclusion of water adsorption on different adsorption sites.

substrates from all across the periodic system and any surface orien-
tation. In this case, it would be sufficient to simulate ∼3 cavity sizes
for only two different materials to obtain the slopes and offsets of
Figs. 4(a)–4(c). From this, one can then infer the kMe

0 , kMe
1 , and γ̃∞

parameters (and therewith γ̃ Me) for any other material or surface
orientation based on the calculation of the adsorption energy of a
single water molecule.

C. Effect of the lattice
The careful eye notices that our fit to the data in Fig. 3(b)

is not perfect, but the data points rather oscillate around an aver-
age trend captured by the fit function. To further investigate this
behavior and demonstrate the overall convergence of our setup,
we performed a more detailed analysis for Pt, Au, and Pb. Only
cavities centered in the adsorbed water layer were considered; how-
ever, the studied size range was increased up to 9.5 Å and the MD
runtime was significantly extended to 2.5 ns. Free energy differ-
ences F∗cav are computed between all sizes and a reference calculation
without a cavity. Figure 5(a) displays the area-normalized quantity
F∗cav/πr2

cav from this and the previous set of calculations (cf. Fig. S1
of the supplementary material), demonstrating the overall conver-
gence and revealing that the oscillations are neither an artifact of
our free energy calculation nor the fitting procedure. Renormalizing
the cavity size to the substrates’ nearest-neighbor distances results in
the alignment of the oscillations across all substrates [Fig. 5(b)]. The
oscillations thus likely arise from the preference of water to adsorb at
specific sites, and an increase in the (normalized) cavity radius leads
to the sequential exclusion of different sets of adsorption sites and
thus oscillating cavity formation energies. As an example, the block-
ing of top sites demands less energy for the present force field (see
Table S4 of the supplementary material), leading to a shallow slope
between 1.7 ≤ dNN ≤ 2.0, while the blocking of fcc/hcp sites between
1.1 ≤ dNN ≤ 1.6 results in a steep slope. This hypothesis is supported
by the observed shifted oscillations, when placing the cavities at a

different lateral position (see Fig. S3 of the supplementary material).
Although these deviations of ∼0.1 eV from the average trend are
relevant for small cavities, their magnitude becomes increasingly
negligible compared to the overall free energy cost for larger cavities.
Similarly, the impact on the differences between different substrate
materials is only minor, which justifies our oscillation-free fit with a
smooth, low-order polynomial, as above.

Nonetheless, the choice of the force field plays a crucial role
in this regard. Static49,50 and dynamic51,52 first-principle calculations
have shown that water preferably adsorbs on the top site of the inves-
tigated metal surfaces. However, the employed force field predicts
adsorption on the threefold coordinated hcp and fcc sites (cf. Table
S4 of the supplementary material). Therefore, the oscillations in
Fig. S3(B) of the supplementary material should have a maximum
when we replace water from the favorable top site and a minimum
for the less favorable hcp/fcc sites for more realistic models. The
amplitude depends likely on the energetic difference between the
adsorption sites.

Finally, the interface tension γ̃ Me of the metal–water interface
and the convergence tendency (kMe

0 , kMe
1 ) against this value might be

affected by a different calculation method as well. However, the com-
parison with the existing theoretical and experimental benchmarks
in Sec. IV underlines that our results are within a reasonable range.

IV. SUMMARY AND CONCLUSION
Our results demonstrate that cavity formation at solid–liquid

interfaces is strongly substrate-dependent and that the observed
trends are fully consistent with the idea of competitive adsorption.
In general, cavitation energies Fcav increase with cavity size and sub-
strate reactivity. Both dependencies can be fully rationalized based
on a simple geometric Gibbs model that explains Fcav via the free
energy cost of introduced interfaces—namely the cavity–solvent and
cavity–solid interfaces. The creation of the cavity–solid interface is
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associated with removing interfacial solvent from a given surface
contact area, and, as a result, its energy cost correlates with the
adsorption strength of individual solvent molecules. Using expres-
sions from SPT, the parameters of the Gibbs model exhibit even a
simple, intelligible linear correlation with this adsorption strength.
On the one hand, this opens an avenue for the simple parametriza-
tion of a general interface-aware cavitation model that could replace
the existing bulk cavitation models in common implicit solvation
approaches. On the other hand, it suggests that the present insight
gained specifically for water is transferable to other solvents as well.

One shortcoming of the current setup is the omission of polar-
ization effects. Therefore, we computed the cavity formation energy
on Au(111) with a polarizable force field,53 which is based on the
same framework and adds a core–shell description for the metal. The
results agree well with the ones obtained from the non-polarizable
force field (cf. Fig. S6 of the supplementary material), which is not
surprising since the interface tensions of both models are similar
(γ̃ Au =0.30 J m−2 vs γ̃Au

pol = 0.32 J m−2).28,53

Apart from generating leads to improved solvation models, the
here identified trends also provide important insights into the gen-
eral relevance and effects of competitive adsorption. The observed
material- and size-dependence of the effective interface energies
leads to cavity formation energies for small adsorbates (rcav ≈ 3 Å)
that are, on the one hand, significantly smaller than that estimated
from the macroscopic interface tensions [e.g., by a factor of 2
for Pt(111)] and that, on the other hand, exhibit a smaller-than-
expected spread between the different substrates, which makes the
missing account in existing implicit solvation methods less dra-
matic.54 However, the account of competitive adsorption is crucial
for understanding the stability of large adsorbates.26,55–57 This is,
for example, already the case for phenol21,22,26,58,59 (rcav ≈ 4.35 Å),
for which the adsorption energy on Pt(111) in an aqueous envi-
ronment is smaller by 1.6 eV than in gas phase.26 While schemes
that include explicit solvation through QM/MM setups21 or the
three-dimensional reference interaction site model (3D-RISM)58

predict a comparable reduction as the experiment, current implicit
solvation models leave the adsorption energy in solvent essen-
tially unchanged.21,22,60,61 However, including cavitation free energy
costs via geometric considerations already explains an additional
energy cost of ∼0.95 eV, as estimated from our model and simi-
larly from the model of Akinola et al. (0.92 eV) when assuming a
contact area of ASC ∼ 60 Å226 and γ̃ Pt = 16 meV Å−2. An accord-
ing energy cost can be included in the non-electrostatic cavitation
energy descriptions of implicit models by making these curvature-
and substrate-dependent—a possible pathway for future improved
implementations.

Another important aspect of competitive adsorption in solvent
is the reduction in reactivity differences between different substrates
or adsorption sites. This arises from the fact that reactive sites
are typically more reactive toward not only a given adsorbate but
also the solvent molecules, thus leading to higher cavitation costs
at more reactive sites and thus to differences in adsorption ener-
gies in solvent that are smaller than in vacuum. Trends such as
prevalent volcano plots in surface catalysis may, therefore, be dis-
torted when computed in vacuum, with the amount of distortion
depending on overall reactivity, e.g., the coordination of considered
adsorption site.60,62 As an example, reactive edge and kink sites that
are characterized as too strongly binding or poisoned in vacuum

calculations might as well exhibit suitable reactivity upon immersion
in solvent.

SUPPLEMENTARY MATERIAL

The supplementary file contains the following:

● Table S1: The lattice constant and number of water
molecules for each investigated system.

● Table S2: The effective interface tensions for all investigated
sizes and interfaces.

● Table S3: The polynomial coefficients to fit the size-
dependent interface tensions.

● Table S4: Adsorption energies of a single water molecule on
each metal surface for the different adsorption sites.

● Figure S1: Free energy profiles of all metal–water interfaces
for all investigated sizes.

● Figure S2: Free energy profiles of all metal–water interfaces
for all investigated sizes, including a repulsive metal–cavity
interaction.

● Figure S3: Comparison between the cavity formation free
energy at the Pt(111)/water interface for the adsorption on
the top and hcp site.

● Figure S4: Oxygen density profile along the surface normal
and areal density of adsorbed water molecules on the studied
metal substrates as a function of adsorption energy.

● Figure S5: Weeks–Chandler–Andersen potentials for the
seven investigated cavity sizes.

● Figure S6: Comparison of cavity formation energies at
the Au(111)/water interface as obtained from the non-
polarizable and polarizable force fields.

● Figure S7: Comparison of cavity formation energies at the
Pt(111)/water interface as obtained for two different cavity
geometries (one sphere and a chain of three spheres).
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The results of the interface tensions for all investigated sys-

tems and the obtained coefficients for Eq. (5) are tabulated in the
supplementary file. In addition, it contains information about the
setup (lattice constant and number of water molecules) for each
system.

The data for the energy profiles (resulting from the free
energy integration, the initially fitted Gibbs model, and the model
using the observed linear relations) are uploaded to https://doi.org/
10.17617/3.WERJXN, together with an exemplary input script.

APPENDIX: EFFECTIVE SURFACE TENSION OF WATER

The effective surface tension for bulk water γLC(rcav) was fit-
ted to the free energy profile in the range between ztop + rcut+ 5 Å
and ztop + rcut+ 10 Å. This ensures that the cavity is always fully sur-
rounded by bulk water, and therefore, the cavity formation energy
is constant. After fixing γLC(rcav), the effective interface tensions
γ̃ Me(rcav) and zMe

offset were fitted through Eq. (4) and shifting of the
free energy profile. The macroscopic surface tension of liquid water
γLV was calculated from the ensemble-averaged pressure tensor63 via

γLV =
Lz

2
⟨pzz −

1
2
(pxx + pyy)⟩. (A1)

For this purpose, we created a cube of (40 Å)3 filled with 2140 water
molecules. After adding 30 Å of vacuum along the z direction on
both sides and running an NVT-MD for 10 ns, we determined a
surface tension of 48.2 mJ m−2.
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