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Abstract

Recent experimental findings reveal non-conventional fluorescence emission in sys-
tems devoid of conjugated bonds or aromatic compounds, termed Non-Aromatic Fluo-
rescence (NAF). This phenomenon is exclusive to aggregated or solid states, remaining
absent in monomeric solutions. Previous studies on small system models in vacuum em-
phasize that the carbonyl stretching mode, along with the strong interaction of Short

Hydrogen Bonds (SHBs), remains the primary vibrational mode explaining NAF in
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these systems. This work investigates NAF in the crystal structure of L-pyroglutamine-
ammonium, comparing it with the related non-fluorescent amino acid L-glutamine.
Employing Density Functional Tight Binding (DFTB) theory in combination with
Non-Adiabatic Molecular Dynamics (NAMD) and the Mixed Quantum/Molecular Me-
chanics (QM/MM) approach, we simulate larger model systems and consider the effects
of the surrounding environment. Our results on more realistic systems align with previ-
ous reports using higher-level theories. Moreover, our study demonstrates the efficacy
of DFTB in elucidating the intricacies inherent to NAF, underscoring the qualitative
insight into this novel optical property. Beyond contributing to the ongoing explo-
ration of NAF, this work forms the basis for delving further into the complexities

characterizing non-aromatic systems within the fluorescence paradigm.



1 Introduction

Over the last decade, a growing body of experimental evidence has revealed the emergence of
non-conventional fluorescence signals in biomolecular systems. In contrast to our standard
spectroscopic intuition attributing fluorescence in biological systems to aromatic or conju-
gated groups, recent intriguing experiments have shown that non-aromatic systems exhibit
inherent absorption and fluorescence in the UV-Visible range.** These fluorescent signals
appear to be enhanced in aggregated forms, analogous to the aggregation-induced emission

observed in organic materials®® Noteworthy examples include amyloid structures,” indi-
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vidual amino acids, compounds derived from amino acids, poly-amidoamines®® and

small organic molecules.™#1°

While the detailed molecular mechanism underlying Non-Aromatic Fluorescence (NAF)
remains an open question, several possible explanations have been proposed.™ These include
electron delocalization along peptide bonds in ordered secondary structures,® the constriction
of the carbonyl stretching mode caused by intense local interactions such as strong hydrogen
bonds,*#1% proton transfer along short hydrogen bonds"™ and inter-residue charge-transfer
excitations followed by charge recombination.* These molecular phenomena are believed
to introduce low lying fluorescent electronic states in the visible regime arising from the
supramolecular assemblies that do not rely on the presence of w-delocalized electrons. Since
fluorescence emission involves the de-activation from electronic excited states, it requires a
complex interplay involving the dynamics of both nuclear and electronic degrees of freedom
which are notoriously difficult to model.

Over the last few years, our group has been leading theoretical and computational ef-
forts to investigate the spectroscopic origins of this phenomenon. 121818 We have recently
investigated NAF in model amyloid proteins®* and L-glutamine/L-glutamine-derived*#¢
amino-acids combining both experiments and theory. Employing Trajectory Surface Hop-
ping (TSH),™ simulations at a Time Dependent Density Functional Theory (TD-DFT)
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level,“* we have shown that carbonyl groups (CO) appear to play a critical role in modulating



the observation of NAF in a wide variety of systems.

Upon an initial photo-excitation to the first excited state S;, which is mainly localized
around the CO group, strong inter-molecular interactions involving hydrogen bonds within
certain biological aggregates hinder the stretching of the CO bond. This leads to a re-
striction of the non-radiative relaxation pathways, subsequently boosting the fluorescence
quantum yield. The CO stretching mode is, at the same time, strongly coupled to other
vibrational modes involving the amide bond which appear to be modulated by local envi-
ronmental effects. Our previous research has been based on dimer model systems carved
out of crystal structures; in these studies we have accounted for the steric effect of the
surrounding molecules by incorporating specific constraints in our simulations.?*24% The
computational demands associated with simulating the photophysics of these systems make
TSH calculations extremely intensive. Furthermore, the inherent variability in the electronic
relaxation pathways can introduce slow convergence problems. Consequently, a substantial
number of trajectories becomes essential to derive meaningful and reliable results. We have
recently employed hybrid Quantum-Classical Mechanical (QM/MM) approaches to enable
a realistic description of the environment effects on the fluorescence.*® However, the com-
putationally tractable sizes of the quantum mechanical region are severely limited. These
limitations have sparked our interest in exploring alternative methods to effectively tackle
these challenges. In this regard, Density Functional Tight-Binding (DFTB),“#4¥ an approx-
imate method based on Density Functional Theory (DFT), has emerged as a promising
approach. DFTB achieves computational efficiency through a combination of the two-center
approximation, pre-tabulated integrals, and the use of a minimal basis set.**® This accel-
erates DFTB calculations by a factor of 2-3 compared to traditional DFT.*” Moreover, the
pre-tabulation of integrals at DFT level ensures the precision of DF'TB in predicting elec-
tronic properties for molecular, nano, and periodic systems, effectively emulating DFT .22
This framework has also been extended to include the modeling of excited state dynam-

ics leading to the Time-Dependent Density Functional Tight-Binding method (TD-DFTB).



These extensions include both the frequency™**#(TD-DFTB) and the time domain“>* (real-
time TD-DFTB). In addition, TD-DFTB has been coupled to the Ehrenfest approach®*36
and TSH="* to perform non-adiabatic dynamics.

The goal of this work is to comprehensively assess the potential of the TD-DFTB method
in investigating the photophysics underlying NAF phenomenon employing the DFTB+
code.*¥ The primary focus of our investigation is on amino-acid crystals which have recently
been studied in our group using both ab-initio electronic methods (TD-DFT) and experi-
ments. It was found that L-glutamine, characterized by regular hydrogen bond interactions,
is a non-fluorescent system. However, following a chemical transformation into L-pyro-
ammonium (pyroglutamic acid complexed with an ammonium ion), the system undergoes
a transition to a short hydrogen bond configuration and displays a remarkable fluorescent
signal. (Panels a and b of Figure [l|show the molecular structure of these systems.). By com-
paring and contrasting the mechanisms obtained with TD-DFTB to our previous work, we
demonstrate that the DFTB approach correctly captures the non-radiative decay pathways
occurring in L-glutamine as well as the origins of fluorescence in L-pyro-ammonium. With
this validation in hand, we use TD-DFTB to understand the role of environmental effects
using a QM /MM approach allowing for an accurate characterization of the experimentally
observed Stoke-Shift between the excitation and emission spectra in this system. We also
highlight aspects of non-radiative decay mechanisms which are different from our previous
studies paving the way for future directions and developments needed to use Tight-Binding

approaches to study non-aromatic fluorescence.

2 Theoretical Approaches

The objective of this section is to provide a background on the various theories and techniques
employed in our methodologies to study non-aromatic fluorescence. In this section, we will

summarize some of the most important aspects of DFTB, as well as its Time-Dependent



extension to the frequency domain (TD-DFTB), with a special focus on the implementations
made in the DFTB+ code.?Y Additionally, we will describe the key aspects of non-adiabatic
dynamics in the context of Trajectory Surface Hopping (TSH), with a specific emphasis on

the different analytical expressions used to calculate the non-radiative probability decay.

2.1 Density Functional Tight-Binding (DFTB and TD-DFTB)

DFTB equations are derived from DFT by expansion of the total energy in a Taylor series
of the electron density fluctuations dp around a reference density p°.#” The chosen reference
density is usually a summation of overlapping, spherical and noninteracting atomic charge

densities. Up to the third order, the total energy can be approximated as:*

EPFT° + 6p] = E°[p°) + E™[0°, 6p] + E™[p°, (6p)%] + E*[p°, (6p)*). (1)

The initial term E° can be represented by summing pairwise repulsive potential energies

E’E. The truncation up to first order in the energy can be expressed as

occ.
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where (1] is the i*" molecular orbital in a linear combination of atomic orbitals (LCAO), n;
is the occupation and H[p°] is the Hamiltonian operator in a two-center approximation.

In the second-order DFTB (DFTB2) method, the E*"? term is incorporated through a
monopole approximation,?® where the electron density fluctuations are approximated as a

sum of atomic Slater-type spherical charge densities:

1
EDFTB2 _ pDFTBL | 5 Z’YABAC]AA(]B. (3)
AB

Here, Ag, is the Mulliken charge on atom A and 45 represents the electron interaction of

two Slater-type spherical charge densities on atoms A and B. The inclusion of the second



term requires a self-consistent solution since the Mulliken charges depend on the molecular
orbitals. This provides a more accurate description of charge-transfer and charge-charge
interactions.

DFTB3 allows the chemical hardness of an atom to change with its charge states by

including third order terms:

1
EDFTBS _ pDFTB2 | 3 Z TaA¢3Ags, (4)
AB

where I"4p is the derivative of 745 with respect to the Aga.
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Corrections for both van-der-Waals and hydrogen-bonding interactions were also
implemented in the method owing to the fact that these types of weak interactions are not
accurately captured by DFT based methods including DFTB.

Within the DFTB+%" code there are several available approaches to determine excited
states. We employed the Casida formalism®!' which within the framework of DFTB, follows
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the same ansatz as in the original version of TD-DF The electronic excitation energy

wy in TD-DFTB can be obtained by solving the following eigenvalue problem:
OF ; = w?F;. (5)
Here, € is the response matrix and its elements are
Qijokir = 0ik0ji00rws; + 21/@55 Kijo pir /Wt (6)

where w;; = €; — €, i,k and 7,1 are occupied and unoccupied KS orbitals respectively, o
and 7 are spin indices, whereas K is the so-called coupling matrix. Within the monopole
approximation, the coupling matrix elements K, 1 adopt simple expressions, reducing the
¢ 33

computational cos

Moreover, the incorporation of long-range corrections into the two-electron integrals have



also been implemented in the DFTB+ code®® with the aim to provide a reduction in the
self-interaction error in DFT (and also present in DFTB) yielding a correct behaviour of
the asymptotic potential. This implementation along with a new reparametrization of the
Slater-Koster parameters enables a more accurate description of the excited states, mainly

for those which involves charge transfer excitations.*"

2.2 Trajectory Surface Hopping (TSH)

Trajectory Surface Hopping (TSH) is one of the most widely employed techniques to model
non-adiabatic dynamics.”Y’ The non-radiative relaxation is a non-equilibrium process and
therefore the dynamics strongly depends on the initial conditions. For this reason, the sim-
ulation of a large number of thermally distributed independent trajectories, with varying
initial conditions becomes essential.***? In each TSH trajectory, the electronic states are
propagated using quantum mechanics, while the nuclear motion is handled classically em-
ploying the forces coming from a single potential energy surface from the quantum method.
For more information on the theoretical and practical details, the reader is referred to pre-
vious studies.”?Y Bellow, we highlight specific details relevant to our present work.

The TSH workflow involves propagating the system on distinct potential energy surfaces.
At each timestep, the non-radiative probability is computed and a stochastic algorithm is
employed to decide which potential energy surface the system will proceed along. The most

common expression for the transition probability is the fewest switches surface hopping

(FSSH) proposed by Tully:1

Bt Cy(t) O () g (1)
Pyt =2 [ = !

The g;; terms are the non adiabatic coupling (NAC) elements, one of the key components

in non-adiabatic dynamics. Several alternatives approaches have been developed in order to
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avoid the explicit determination of the non adiabatic coupling elements, since sometimes



there are no analytical expressions available or because they are computationally expensive
to determine for large systems. One of the most popular in this context is the Landau-Zener

(LZSH) approximation:°4

where AE;; is the adiabatic energy gap.”"? Within the context of our TD-DFTB sim-
ulations, we employ the LZSH approximation instead of Tully’s method due to its easy

implementation into our computational framework.

3 Computational Details

In this section, we summarize the computational protocols applied to L-glutamine (L-gln)
and L-pyroglutamine ammonium (L-pyro-amm) to simulate the ground-state molecular dy-
namics in periodic boundary conditions, the determination of the absorption spectra, the ex-
cited states surface hopping dynamics and finally the QM /MM simulations with DETB/TD-
DFTB. In the present study, we employed the DFTB+ package” for the electronic structure
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calculations. The Genesis software was used to perform classical and QM /MM simula-

tions.

3.1 Ground State DFTB Molecular Dynamics

Ab-initio molecular dynamics simulations of both L-gln and L-pyro-amm were conducted
using DFTB in the ground-state in periodic boundaries conditions (PBC) using the gamma
point. The initial coordinates for both systems were obtained from previously resolved
crystallographic structures (CSD 1169316°% and 1981551%¢). We employed third order cor-
rections in the Hamiltonian with the corresponding Slater Koster parameters 3ob™” as well

as D3 Grimme corrections.*? Molecular dynamics simulations were conducted for a total of



600 ps for each system using a timestep of 0.5 fs and within the NVT ensemble using the
Berendsen thermostat with a coupling of 0.1 ps~!. For all the analysis, the first 20 ps were
discarded as equilibration. As will be shown later, we compare some of the ground-state
structural properties obtained from DFTB to those obtained with DFT. Details of these
simulations can be found in the Computational Methods Section of a previous work in our

group.*

3.2 Absorption Spectra

After conducting the DFTB simulation in the ground state for L-gln and L-pyro-amm,
we proceeded to extract frames at intervals of 500 fs. A total of 1000 frames were used to
compute the absorption spectra for each system with the aim to allow for adequate structural
fluctuations in the crystal and their subsequent coupling to electronic transitions.

These calculations were carried out within the TD-DFTB method. To account for the
correct description of the excited states, we also incorporated Long Range Corrections (LC)
with the appropriate Slater-Koster files.*” A total of 100 states were calculated for each
snapshot employing the Casida algorithm. The final absorption spectrum for each system
was generated by averaging the frames, and each individual band was broadened using a

Gaussian function with a Full Width at Half Maximum (FWHM) of 5 nm.

3.3 Excited State Molecular Dynamics in Gas Phase

TSH simulations were performed on dimer model systems carved out from the crystal struc-
tures of L-gln and L-pyro-amm. The dimer models were carefully selected to preserve the
Short Hydrogen Bonds (SHBs) in L-pyro-amm and the normal Hydrogen Bonds (HBs) in
L-gln. These simulations were conducted with the dimer in the gas phase. To account for
the crystallographic environment, we applied atom constraints on specific selected atoms
(see Figure S1 in the Supplementary Information).

Our protocol to generate the initial conditions consists of performing 6 ns long classical
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molecular dynamics simulations using the Generalized Amber Force Field (GAFF)® for both
model systems with a timestep of 1 fs and a thermostat constant of 1 ps~!. From these long
simulations, a total of 600 configurations were selected with a spacing of 10 ps. For each of
these 600 configurations, ground-state simulations were continued using DFTB as described
earlier in section for 2 ps each at 300K.

TSH simulations were started with the system in the electronic state S; corresponding
to the initial photo-absorption. The dynamics were then performed in the NVE ensemble
for 250 fs using a timestep of 0.5 fs with TD-DFTB as described in section [3.2l At each
timestep, the probability of non-radiative decay was calculated using the LZSH algorithm
(Equation [g).

As noted earlier in the Introduction, one of the goals of this work is to compare and
contrast the underlying non-radiative decay mechanisms associated with non-aromatic fluo-
rescence obtained with TD-DFT in our earlier work"® to TD-DFTB. It is therefore important
to recall two important differences. Firstly, the use of TD-DFTB expands the statistics of
TSH trajectories by a factor of 3 (600 vs 200) in the case of L-gln and a factor of 6 for
L-pyro-amm (600 vs 100). Secondly, as already indicated earlier, the TD-TBDFT hopping
events between different states are performed using LZSH (Equation [8)) while in our previous
TD-DFT simulations, were conducted with FSSH (Equation . Despite this methodologi-
cal difference, the comparison between the two approaches remains valid, as both theories
have been extensively tested and compared in several works,®™%3 demonstrating consistent

results.

3.4 QM/MM Simulations

In addition to simulations of the dimer in the gas phase, we also conducted the QM/MM
simulations in order to understand the role of the environment.%*%' This method involves
partitioning the system into two distinct regions, namely a QM and MM, and describing the

coupling between these regions using the electrostatic embedding approach.%>%? To investi-
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gate the radiative and non-radiative process in both systems, we selected two different QM
sub-systems for L-pyro-amm, the dimer and unit cell, while for L-gln we studied the unit
cell.

To construct the system, we began by replicating the unit cell of the crystal structure
in all three directions resulting in a supercell comprising 375 unit cells for both L-gln and
L-pyro-amm. The subsequent step involved a classical equilibration at room temperature
for 10 ns with a timestep of 1 fs. Classical parameters for bonded and Lennard-Jones were
adopted from GAFF® and for treating the electrostatics we used Mulliken charges which
were extracted from optimized crystal structures using DFTB in PBC (see section . A
total of 10 snapshots were extracted from the simulations.

After selecting the QM region, QM /MM ground state dynamics simulation of 25 ps each
were conducted with the same simulation protocol for each snapshot. From the last 20 ps
of these simulations, we extracted 20 frames for each trajectory to calculate the absorption
spectra using TD-DFTB in the crystal environment (see section. A total of 200 snapshots
were utilized for the absorption spectra.

In addition, we performed TSH simulations for each of the QM sub-system with the aim
to study the emission as well as the photo-physical relaxation of the S; state of these sys-
tems. TSH simulations started from the S; electronic state employing the initial conditions
generated in the previous step for a total of 1 ps, with a timestep of 0.5 fs within the NVE
ensemble. A total of 10 TSH dynamics were conducted for each system using the same

methodology described section [3.3]

4 Results and Discussion

4.1 Ground State Properties in Molecular Crystals

Before analyzing the optical properties of these non-aromatic systems with TD-DFTB, it is

necessary first to verify the quality of the hydrogen bonds (HBs) description, in particular
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the difference in the distance and its strength for the L-Pyro-Ammonium (L-pyro-amm) and
L-Glutamaine (L-gln) in the crystal structures, since this property plays an important role
in the fluorescence. 212 Figure [1] shows the probability distribution function (PDF) obtained
from ab-initio ground state molecular dynamics with PBC (see section for the typical
descriptors employed to describe the HBs including the proton transfer coordinate (PTC) and
bond distance (BD) between the two heavy atoms among which proton transfer potentially
occurs. BD is defined as the distance between O and N atoms in the case of L-gln (panel a
and c) and the distance between the two O atoms in the case of L-pyro-amm (panel b and
d). The PTC is defined as the distance difference between the O-H and N-H in L-gln (panel

e) and between the two O-H involved in L-pyro-amm (panel f).
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Figure 1: Unit cell crystallographic geometries for L-gln (panel a) and L-pyro-amm (panel b),
where the blue circles highlight the HBs and SHBs, respectively. Histograms of BD (panels
c and d) and PTC (panels e and f) obtained from an ab-initio ground state dynamics with
PBC using DFT (blue line) and DFTB (red lines)

Overall, we observe that DFTB works very well at reproducing the properties of the HBs
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in both L-gln and L-pyro-amm. Specifically, the bond lengths associated with the SHBs are
shorter than those of normal HBs comparing the two systems (2.4 — 2.6 Avs 2.7 — 3.0 A).
Another important feature of the SHBs in L-pyro-amm was the proton transfer, which has
been observed in our previous DFT simulations.*# This is reflected in a double-well potential
along the PTC. Panels e and f show that DFTB accurately reproduces this feature for the
SHBs and the single asymmetric well of the normal HBs. Given the nature of the DFTB

method along with its various approximations, we find the agreement very encouraging.

4.2 Absorption Spectra in Molecular Crystals

With the ground-state configurations obtained from the ab-initio MD, we next turn to ex-
tracting the absorption spectra. Figure 2| shows the absorption spectra for L-gln and L-pyro-
amm obtained experimentally’® (left panel) as well as the calculated with TD-DFTB (right
panel). As one can observe, an important difference between the two systems is the extent of
the red-tail /edge excitation that is significantly more pronounced in the case of L-pyro-amm.
In the case of L-gln, the absorption peaks are below the 250 nm and outside the window
of experimentally detectable wavelengths. On other hand for L-pyro-amm, there is a very

pronounced red-edge excitation tail ranging from 250-400 nm.
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Figure 2: Absorption UV-Vis Spectra for L-Glutamine and L-Pyro-Ammonium. Left panel
shows the experimental data, extracted from reference.® Right panel shows the calculated
average spectra using TD-DFTB. Red lines correspond to L-pyro-amm system while blue
lines for L-gln.

The right panel of Figure [2] depicts the average calculated absorption spectra obtained
for both systems using 1000 snapshots each, at the level of TD-DFTB. Interestingly, we
observe that TD-DFTB reproduces the correct experimental trends comparing L-gln and
L-pyro-amm. Analysing the transitions involved in the UV-Vis energy range (330-370 nm)
we found that the main molecular orbitals that explain these transitions involve significant
contributions coming from the carbonyl bonds and the SHB (see Figure S2 in the Supple-
mentary Information). It is also worth noting that this prediction is also fully consistent

with the results that were previously obtained at TD-DFT level in our previous work.*2

4.3 Excited State TSH Simulations in (Gas phase

The two molecular systems (L-gln and L-pyro-amm) display substantially different photo-
physical properties. Specifically in L-pyro-amm, non-radiative decay pathways are effectively
shut off'? thereby enhancing the excited state lifetime and subsequently increasing the flu-
orescence yield. From the TSH simulations on both systems, we extracted the average

populations of the S; and Sy electronic states over time which are illustrated in Figure |3 for
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the dimer systems in vacuum. The solid lines come from the TD-DFTB simulations in this
work, while the dotted lines are obtained from our previous TD-DFT calculations.*® From
the evolution of the electronic states, we can observe that TD-DFTB captures the essential
photophysics of both systems. In L-gln dimers, an ultra-fast non-radiative decay is evident,
with a characteristic lifetime of ~90 fs for TD-DFT and ~50 fs with TD-DFTB. Conversely,
L-pyro-amm exhibits a much longer S; lifetime with both theory levels. These findings are
again, fully consistent with the experimental findings"? where fluorescence is only observed

in the L-pyro-amm molecular crystal.
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Figure 3: Average populations of the electronic states obtained from TSH trajectories for
L-gln (left panel) and L-pyro-amm (right panel) dimer systems in vacuum. Results using
TD-DFT are depicted as dotted lines while those obtained with TD-DFTB in solid lines.
The evolution of S; and Sy are denoted in red and blue lines, respectively.

In our previous studies employing TD-DFT, we observed that the transition from S; — .S
occurs via a conical intersection (Coln) where the essential vibrational modes coupled to
the process involves the extension of the carbonyl bond, proton transfer along the SHB,
and finally, the deplanarization of the amide group. Examining each of these modes in
the ground and excited state as well as near the Coln, a very specific structural signature
becomes apparent. Figure 4| depicts the histograms for each of these modes obtained from

TSH simulations employing both TD-DFT (top) and TD-DFTB (bottom) theory levels for
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L-gln dimer.
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Figure 4: Structural features characterizing ground and excited states as well as Coln cross-
ing for L-gln system. Molecular structures showing the parameters to describe the carbonyl
stretching (panel a), the proton transfer (panel d) and the deplanarization (panel g). Proba-
bility Distribution Function (PDF) for the CO distance (panels b and ¢), PTC (panels e and
f) and Deplanarization modes (panels h and i) for L-gln dimers in vacuum obtained from
TSH trajectories using TD-DFT (middle panels) and TD-DFTB (lower panels). All PDFs
were normalized independently.

The comparison between TD-DFTB and TD-DFT reveals excellent agreement both in
terms of the overall trends observed but also in the specific details of how the modes change
during non-radiative decay. This is a clear evidence of the high degree of distortions ex-
perienced by the system upon excitation, in which the minimum on both potential energy

surfaces S7 and Sy are shifted between each other, a feature that is captured by the Tight
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Binding (TB) approach. In particular, we observe that an additional stretching for CO re-
spect to Sy distribution is necessary for the system to reach the Coln (green lines in panel
b and c). Similar behavior is also observed for the PTC (panels e and f). The primary
difference arises in relation to the deplanarization mode. In TD-DFT (panel h), we observe
a higher degree of deplanarization at the Coln compared to the distribution of this mode
in the Sy state. In contrast, although the distributions obtained with TD-DFTB reflect
the same trends (panel i), the deplanarization mode appears to be much more constrained
compared to our previous findings. Despite the differences, it should be underscored that,
based in our previous work,™ the deplanarization mode is less critical for the photophysics
of both L-pyro-amm and L-gln.

We next turn to comparing the behavior of the non-radiative decay modes that are
important for L-pyro-amm. Since this system is fluorescent, extracting the decay mechanisms
that emerge from the excited state simulations is particularly challenging due to the fact that
there are fewer statistics of reactive events. In our previous study™® for example, out of a
total of 100 trajectories, 4 displayed non-radiative decay from the excited to the ground-state.
Employing excited states simulations for L-pyro-amm as well as model peptides inspired
from the amyloid proteins, we demonstrated that a key ingredient for enhancing excited
state lifetime is facilitated when the position of the minima for the Sy and S; states overlap,

which effectively makes the conical intersection much less accessible.t?
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Figure 5: Structural features characterizing ground and excited states as well as Coln cross-
ing for L-pyro-amm system. Molecular structures showing the parameters to describe the
carbonyl stretching and the proton transfer are in panel a and d, respectively. Probability
Distribution Function (PDF) for the CO distance (panels b and c), PTC (panels e and f)
for L-pyro-amm dimers in vacuum obtained from TSH trajectories using TD-DFT (middle
panels) and TD-DFTB (lower panels). All PDFs were normalized independently.

In Figure |5| we show the most relevant features, namely the carbonyl stretching and the
proton transfer modes obtained from the TSH simulations at TD-DFT and TD-DFTB levels.
Specifically, we are able to reproduce the significant overlap in the distribution of the two
modes between the S} and Sy electronic states (red and blue lines). These findings indicate
that the energy minimum in the potential energy surfaces for each of these modes do not
exhibit significant displacement, suggesting that these modes are restricted in L-pyro-amm.
This feature is also fully consistent with typical aromatic fluorescent systems,® where the

restriction arises from the high electron delocalization in the planar arrangement of these
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compounds. In the case of non-aromatic systems, like the ones we are tackling, the strong
interactions due to SHBs induce this restriction on different modes.

It is important to highlight when comparing the top and bottom panels of Figure []
that due to the reduced computational complexity, we are able to run significantly more
TSH trajectories compared to our previous TDDFT simulations (600 vs 100). DFTB thus
permits the observation of many more non-radiative decays yielding statistics which allow the
construction of histograms of various modes near the Coln, for instance the green distribution
in the case of TD-DFTB represents 122 decays (panels ¢ and f) and the green vertical lines
for TD-DFT represents only 4 decays (panels b and e). The examination of the distribution
of these modes at the Coln reveals that the mechanism observed in L-pyro-amm is similar
to that observed in the L-gln system. Specifically, we find with the DF'TB approach that
the CO stretching mode undergoes two distinct signatures at the Coln. One exhibits a
more subtle stretching in comparison to the distribution of Sy, while the other shows a more
significant stretching of approximately 1.6A (green line in panel ¢ in Figure . Our previous
TDDFT simulations sample a few events between these two peaks.

The effect of having more statistics with DFTB is observed more clearly in the PTC
distributions (panels e and f) which display more structure compared to those obtained
with TD-DFT. For example, we can capture the double-well character of the PTC (blue
line in panel f) with TD-DFTB, while with TD-DFT we observe one main peak along
with a shoulder (blue line panel e). A distinction emerges when comparing the behavior
of proton transfer between the excited and ground states in TD-DFTB. Notably, in the
excited state, there is a significant reduction in proton transfer events, evidenced by the
presence two peaks located at +0.5 Awith difference intensity in the PDF (depicted by the
red line in panel f). A similar trend is observed in TDDFT, albeit with less intensity. In this
case, a narrow distribution is noted in S; compared to the ground state, with the hydrogen
positioned equidistant from the two oxygen atoms involved in the SHB (illustrated by the

red line in panel e). Additionally, we observe that the SHB experiences a deformation at
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the Coln (green line in panel f in Figure , transforming into a transient normal HB. This
is evident from the peaks at higher values of approximately +2.5A4, which is also present in
TD-DFT (green bars in panel e). Although we cannot rule out the possibility that some of
these differences arise from the underlying potential energy surface along various vibrational
modes, the limited statistics with TD-DFT are more likely to be the source of the differences
we observe. However, we can see that the mechanism predicted by TD-DFTB is in excellent

agreement with our previous works.12-10

4.4 Optical Properties in Realistic Biological Environments

The preceding results provide evidence that DFTB is a very viable approach for studying the
non-radiative decay mechanisms in organic molecular crystals implicated in non-aromatic
fluorescence. In the following section, we turn to using TD-DFTB to study the optical
properties of L-gln and L-pyro-amm where the environment is included in a more realistic

manner within a QM/MM framework.

4.4.1 L-Pyro-Ammonium

We constructed two model QM regions embedded within an MM crystallographic environ-

ment including a dimer and the unit cell as shown in the Figure [6]
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Figure 6: Dimer and Unit cell systems in the QM/MM simulations. The QM region is
depicted in ball and stick while the MM in line representations. The real systems were repli-
cated in the three directions; for the sake of clarity, here we are showing a 2D representation.

The experimental data used to compare the optical properties in this system was the
excitation and emission spectra, as reported in ref.22 Therefore, to allow for a one-to-one
comparison, we determined the excitation spectra instead of the absorption. To compute
the absorption spectra, one has to include all the electronic states in the UV-Vis range (250-
400 nm), while to determine the excitation spectra in general one includes only the first
few transitions. We chose to compute the excitation spectra using only the first transition
(Sy — S1). This decision is grounded in the well-established mirror image rule,%? which
states that if the emission spectrum of a fluorophore mirrors its absorption or excitation
spectra, implying that the probability of the S; — Sy transition matches that of the Sy — S
transition. Indeed we observe that this feature is observed in the experimental spectra shown

in the right panel of Figure [7]
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Figure 7: Excitation (solid lines) and Fluorescence (dashed lines) spectra for L-pyro-amm.
Left panel shows the average spectra obtained from QM/MM simulations using the dimer
(red line) and the unit cell (blue line) in the QM region. Right panel shows the experimental
spectra (extracted from reference,™ red line) and the average calculated from the QM /MM
simulations for the unit cell in the QM region, where the calculated spectra were shifted to
match the maximum in the experimental fluorescence spectra.

Left panel in figure [7| shows the results for both QM systems in L-pyro-amm in the
QM/MM simulation. We can observe that both systems show similar excitation maximum
(approx. 215 nm) and emission (approx. 290 nm). When we compared these values with
the experimental data (red lines in the right panel) we observe notable differences. This
finding is a well know fact that TD-DFT and therefore in its approximated variant TD-
DFTB, tend to exhibit a notable shift in the absolute magnitude of the transition energies
when comparing with experimental measurements. 7™ An additional factor contributing to
the discrepancy between our computational outcomes and experimental findings lies in the
inherent limitations of the QM /MM approach in representing the environmental effects. As
demonstrated in Section our methodology achieves outstanding agreement when em-
ploying ab-initio ground state simulations with periodic boundary conditions. Regrettably,
this level of concordance is not replicated in our QM /MM simulations. However, as we will
elucidate in the following, these disparities persist not only in the ground state but also
in excited state simulations. Consequently, focusing on energy differences becomes a more

pertinent and meaningful avenue for comparison. We have thus determined the Stokes Shift,
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defined as the difference between the maximum of the emission band and the absorption