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Chapter 1: Introduction 

1.  Summary 

One of the greatest achievements of linguistics has been the discovery of language 
families.  Over five hundred languages stretching from Western Europe to Nepal descend 
from a common ancestor, whose existence was first demonstrated by Sir William Jones 
(Jones 1786) and which was given the name ‘Proto-Indo-European’ by Thomas Young 
(Robinson 2007).   Another example is the Austronesian languages of the Pacific and the 
Indian Ocean, from Madagascar to Hawaii, which have been shown to be the descendants 
of a proto-language probably spoken in Taiwan (Schmidt 1899; Blust 2013).  The primary 
evidence for language families is shared innovations in their core vocabulary, as 
demonstrated for instance by the word for ‘father’ across languages of Europe and India 
(German Vater, Latin pater, Spanish padre, Ancient Greek πατήρ, Tocharian pacer, 
Persian pedar, Vedic Sanskrit pitā́), and by systematic patterns of sound change such as 
Grimm’s law (Campbell 2004:49). 

This thesis is about the history of languages, but from a different perspective: the 
history of language structures.  These are properties of languages such as grammatical 
features, and phonological features, as documented by linguistic databases such as the 
World Atlas of Language Structures (Dryer and Haspelmath 2013) and the World 
Phonotactics Database (Donohue et al. 2013): properties such as basic word order, the 
presence or absence of particular phonemes, and so on. 

Like words, structural properties of languages may be informative about language 
history, and about the history of human migration.  For example, some features of 
language have striking geographical distributions, such as in Figure 1.1 which shows 
where tonal languages are found.  Tonal languages such as Mandarin make distinctions 
between morphemes using pitch, for example mā (high tone) ‘mother’, má (rising tone) 
‘numb’, mă (low dipping tone) ‘horse’, and mà (falling tone) ‘scold’.  About a third of 
languages are tonal, but they are not evenly distributed, instead appearing in large clusters 
around the equator. 
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Figure 1.1: A map of tonal languages produced by Mark Donohue using data from the 
World Phonotactics Database (Donohue et al. 2013), with number of tones indicated by 
size and darkness of the colour of the circles (red = four or more, orange = 3, yellow = 2, 
grey = non-tonal) 

Why does this linguistic feature cluster so strikingly?  One of the main ideas pursued 
in this thesis is that features such as tone show the history of migration.  The clustering in 
the image partly reflects the history of large tonal language families which dominate in 
Africa and Southeast Asia, such as Niger-Congo and Sino-Tibetan.  But it also shows that 
there has been contact between different language families, with tone spreading between 
them; for instance, Chinese has influenced Vietnamese and other languages in Southeast 
Asia, primarily through loan words (Haudricort 1954).  

This suggests that features such as tone can be informative about how languages have 
been influencing each other, an idea explored further in Chapter 2.  The way that tone 
clusters has also drawn other hypotheses, such as the idea that tone may be influenced by 
climate.  Since tonal languages are found primarily around the equator in humid climates, 
it has been suggested that humid environments are more conducive to the precise control 
of phonation that tonal languages require (Everett, Blasi and Roberts 2015).  The 
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experimental evidence that they cite shows that dry air makes precise movements of the 
vocal cords more difficult, making it less likely that tonal languages would be found in 
arid regions.  Chapter 2 discusses this hypothesis further and suggests that, contrary to 
their argument, the clustering of tone in these areas may simply be due to language 
contact, and the fact that humid environments have more languages than non-humid 
environments; simulations on how tone could have spread randomly show that the 
correlation between tone and humidity may not be causal, but could be an artefact. 

If individual features such as tone can be informative about language history, then the 
question arises about how much we can learn about language history if we take evidence 
from many different features.  This question is explored in Chapter 3, which takes 184 
features from the World Phonotactics Database, and uses a phylogenetic method to 
analyse how languages form clusters.  The reason for using a phylogenetic method is 
explained in sections 2.1 and 2.2, since it has been used successfully for analysing 
vocabulary data and for providing a statistical basis for language families (e.g. Gray and 
Jordan 2000, Bouckaert et al. 2012, Jäger 2015); and also applied to structural data, with 
intriguing results (e.g. Dunn et al. 2005, Dediu and Levinson 2012, Jäger and Wichmann 
2016).  The questions examined in this chapter are: what would happen if data from the 
World Phonotactics Database were analysed using this type of algorithm, what kind of 
clusters emerge, and how much these clusters can tell us about language history, either of 
language families or of contact.  The chapter concludes that many interesting clusters 
emerge, such as South China; India/Southeast Asia; East India; North China; the 
Caucasus/Middle East; and Indo-European/Turkic.  Zones such as these are areas where 
unrelated languages have phonological properties in common, suggesting that they have 
been interacting with each other.   

In contrast with this continent-scale study, Chapter 4 is a fieldwork study on East 
Palaungic languages in Southwest China to research how linguistic features spread 
through closely related neighbouring languages.  The main finding that there is surprising 
diversity in these languages, and that this diversity reflects the diversity of Southeast Asia 
as a whole; they vary in their basic word orders, in their use of numeral classifiers, and in 
their semantics.  There is evidence that this diversity is partly created by language 
contact: several features seem to be spreading into Palaungic languages from nearby, 
unrelated Tai-Kadai languages.  I present evidence for this from census data, showing that 
the distribution of typically Tai features is correlated with the proportion of Tai speakers 
nearby.   

This leads onto a hypothesis pursued in Chapter 5, that the distribution of linguistic 
features is related to migration: for example, if tone has spread from one language into an 
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unrelated language, then it may indicate that people have been moving from one 
community to the other.  This hypothesis is explored by using genetic data to reconstruct 
migrations of people in Eurasia over the last 100,000 years, specifically of mitochondrial 
DNA lineages.  The reconstructed migration data is then compared with measures of 
linguistic similarity developed in Chapter 3.   The result is that linguistic relatedness 
correlates to some extent with how likely people are to have migrated between particular 
locations, even after controlling for spatial auto-correlation.  Similarity in linguistic 
structures is also a predictor of how likely people are to have migrated between locations: 
the more similar languages are in their phonology, the more likely there is to have been 
migrations of people between those languages, even after controlling for geographical 
distance.  Although the correlations are small, this suggests that there is some truth to the 
notion that language contact comes about partly because of movement of people between 
communities; and that linguistics can help us to interpret patterns in genetic data. 

In summary, this thesis presents evidence for the following main findings: 

1.  Features such as tone show the history of language contact, through the way that 
they cluster geographically and change in language families. 

2.Languages in Eurasia show evidence of forming clusters based on phonological 
features, which cross-cut language families.  These clusters can to some extent be 
revealed by phylogenetic methods. 

3.Language contact is more likely the more speakers of another language there are in 
that location.  This may sound trivial, but does not have to be true.  Features can also 
travel by cultural diffusion between languages: Japanese has many English loan words 
(Miller 1997), despite there not being mass migration of English speakers to Japan.  By 
contrast with loan words, some structural features are good indicators of the nearby 
presence of speakers of some other language, as the fieldwork study in Chapter 4 
shows. 

4.On a continental scale, this is also true to some extent: the more similar languages 
are in their phonology, then the more likely there is to have been mitochondrial DNA 
migrations between those two languages, after controlling for geographical distance. 

The remainder of this chapter elaborates further on the background to the study of 
language contact, and of the methods employed in this thesis.  Section 2.1 defines 
linguistic areas and the controversies over inferring large linguistic areas.  Section 2.2 
describes Bayesian phylogenetic methods, and how they can be applied to the study of 
linguistic areas.  Section 3 describes the ‘demic hypothesis’ of how linguistic areas are 
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formed at least some of the time by migration of people across linguistic communities, 
rather than simply because languages borrow features from each other; and how this can 
be supported from genetics in particular.  Section 4 suggests some avenues for future 
research. 

2.1 Linguistic Areas 

Areas where languages from different families are structurally similar have been 
labelled ‘linguistic areas’ (Trubetzkoy 1928, Thomason and Kaufman 1992:95-97).   
Southeast Asia is a particularly striking example, as is shown by Enfield (2005), who lists 
phonological properties such as tone, large vowel inventories, and constrained syllable 
codas, as well as syntactic properties such as Subject-Verb-Object word order, numeral 
classifiers, and lack of inflectional morphology.  Linguistic areas have been described in 
the Balkans (Trubetzkoy 1928, Joseph 1983), Meso-America (Campbell et al. 1986), 
Northern California (Sherzer 1973), India (Emeneau 1956, Masica 1976), Australia 
(Dixon 2001), Africa (Heine and Nurse 2008), South America (Aikhenvald 2001, Crevels 
and van der Voort 2008) and various other parts of the world (see van Gijn and Muysken 
2016 for a comprehensive review). 

A main focus of this thesis is Eurasia, and so it is useful to list areas which have been 
proposed on that continent: the Balkans as mentioned, but also Europe as whole 
(Haspelmath 2001); the Middle East, especially between Iranian languages and Turkic 
(Watkins 2001, Johanson and Bulut 2006); South India (Indo-European and Dravidian 
contact, Emeneau 1956) and India as a whole (Masica 1976); Mainland Southeast Asia 
(Enfield 2005); Central Asia between Turkic and Mongolic (Schönig 2003); and Siberia 
(Anderson 2006).  

These are all areas where languages show structural similarity across genealogical 
boundaries, suggesting that they have been in contact with each other.  Language contact 
can take different forms, from borrowing of loan words to more extensive grammatical 
change because of processes such as substrate influence (Thomason and Kaufman 
1988:50).  An example of the latter is English as spoken in Singapore, which has 
grammatical features more akin to Chinese or Malay than they are to English such as 
deleting the copula (‘My handwriting not clear’), using sentence final particles (‘Hurry 
up la’), and using pitch in a level tone on words, perhaps an incipient form of lexical tone 
(Goh 1998).  When there is widespread or elite multilingualism, neighbouring languages 
can influence each other through borrowing, substrate influence, or extensive 
bilingualism, and help form linguistic areas (Matras 2011, van Gijn and Muysken 2016). 
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While there are many examples of linguistic areas around the world, their existence is 
far less strongly substantiated than that of language families, and their history is often 
poorly understood.  Thomason (2000) writes in conclusion to a survey of linguistic areas 
in which language families have often influenced each other in a multi-directional way:  
“As we have seen, it is often possible to establish a source language or language family 
for a particular areal structural feature in a Sprachbund, but very often no source can be 
established or, in many cases, even guessed at. For these features, the short answer to the 
question ‘where do the features come from?’, therefore, is a large question mark: we 
don’t know.”  The term ‘linguistic area’ itself is often criticised, for reasons such as its 
definition being unclear or problematic, and there are various methodological pitfalls to 
showing their existence in particular cases (Masica 2001, Thomason 2001, Stolz 2006, 
Muysken 2008, Campbell 2013). 

This thesis therefore aims to provide an updated definition of ‘linguistic area’ and to 
show that linguistic areas can be supported statistically.  Like language families, 
linguistic areas show that particular events took place such as migrations of people, 
which can be usefully compared to findings from genetics and archeology.  

A linguistic area can be defined as a group of languages whose structural properties 
show evidence for having a common origin, to the extent that structural properties can be 
assumed to travel together through time and space as a group.  For example, a model can 
be tested which assumes that certain phonological features are transmitted together as a 
package, and that the phonological features of the languages in question seem to be 
derived from a common ancestor.  If this model is well supported statistically, then one 
can call that group of languages a linguistic area. 

This definition differs from the use of ‘linguistic area’ in most previous work, which 
requires that there be transmission of structural features primarily through language 
contact; this is true both in practice when the term is used (which is primarily about areas 
spanning multiple language families, as reviewed above), and in theory when definitions 
are attempted.  Campbell (2006) cites definitions of linguistic areas such as Sherzer 
(1973:760), ‘A linguistic area is defined here as an area in which several linguistic traits 
are shared by the languages of the area and furthermore, there is evidence (linguistic and 
non-linguistic) that contact between the speakers of the languages contributed to the 
spread and/or retention of these traits and thereby to a certain degree of linguistic 
uniformity within the area; or Katz (1975:16), ‘One can speak of a Sprachbund if: at a 
given time, in a continuous geographical region, that is intersected by at least one 
language boundary, is encompassed by at least one isogloss.’ 
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The definition employed in this thesis, by contrast, does not insist on language 
contact happening at all; in fact, a language family can also be a type of linguistic area.  
This is because there is not necessarily a coherent definition of linguistic area which can 
encompass the cases that we are trying to explain (e.g. languages with shared structural 
properties in Southeast Asia) but exclude other cases (e.g. languages with similar 
structures because they are in the same language family).  Defining ‘linguistic area’ to be 
specifically about cases with contact may be like attempting to define a word such as 
‘ape’ so that it artificially excludes humans: a scientific definition of ‘ape’ (a clade in the 
mammal family tree) inevitably includes humans, and an attempt to define the term to 
mean ‘non-human ape’ is misguided (at least from a cladistic point of view).  ‘Linguistic 
area’ is similar, in that a useful definition of the term (e.g. showing that languages across 
multiple families cluster together in their structural properties) is inevitably also 
applicable to other groups of languages (e.g. related languages) which also cluster 
together in their structural properties.  In retrospect, the phenomenon that Trubetskoy 
(1928) and work since then identified was not ‘linguistic areas’ in the sense of structural 
similarity across unrelated languages, but rather the fact that structural features can be 
transmitted in bundles, and that the transmission history of these bundles overlaps with 
the history of language families but can also be different from it. 

There is an additional pragmatic reason for not insisting on language contact as part 
of the core definition of linguistic area, which is that the transmission history of linguistic 
structures can be elucidated, but it may be impossible to say historically whether this 
transmission history has overlapped with the transmission history of vocabulary 
(‘inheritance’) or not (‘contact).  The best examples of this include contact between 
closely related languages (which may be quite prevalent since closely related languages 
are also often neighbours), and ancient contact between language families (where it may 
be ultimately unknowable whether their similarity is due to contact or relatedness); and 
this point also applies to areas of the world such as South America, where languages are 
often presumably related in the last ten thousand years, but where the relatedness has not 
been demonstrated (Muysken et al. 2014).  A group of languages can have structural 
properties in common either due to contact or relatedness, and even when it is unclear 
what exactly the cause is, it may nonetheless be useful to note this clustering of 
languages, for making historical inferences or for other types of statistical application. 

Dryer (1989) is a good example of this latter type of study that employs a definition 
of ‘linguistic area’ which resembles that used in this thesis: ‘By linguistic area I mean 
something rather different from what is often intended by the term. Generally, the term is 
used to refer to an area in which a large number of typological characteristics have 
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diffused among languages which are genetically unrelated or at best remotely related. 
However, by linguistic area, I intend an area in which at least one linguistic property is 
shared more often than elsewhere in the world to an extent which is unlikely to be due to 
chance, but which is probably due either to contact or remote genetic relationships. In 
other words, the number of typological characteristics shared may not be enough to 
satisfy the normal notion of linguistic area; all I demand is that at least one property be 
shared to an extent that is likely to be due to areal or genetic factors. Furthermore, I 
remain uncommitted to what extent the existence of properties in a large area is likely to 
be due to diffusion as opposed to genetic relationship; hence by linguistic area I do not 
preclude the possibility that the underlying cause is partly or largely genetic.’  The areas 
that he identifies (including Eurasia as a whole) are then employed to assess the 
frequency of particular structural properties, and for generating independent samples of 
languages for studying word order correlations.  It is this sense of linguistic area that will 
be used in this thesis, a group of languages which show structural similarities that can be 
either due to contact or inheritance.   

There are a few other questions of usage of the term in this thesis that need to be 
answered.  For example, Campbell (2006) asks the following questions about the term: (i) 
How many languages does there need to be in a linguistic area?  (ii) How many different 
language families does there need to be?  (iii) How many features must be shared 
between these languages?  (iv) How does one define the boundaries of a linguistic area?  
(v) Are there different kinds of linguistic area, given the various different ways that they 
can be formed (trade, substrate influence, repeated migration)?  (vi) Is historical evidence 
for the formation of the linguistic area needed, or just circumstantial evidence for 
similarity?  (vii) Does a linguistic area have to be ‘a geographically delimited 
area’ (Aikhenvald and Dixon, 2001:11), and how is that defined?  (viii) How distinctive 
do the areal traits have to be?  Can common traits be used?  (ix) What is the relative 
weight of different traits?  His paper finally poses a different question, why one should 
use the term ‘linguistic area’ at all, if it is easier to talk about more fundamental concepts 
such as inheritance and contact in particular languages. 

These questions can all be answered by recalling the definition of linguistic area that 
this thesis uses: a group of languages whose structural properties can be shown 
statistically to be likely to have been transmitted from a common origin (to the extent that 
these structural properties can be assumed to be travelling in a package between 
languages).  This definition results in the following answers to these questions: 

(i) How many languages do there need to be in a linguistic area?  There can be 
any number, as long as it is more than one.  The question is like asking ‘How many 
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languages does there need to be in a language family?’: the key point is that you can 
demonstrate common ancestry of structural features, which can be done between just 
two languages, or as many as several thousand.  This leads naturally on to a related 
question, which is whether there can be linguistic areas within linguistic areas: to 
which the answer is yes, just as one can have genealogical units within genealogical 
units.  A language can belong to Germanic, and also belong to Indo-European; 
similarly, a language can belong to (for example) an East Indian linguistic area, and 
also belong to an Indian linguistic area, and even larger areas such as Eurasia. 

(ii)  How many different language families do there need to be?  As discussed 
above, a linguistic area as defined in this thesis can be a group of related languages, so 
the answer here is just ‘one’.  The question is in fact badly formulated, as it is possible 
that many language families are related in macro-families.  Even if Sino-Tibetan and 
various other language families in Southeast Asia were shown to be related in one 
large family, this would not invalidate prior work showing that languages in different 
genealogical units have been in contact with each other, and hence describing 
Southeast Asia as a linguistic area. 

(iii) How many features must be shared between these languages?  As discussed in 
section 2.2, the key point is that structural similarity between languages can be 
statistically supported, not that there be a particular absolute number, which would be 
arbitrary.  In a Bayesian analysis for example, the relevant metric is the posterior 
probability of a group of languages being a cluster, as opposed to other alternative 
clusters, which is calculated as the proportion of trees in the posterior sample which 
contain that particular clade (e.g. O’Reilly and Donoghue 2017).  This depends on the 
strength of the signal in the data, but in practice, as Chapter 3 shows, the number of 
features used for such a demonstration may be between 100 and 200 (the size of a 
database such as the World Phonotactics Database (Donohue et al. 2013). 

(iv) How does one define the boundaries of a linguistic area?  In the phylogenetic 
method explained in section 2.2 and in Chapter 3, this is not an issue: languages are 
either found to be in a group or not.  In a more sophisticated method using multiple 
trees, then languages can be in a group according to one set of structural features and 
not in that group according to another. 

(v) Are there different kinds of linguistic area, given the various different ways 
that they can be formed (trade, substrate influence, repeated migration)?  
‘Linguistic area’ is defined here purely in terms of statistically supported structural 
similarity between languages, and so the reasons for the linguistic area’s existence are 
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not relevant. It is again worth substituting ‘linguistic area’ with ‘language family’ by 
analogy: language families may have historically different reasons for existing (trade, 
migration etc.) but still be language families.  

(vi) Is historical evidence for the formation of the linguistic area needed, or just 
circumstantial evidence for similarity?  In this thesis, the definition used just 
requires ‘circumstantial evidence’, namely evidence that a certain cluster is 
statistically supported.   

(vii) Does a linguistic area have to be ‘a geographically delimited area’?  In fact, a 
linguistic area does not need to be geographically coherent, from the definition used in 
this thesis.  The key point is the statistical demonstration of structural similarity 
between languages.  In practice, geographical coherence should be used to validate the 
statistical method used, as Chapter 3 attempts to: while most of the linguistic areas 
discovered by the phylogenetic method are indeed in ‘geographically delimited areas’, 
there are a few strongly supported groupings of languages which are more scattered, 
which indicate that the method may be flawed in some instances and needs refinement 
(e.g. by using multiple trees rather than just one).  This is also in line with literature 
such as Muysken and Smith (1995), which defines linguistic areas based on networks 
of people (such as the link between the Caribbean and West Africa) rather than 
geographical contiguity. 

(viii) How distinctive do the areal traits have to be?  The approach taken in this 
thesis is to use a database of structural properties, the World Phonotactics Database 
(Donohue et al. 2013).  There can be statistical support for a particular grouping of 
languages being a linguistic area from just a handful of unusual features, or from 
many common features.  The question is once again not the number or the nature of 
the features, but the strength of statistical support.  

(ix) What is the relative weight of different traits?  The weighting of different traits 
is in fact the key strength of the phylogenetic method used in this thesis, which 
estimates how stable and unstable different features are, at the same time as searching 
through possible groupings of languages (trees).  This is again discussed in more detail 
in Chapter 3. 

(x) Why use the term ‘linguistic area’ at all, if it is contentious?  The term is a 
simplification, since languages influence each other through language contact in 
different ways; and different structural properties are likely to have different histories 
(such as phonological and grammatical properties), meaning that languages will 
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cluster in different ways depending on the choice of features.  The simplification is 
useful, however, when defined for a particular set of features.  If a particular structural 
profile is found in a group of languages, then it suggests that some event has taken 
place that spread that structural profile, whether it is by migration, trade, or the 
influence of a particular language.  Ultimately, this thesis is not wedded to the term 
‘linguistic area’, but is rather attempting to model language contact, initially with a 
clustering method which lends itself naturally to producing groupings that can be 
described using that term.  A more sophisticated model will identify multiple trees 
(perhaps even individual trees for each feature), and when this is possible this will 
obviously supersede the simplified method of identifying linguistic areas. 

One goal of studying linguistic areas is to identify particularly large areas and to 
explain why they exist.  For example, languages across Siberia, India and as far east as 
Japan share similar patterns of head-final word orders, as described in databases such as 
the World Atlas of Language Structures (Dryer and Haspelmath 2013).  It is possible that 
some of these languages are ultimately related in an ‘Altaic’ or ‘Transeurasian’ family, as 
work such as Robbeets (2005) has argued on the basis of putative cognates in vocabulary.  
But because languages interact with each other, one does not have to postulate a language 
family to explain these similarities, if languages across Siberia have converged on similar 
structural properties by contact.  There are suggestions of such areas, as in Bickel and 
Nichols (2009)’s study on case-marking which concludes that ‘Linguistically speaking, 
the similarity of Europe to Asia supports – as far as case marking is concerned – the 
decision to regard Eurasia as a single macro-area.’  Like macro-language-families, these 
macro-areas are controversial, but if supported would raise significant historical 
questions about how they came into existence.   

The remainder of this section provides an overview of the challenges in quantifying 
similarity between languages, which is necessary for identifying such areas.  The first 
challenge is deciding which properties to compare, and how to measure them objectively.  
There then needs to be a statistical procedure for determining which languages are most 
similar to each other, and assessing whether that similarity is due to chance.  Some papers 
statistically test differences between geographical regions, which Muysken et al. (2014) 
calls a ‘top-down’ approach because these regions are defined in advance.  An example is 
Birchall (2014), who tests for whether particular features are more common inside a 
geographical area within South America than outside of it.  Another paper, Daumé III 
(2009), presents a Bayesian method distinguishing between these processes by modelling 
linguistic features as both inherited genealogically and subject to areal influence by 
languages within a particular radius.  The method identifies plausible linguistic areas such 
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as the Balkans, parts of India, Meso-America and so on, as well as a ranking of features 
by how likely they are to be borrowed. 

The problem with these ‘top-down’ approaches is that they often do not take into 
account the fact that within a proposed area, there is also a certain amount of statistical 
non-independence.  First, languages are expected to be similar if they are closely related.  
Second, languages may be in contact with each other on a more local scale: a language in 
Southeast Asia may borrow some properties from another language, without this meaning 
that we should treat the entire region as a linguistic area.  The effects of contact need to 
span many languages, and should be detectable even once we have controlled for more 
banal forms of local contact. 

For example, Birchall (2014)’s attempt to demonstrate the existence of linguistic 
areas in South America does not take into account that there may simply be more local 
instances of contact (or relatedness) causing the higher frequency of these variables in 
certain regions, without this meaning that there is a linguistic area covering the entirety of 
the proposed region.  The problem is present in quantitative work, but also more 
implicitly in non-quantitative work.  A variant of this problem is deciding where the 
boundaries of a linguistic area are.  The Southeast Asian area tends to be defined as the 
mainland (e.g. Enfield 2005), but can also be argued on the basis of certain linguistic 
features to extend into Myanmar (Jenny 2015), or even into Indonesia and West Papua 
(Gil 2015). 

This problem is particularly acute for a controversial study by Bickel and Nichols 
(2006) on a putative macro-area called the Pacific Rim, an area spanning New Guinea, 
Southeast Asia, Northeast Siberia, and the whole of the Americas.  Their claim is based 
on the fact that many linguistic variables are more common within this area than outside 
of it, such as numeral classifiers, possessive classes, tone and about forty other variables.  
However, their sample includes many related languages, as they sample one language per 
‘genus’ (a term denoting a group of closely related languages; see Dryer (1989)), and 
hence this could simply reflect the higher frequency of these variables in certain families.  
Even discounting that possibility, it may simply demonstrate that there are linguistic areas 
which are already known about and are rather smaller than their proposed area, such as a 
Meso-American area, or a Southeast Asian area.  1

 This criticism applies less to more recent work by Bickel, which uses techniques for 1

controlling for non-independence more akin to phylogenetics, such as the Family Bias 
method (Bickel 2013). 
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A different way of stating this problem is that linguistic areas may have a hierarchical 
structure.  There could be linguistic areas within linguistic areas, just as there are sub-
families within language families (Germanic within Indo-European, for example): 
languages in southern India have been argued to form a linguistic area (Emeneau 1956), 
while at the same time being part of a larger linguistic area in India as a whole (Masica 
1976).  Within a cluster such as southern India, related languages will be more 
structurally similar to each other than non-related languages on average, and 
neighbouring languages will be more similar than non-neighbouring languages.  Ideally, a 
quantitative method for demonstrating the existence of a linguistic area should also 
demonstrate how areas are nested, showing their hierarchical structure. 

A further challenge for traditional approaches to linguistic areas such as the ‘top-
down’ approach, which specify geographical areas in advance and then examine their 
linguistic properties, is that linguistic areas could have non-obvious shapes.  We will see 
this in Chapter 3, where the existence of some very large linguistic areas is proposed (e.g. 
the entirety of Eurasia except for Southeast Asia), or which have a non-obvious 
geographical shape, such as a crescent running from the Caucasus through the Middle 
East to North Africa.  In principle, the best way of identifying linguistic areas is to 
examine structural similarity between languages, regardless of their geographical 
location, and see how the linguistic areas emerge (the ‘bottom-up’ approach).  
Geographical information could be added into this analysis by somehow weighting the 
probability of particular groupings by how close they are to each other, but ideally these 
groupings would emerge from linguistic facts alone, just as language families do. 

With these challenges in mind, we can turn to a quantitative way of studying 
linguistic areas pursued in this thesis.  Problems of multiple testing, how to delineate 
linguistic areas given that there are areas within areas, and how to quantify similarity of 
languages, will be dealt with by a particular method from phylogenetics, the branch of 
biology that studies evolutionary relationships among species. 

2.2  Overview of Phylogenetic Methods 

In biology, species are related to each other in a family tree, reflecting the fact that 
they have diverged from common ancestors; humans are closely related to chimpanzees, 
more distantly to gorillas, more distantly still to orangutans, and so on (e.g. Dawkins 
2004).  Languages also form family trees which are richly structured, such that we can be 
confident of the existence of a language that was the ancestor of the Germanic languages 
(Proto-Germanic), and further back in time, the ancestor of all Indo-European languages 
(Proto-Indo-European).   
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For this reason, phylogenetic methods have been successfully applied to 
reconstructing family trees of languages, by treating vocabulary as analogous to 
biological traits.  Languages can be demonstrated to be related by using cognacy 
judgements (typically using short lists, such as Swadesh lists (Swadesh 1952)); the 
presence or absence of particular cognates can then be turned into a sequence of 0’s and 
1’s that can be read into phylogenetic software such as BEAST 2 (Bouckaert et al. 2014) 
in the same way that a DNA sequence can be.  A fuller explanation of this process, with 
reference to works that pioneered this approach such as Gray and Jordan (2000), is in 
Chapter 3, section 2.    

Phylogenetic methods have been instrumental both in demonstrating quantitatively 
that families actually exist and have a well-defined structure; and also in investigating 
their origins, including their ages and their homelands (e.g. Bouckaert et al. 2012, Chang 
et al. 2015).  There has even been a statistical move towards finding macro-language-
families, by comparing vocabulary lists and quantifying similarity between them (Jäger 
2015). 

The use of phylogenetic methods to study languages raises an immediate problem 
however, namely that languages borrow from each other in ways that species in biology 
typically do not (with exceptions even there, such as inter-breeding between closely 
related species, or horizontal gene transfer in bacteria; Page and Charleston (1998)).  The 
use of a model where vocabulary is transmitted in a single tree inevitably is a 
simplification, and potentially leads to significant errors.  This should be taken seriously, 
and new models need to be developed to overcome this obstacle; in this vein I discuss 
using a mixture model at the end of Chapter 2, which allows for two or more trees.  But it 
is also worth noting that this simplification is no worse than the implicit simplification 
made by historical linguists when they look for the structure of families such as Indo-
European and Austronesian (defining sub-groups) and trying to exclude borrowing of 
vocabulary when doing so.   

The methods above that have been applied to vocabulary can also be applied to 
structural data.  Dunn et al. (2005) pioneered this approach by collecting grammatical 
data on languages in Island Melanesia, and applied a phylogenetic method to show that 
languages also seem to form family trees based on their structures, in the absence of 
using vocabulary data.  The aim of that paper was to argue that structural data can be 
used to infer genealogical relationships.  Some work since then has argued against this, 
most recently Greenhill et al. (2017), which shows that structural features evolve quickly 
in known language families such as Austronesian.   
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Rather than using phylogenetics to study language families, this thesis instead uses 
this method to study linguistic areas.  The approach is identical to the analysis of 
vocabulary in languages, but simply taking linguistic structures as the data rather than 
vocabulary.  A language is summarised as a set of features, such as how many consonants 
it has, what word orders it has, whether it has tone, and so on. 

One does not normally think of a family tree of structures, but it is not much stranger 
than assuming that vocabulary forms a family tree.  If instead one also imagines the 
language as a set of grammatical and phonological structures, the transmission of the 
language can continue by substrate influence, such as Cantonese into the variety of 
English spoken in Hong Kong (e.g. Hung 2000).  Hong Kong English in this view is a 
descendant of Cantonese - although of course it will also have many of the structures of 
English.  The resulting family tree of languages according to their structures will overlap 
with the tree that is based on core vocabulary (varieties of Chinese are structurally similar 
as well as related), but not entirely, because there is also horizontal transmission of 
structures. 

Chapter 3 applies this method to a phonological data from languages in Eurasia, from 
the World Phonotactics Database (Donohue et al. 2013), a database with data on over 
3000 languages about the presence of particular phonemes (clicks, tones, fricatives, types 
of liquids, etc.); and the number of consonants that are allowed in various places in the 
syllable, and other constraints on syllable structure.  The main question pursued in this 
chapter is whether phonology and phonotactics can inform us about language history, in 
the way that vocabulary can.  There are plenty of examples of unusual phonological 
properties being found in particular regions, such as clicks in sub-Saharan Africa 
(Güldemann and Stoneking 2008) or complex tonal systems in Southeast Asia (Matisoff 
1973).  These properties often cross-cut language families, suggesting that they may be 
especially informative about language contact.   

A Bayesian phylogenetic analysis is used (see Chapter 3 section 2 for a full 
description), sampling ways of arranging languages in a family tree based on their 
phonological properties, according to their posterior probability.  This sample of trees is 
then summarised in a consensus tree with the most probable clades.  The resulting tree of 
languages should be interpreted as an analysis of how languages are similar to each other 
in their sound systems.  Much of this similarity will be due to recent contact between 
languages, and so it may seem odd to summarise this similarity in a tree form.  It is 
justified nonetheless by the observation in the preceding section that linguistic areas have 
a hierarchical structure, namely that there are always areas within areas.  
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A tree is a useful way of representing this multi-level clustering of languages.  But 
one can go further and say that a phylogenetic analysis shows the history of sound 
systems, treating the phonology of a language as something that can replicate and have a 
history of its own.  The sound systems of two languages can be related by common 
descent, in the same way that the vocabulary of two languages can be related.  It is just 
that in the case of sound systems, the common descent process can also be by what we 
think of as language contact (relative to the vocabulary system).  The idea that language 
is made up of parts which have independent transmission histories is elaborated on in 
Enfield (2014), Natural Causes of Language. 

As with vocabulary, the tree model is ultimately a simplification, because different 
aspects of sounds systems might each have their own history: some properties such as 
syllable structure may have a different transmission history than other features such as 
fricatives.  We can acknowledge this problem once more (as we do for vocabulary) and 
reiterate the need for multiple tree models, as Chapter 3 outlines in brief, and still see a 
single tree model as a useful first approximation of the history of sound systems. 

With these points in mind, there is evidence for groupings of languages which are 
geographically coherent.  Several groups of languages in Southeast Asia emerge, for 
example, which cross-cut language families and show how they have been interacting.  
Other interesting results include a linguistic area extending from the Caucasus through 
the Middle East to northwest India; and a large linguistic area covering Indo-European, 
Turkic and other families in Siberia.  Many of these linguistic areas are nested, with 
intricate structure showing how pairs of languages have influenced each other, as well as 
possible areas within areas.  Perhaps the most impressive result is that a phylogenetic 
analysis can find these groupings without using any geographical or genealogical 
information at all, showing that phonological systems can be distinctive enough to be 
able to show where languages are spoken and what languages they are most closely 
related to. 

One can also add genealogical information to the phylogenetic analysis, by 
constraining the lower clades of the tree to be language families.  When this is done, 
many of the above results are simplified, but the overall picture is the same, of a clade in 
Southeast Asia, another clade covering most families in western and northern Eurasia, 
and another clade comprising the Middle East and the Caucasus.  This result, combining 
known language families with phonological similarity, turns out to be especially useful 
for analysing migration patterns, as the following section shows, and lends quantitative 
support for the notion of these three regions being distinct linguistic areas. 
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3.  The Demic Hypothesis of the Spread of Language Structures 

The analysis in Chapter 3 demonstrates that there are groupings of languages which 
are similar in their structures, specifically in what sounds they use, and their phonotactic 
rules.   

Why do languages borrow sound patterns from each other?  The hypothesis pursued 
in Chapters 4 and 5 is that linguistic structures travel between languages because of 
people migrating between communities.  An especially important role is played by 
second-language learners, in this scenario, who may introduce linguistic structures from 
their first language into the second language; and this may be especially true of 
phonological structures (e.g. Hansen Edwards and Zampini 2008).  Migration can cause 
language contact in various forms, such as substrate influence, as in the case of native 
Chinese (Mandarin/Cantonese/Hokkien) and Malay speakers in Singapore speaking 
English (e.g. Goh 1998).  Another way is through superstrate influence, where a prestige 
language can be a source of loan words and grammatical structures, such as the influence 
of Chinese on Vietnamese (Haudricourt 1954). 

The hypothesis that migration is the primary reason for the diffusion of linguistic 
structures is in contrast with an alternative, that languages borrow properties from each 
other simply by virtue of having some moderate bilingualism.  In this view, two linguistic 
communities could have relatively little migration between them and still influence each 
other because they have some familiarity with each others’ languages. 

We could call these hypotheses the demic diffusion and cultural diffusion hypotheses 
respectively, after the debate over how agriculture spread from the Middle East to 
Europe, in which it was similarly proposed that agriculture was brought by a population 
expansion or ‘demic diffusion’ (Ammerman and Cavalli-Sforza 1984; Chikhi et al. 2002), 
and a counter-proposal that farming could have been borrowed between neighbouring 
communities (‘cultural diffusion’) without there necessarily being much migration of 
people (Zvelibel 2000).  No doubt both processes may be involved in the spread of 
linguistic features, but this thesis presents evidence that the distribution of structural 
features may be a window into migration in particular.   

Chapter 4 elaborates on the demic diffusion hypothesis with a case study on a local 
scale, by studying the way that a group of closely related languages have been changing 
by language contact, and specifically because of the migration of people speaking other 
languages.  The languages are in the Palaungic branch of the Austroasiatic family and are 
spoken in Yunnan province in Southwest China.  I elicited data through fieldwork on 
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syntactic and semantic structures of these languages, such as word order, the use of 
numeral classifiers, and the semantics of verbs such as ‘eat’ and ‘drink’ (which vary in 
what type of objects they can take in different languages).  The variation in these 
languages is presented, and discussed in comparison with data on demographics.  

The main result is that these languages have been under the influence of language 
contact with Tai languages, and especially Tai Lü.  Various linguistic features in the 
Palaungic languages show evidence of having been influenced by Tai, such as subject-
verb order (in contrast with verb-subject order used by other Palaungic languages), the 
phrase ‘eye of the day’ to mean ‘sun’, the greater use of numeral classifiers, and a 
simplified system of ‘eat/drink’ verbs.  This is confirmed for at least some features by a 
significant positive correlation with the ratio of Tai speakers to Palaungic speakers in 
nearby towns.  There are also features such as the use of Tai numerals and the 
replacement of Wa cultural imagery (such as bull skulls) by Buddhism which also show a 
strong correlation with a higher proportion of Tai speakers, providing further evidence 
that these linguistic and cultural features travelled together demically.  This shows that 
linguistic features such as syntactic and semantic structures can be a window into 
migration, as confirmed by census data and the presence of Tai numerals.  It therefore 
provides justification for using structural features to investigate migration further back in 
time. 

Chapter 5 provides a larger test of this hypothesis, by examining the relationship 
between structural features and genetic evidence for migrations, using mitochondrial 
DNA data.  Mitochondrial DNA is transmitted from the mother, making it amenable to an 
analysis using Bayesian phylogeography that has previously been applied to the spread of 
viruses (Lemey et al. 2009) and languages (Bouckaert et al. 2012).  A set of 
mitochondrial DNA genomes from around the world, but Eurasia and Africa in particular, 
was downloaded from GenBank (Benson et al. 2013) and analysed using the 
phylogeographic software ‘spherical geography’ in BEAST 2 (Bouckaert 2016), in order 
to reconstruct a family tree of individuals according to their mtDNA. 

The analysis is presented as a proof of concept of applying Bayesian phylogeographic 
modeling of migration to human mtDNA markers, and then trying to explain the resulting 
patterns in terms of linguistics.  MtDNA only shows part of the story of human 
migrations, of course, namely the migration of women.  The reason why mtDNA was 
chosen was because phylogenetic analysis can be applied to uniparental markers and this 
allows a model of migration to be inferred based on reconstructing the locations of 
ancestral nodes in the tree; and because there was more data available for mtDNA than 
for Y chromosomes in Genbank, as well as more detailed location data.  The analysis 
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could also be done for Y chromosome data, which may be fruitful given the fact that 
languages often seem to be spread by male migrations, such as military conquests and 
movement of traders (Forster and Renfrew 2011).   Finally, work that analyses single 
nucleotide polymorphisms, whole genomes or ancient DNA and compares the findings 
with linguistics is obviously desirable as well (e.g. Dediu 2007; Malaspinas 2016; Haak 
et al. 2015; Pakendorf 2014); some such studies are reviewed in Chapter 5.   

The locations of people’s ancestors can be reconstructed by treating longitude and 
latitude as continuous variables that evolve along the tree (see the summary of the 
phylogeographic method from Bouckaert (2016) in Chapter 5 section 3.1).  To take a 
hypothetical example of a person who lives in England, but whose immediate relatives 
live in Germany, it is likely that there was a migration from Germany to England at some 
point.  In other cases the ancestral location might be more uncertain, but can still be 
narrowed down to a likely range: if some relatives live in England and some in Germany, 
the common ancestor of these people might have lived in England or Germany, or 
geographically intermediate locations such as Holland.   

The result of the phylogeographic analysis of mtDNA genomes is therefore a 
reconstruction of how people are likely to have been migrating in the past.  Since mtDNA 
is transmitted specifically from the mother, these are all migrations that women have 
made, which may be systematically different from male migrations.  The mtDNA 
genomes that survive today also represent a non-random sample of the genetic diversity 
of past populations, since they are from women in the past who have had many 
descendants on the maternal line.   

Nevertheless, the migrations that women made in the past may offer some insights 
into the way that populations have been interacting.  For example, the analysis in Chapter 
5, section 3.2 shows that there are systematic differences in the directions of migration in 
different regions, and in particular whether people have tended to move along the lines of 
latitude (east-west) or longitude (north-south): in much of Eurasia, people have tended to 
migrate along lines of latitude, suggesting ways that large language families such as Indo-
European or Turkic may have ended up covering such broad areas (recalling Diamond 
(1997)’s explanation for how Eurasia became especially prosperous due to the exchange 
of agricultural plants and other innovations across the continent).  By contrast, migrations 
in China and the rest of Southeast Asia have tended to be from north to south, again 
overlapping some large genealogical units, such as as the Sinitic branch of Sino-Tibetan, 
or Tai-Kadai, which seems to have originated in southern China and spread to Southeast 
Asia (Jenks and Pittayaporn 2017); and Austronesian, which spread from Taiwan 
southwards to the Philippines, Indonesia and the rest of the Pacific (Gray and Jordan 
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2000; Gray, Drummond and Greenhill 2009).   People have also tended to spread from 
north to south in Africa, in line with the southward expansion of Bantu languages 
(Grollemund et al. 2015).  Concerted directions of migrations may in theory also help to 
create linguistic areas, since the tendency to move along the north-south axis in East Asia 
may reflect movements that helped to spread structures such as tone and movements of 
people across linguistic communities. 

The impression that mtDNA migrations overlap with language families or linguistic 
areas can be quantified.  A way of doing this to see how well the similarity of languages 
(be it their relatedness or their structural similarity) is predicted by the presence of 
mtDNA migrations between these languages.  Languages are expected to be more similar 
to each other if there are more migrations between locations where they are spoken.  This 
can be tested by taking a measure of linguistic similarity based on the phylogenetic 
analysis in Chapter 3, which builds a family tree of languages based on their 
phonological properties (as section 2 summarised). 

The number of migrations between languages can indeed be used to predict how 
similar languages are, as Chapter 5 shows.  However, this might be a trivial consequence 
of the fact that both variables - the number of migrations between languages, and how 
similar two languages are - are both correlated with geographical distance.  One must 
control for geographical distance, in order to test whether mtDNA migrations themselves 
are useful in predicting how similar languages are.  The approach taken to do this is to 
model the relationship between geographical distance and linguistic similarity, and then 
to see whether an additional term predicted from the number of mtDNA migrations 
improves the accuracy of the model.  An additional method is to use partial Mantel tests 
to test the correlation between the number of migrations between languages and their 
similarity, controlling for geographical distance.  In both approaches, the number of 
mtDNA migrations is shown to have a small but significant correlation with linguistic 
similarity, after controlling for geographical distance, in line with previous work on 
language and genetics such as Dediu (2007).   

This is because there are many examples of pairs of languages which are more similar 
than expected given their geographical distance, a fact which is explained by the 
existence of mtDNA migrations between them.  In some cases, these pairs of languages 
are within the same family, such as Afro-Asiatic, Uralic, Indo-European and Turkic.  
However, in some cases they are unrelated languages, for instance in different families in 
northern Eurasia, which are also more similar phonologically than expected by their 
distance, and this is again predicted by the presence of migrations between these 
languages.  This is also true for languages in the Caucasus and the Middle East, where 
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movements of people across language families also predict the phonological similarity of 
languages in that region.  Surprisingly, this is generally not true of language families in 
Southeast Asia (with the exception of Austroasiatic and Austronesian), although this may 
be more because of the smaller number of mtDNA sequences from there in the sample. 

Much of individual human migration appears to follow a pattern of random Brownian 
motion, as people move between communities and speak different languages, with 
linguistic barriers rarely being a barrier to gene flow (Pakendorf 2014), explaining why 
this correlation is small.  However, it is also possible for people to move in a more 
concerted way, such as during the Arab conquests of the Levant and North Africa (Nebel 
et al. 2002), the expansion of the Roman empire (Séguy 2019), and of Turkic groups such 
as the Göktürks in the Eurasian steppe (Yanusbayev et al. 2015).  Known linguistic 
groupings (Arabic, Romance, Turkic) reflect these historical migrations, and these 
provide an explanatory framework for increased probability of mtDNA migrations within 
these regions.  Larger language families show a relationship with mtDNA migrations, 
pushing the evidence for the co-spread of languages and people even further back in time; 
and finally, unrelated languages in some areas such as Northern Eurasia or the Caucasus 
have phonological similarity that correlates with mtDNA migrations, showing the role 
that structural features can play in reconstructing human history when the languages in 
question are not related.  

4. Conclusion 

Chapter 6 summarises the main points of the thesis, namely that there is a way of 
finding linguistic areas which controls for local contact and relatedness, using 
phylogenetics (Chapter 3); and that there is evidence that these areas show the history of 
migration in particular, on a local scale from modern demographic data and ongoing 
cases of language contact in action (Chapter 4), and on a continental scale from the point 
of view of migrations reconstructed from mtDNA evidence (Chapter 5).  Particular 
linguistic areas emerge from this analysis, such as Northern Eurasia, the Caucasus/Middle 
East, and Southeast Asia, which have been given new quantitative support here, as well 
as an explanation for why they exist, by reference to mtDNA migrations that they 
correlate with. 

There are various future directions that these studies open up.  Chapter 3 discusses the 
possibility of using a mixture model to more accurately capture the multiple histories of 
structural features.  Phylogeography can then be used to reconstruct the way that 
individual sets of features have spread.  Functional dependencies between features are 
also not investigated, which are both interesting in themselves, and necessary to discover 
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in order to improve the phylogenetic analysis.  This chapter does show that phylogenetics 
of language structures is worth pursuing on a global scale, as they provide support for 
historically meaningful clusters, both by themselves and in conjunction with genealogical 
information. 

The fieldwork study in Chapter 4 would benefit from a larger sample of languages 
and features to support the findings regarding language contact.  One additional 
contribution of the chapter is in showing the value of semantic features which are fine-
grained (such as eliciting types of classifiers, types of ingestion verbs with different 
objects, and semantic calques), beyond what is traditionally captured by morphosyntactic 
databases.  This shows ways of enriching databases in the future, and perhaps ultimately 
by crowd-sourced efforts to record and analyse language (such as the website Language 
Landscape ). 2

Chapter 5 reconstructs migrations through using mtDNA, but a much better method is 
to use whole genomes.  Recent advances in computational techniques for analysing 
whole genomes (Kelleher et al. 2019, Wonhs et al. 2022) make it possible to reconstruct 
full family trees rather than simply along a maternal or paternal line; and other work on 
ancient DNA in particular can be used to provide time calibrations for large-scale 
migration events (e.g. Haak et al. 2015).  Fuller models of migration based on whole 
genome data and especially from ancient DNA will therefore be useful to compare with 
linguistic similarity.  The chapter provides a method for comparing the two, and shows 
that information from migrations does indeed improve the accuracy of a model for 
predicting language similarity.   

The work in this thesis is my own, but has had input from colleagues which I 
acknowledge here.  In Chapter 3, Luke Maurits and Quentin Atkinson allowed me to use 
a methodological innovation from a forthcoming paper, using Glottolog phylogenies as 
clade constraints in a phylogenetic analysis; Luke Maurits also allowed me to use a 
substitution model that he devised for that paper, and helped with pre-processing the data 
using Beastling.  In Chapter 2, Seán Roberts allowed me to use data on humidity used in 
Everett, Blasi and Roberts (2015), and Dan Dediu allowed me to use phylogenies based 
linguistic distances (now in Dediu 2015).  The discussion in Chapter 2, section 3 had 
input from Mark Donohue in the writing when we collaborated on submitting it as a 
paper (as yet not published), and he also contributed the map of tonal languages in Figure 
1.1 in this chapter.  The phylogeographic analysis in Chapter 5 benefited from discussion 
with Quentin Atkinson and Remco Bouckaert. 

 www.languagelandscape.org2
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Data and code used for this thesis is referenced in the Supplementary Information at 
the end, which describes a repository on GitHub (https://github.com/JeremyCollinsMPI/
Thesis-Supplementary-Materials) aside from data taken from the World Phonotactics 
Database, which was publicly available at the time of writing but has since been taken 
offline.  This data can be obtained by contacting the author requesting data.csv for 
Chapter 3 (or see the Github repository for the latest status); and the data used for the 
phylogenetic analysis is in any case available on the Github repository in files such as 
1.xml.  These are also references to data and code in each chapter in the relevant methods 
sections. 

 I hope in this thesis to provide an explanation for why linguistic areas exist, by 
showing that one can predict in a quantitative way how languages can be similar over 
large distances, if there is genetic evidence that there have been migrations between them.  
Conversely, this method provides a formal way to explain patterns in genetic data, such 
the movements of mtDNA lineages, by reference to language. 
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Chapter 2: A Brief History of Tone 

1.  Summary 

This thesis begins with a case study of a structural feature, tone, and what it reveals 
about the history of language contact and prehistoric migration in different regions. 

Tonal languages such as Mandarin make distinctions between morphemes using 
pitch, for example mā (high tone) ‘mother’, má (rising tone) ‘numb’, mă (low dipping 
tone) ‘horse’, and mà (falling tone) ‘scold’.  About a third of languages are tonal, but they 
are not evenly distributed, instead appearing in large clusters around the equator.   

One paper proposed that tonal languages are more likely to occur in warm, humid 
environments, because arid environments are detrimental to the precise control of vocal 
cord movement that tonal languages require (Everett, Blasi and Roberts 2015).  This 
chapter argues that this striking geographical pattern is instead due to the history of 
language contact in Africa and Southeast Asia, and in particular because of demographic 
expansions in these regions associated with agriculture.  Because of the history of 
language contact in these regions, the correlation between tone and climate that Everett et 
al. identify may be an artefact.  Section 2 shows in a series of simulations that language 
contact can create clusterings of tonal languages in regions of high humidity, where there 
is the greatest density of languages; and that the correlation between tone and humidity is 
found in these simulations, even when using the same tests and statistical controls for 
language family and geographical region that Everett et al. use. 

Section 3 elaborates on how tone has spread in these regions by reconstructing the 
movement of two large language families, Niger-Congo and Sino-Tibetan, and how their 
tones have changed over time.  It is also shown that tonal systems tend to decrease in 
complexity as tonal languages spread, most likely due to simplification by second-
language learners who shifted to speaking tonal languages from their originally non-tonal 
native languages.  Section 4 shows that the cline in complexity of tonal languages 
overlaps suggestively with the way that agriculture spread in these regions, giving a first 
example of the hypothesis pursued in this thesis, that structural features such as tone can 
show the history of migration.  Section 5 provides a brief discussion of other non-
linguistic factors that may affect tone, such as population size (Atkinson 2011) or 
genetics (Dediu and Ladd 2007).  Sections 6 and section 7 summarise the main 
conclusions of the chapter. 
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2. Tone and Climate 

Everett, Blasi and Roberts (2015) find a correlation between humidity and complex 
tone using the World Phonotactics Database (Donohue et al. 2013) , a correlation that 3

holds up within different families and parts of the world.  They suggest that dry air is 
known to affect the larynx and make precise phonation more difficult, precisely the kind 
of thing that really could (in principle) affect the way that people use a tonal language.   

The experimental evidence that they cite shows that dry air makes precise movements 
of the vocal cords more difficult, raising questions that are worth exploring in the context 
of tonal languages.  Do speakers of complex tonal languages such as Cantonese alter their 
use of tone in dryer conditions, for example?  This may be a realistic expectation, if the 
effect of desiccated air on the larynx is as strong as it is reported in experiments.  China is 
a natural testing ground for work of this kind, given that varieties of Chinese vary in their 
number of tones and in their climactic conditions.  

In addition to the experimental evidence that humidity can affect phonation, humidity 
correlates with the number of tones that languages use within five different large regions 
(Africa, Eurasia, South America, North America, and the Pacific), and within four 
different language families (Sino-Tibetan, Austro-Asiatic, Afro-Asiatic, Niger-Congo).  
This is better statistical support than for other linguistic correlations such as word order 
universals, which despite having some support when sampling from different macro-areas 
(Dryer 1992) do not seem to hold consistently within large language families (Dunn et al. 
2011), suggesting that the correlation between tone and humidity is indeed very strong. 

But despite the apparent statistical and experimental support for their causal claim, 
the correlation may be an artefact of the history of language families and language 
contact.  To illustrate this, I show in a series of simulations that random selection of 
languages followed by language contact can create a positive global correlation between 
tone and humidity with as much as a 83% probability, and a 47% probability of holding 

 The results that they get are also replicated on another database of tone, the chapter ‘Tone’ in the 3

World Atlas of Language Structures (Maddieson 2013).  The rest of this chapter uses the World 
Phonotactics Database for further analysis of tone, because this database contains information on 
the number of tones that languages use, unlike Maddieson (2013) which only classifies languages 
as having no tone, simple tone (2 tones) or complex tone (more than two tones).  The World 
Phonotactics Database was publicly available when this analysis was performed, but has since 
been taken off-line: the data is currently only available by contacting the author, although see 
https://github.com/JeremyCollinsMPI/Thesis-Supplementary-Materials for the current status.  In 
private correspondence with the authors of the database, citations for particular datapoints are 
available and are broadly in line with how others would code a feature such as tone (Mark 
Donohue p.c.).  The geographic distribution of tone is also in line with Maddieson’s database, 
suggesting that this dataset is unlikely to be unreliable with regards to the coding of tone.
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within at least two different macro-areas.  Language contact is additionally responsible 
for these correlations holding up when controlling for language relatedness, as I show 
that when using the random independent samples test employed by Everett et al., their 
result is still expected by chance as much as 60-80% of the time.   

These simulations rely on certain assumptions, such as tone being randomly 
innovated in a small number of languages, and then spreading to other languages.  The 
particular model used assumes a 100% probability of contagion over a fixed distance or 
number of languages, creating clusters of languages which are all tonal.  This assumption 
is obviously simplistic, but is a way of simulating the way that tonal languages form 
clusters, either because of language families or because of language contact.     

The reason why a structural feature such as tone can correlate with humidity is that 
languages are not randomly distributed around the world: there tend to be more languages 
in more humid areas such as West Africa and New Guinea, for example; humidity 
correlates with language density (number of languages per 30,000 km2, Pearson’s r=0.31, 
p<0.001).  This is illustrated by Figure 2.1, which shows density of languages for every 
language location in the World Phonotactics Database (Donohue et al. 2013).  The size of 
the stars is proportional at each point to the number of languages within a 100 km radius 
of that point (typically this is between 1 and 5 in Europe, and as high as 134 in parts of 
New Guinea).     

 

Figure 2.1: A map of language density, with each star proportional to the number of 
languages in a 100 km radius, using data from World Phonotactics Database (Donohue et 
al. 2013). 
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Does the distribution of languages make certain linguistic features more likely to 
occur in humid environments by default, simply because there tend to be more languages 
there?  That is the first concern.  The other problem is non-independence of languages, 
both by language families and language contact.   

When testing a correlation such as between humidity and number of tones, one has to 
be careful to avoid counting several related languages as independent data points.  A 
trivial example of this would be if a hundred dialects of English were counted; they 
would be expected to be non-tonal and all spoken in a relatively non-humid area in 
England. 

Everett et al. take language relatedness into account when testing their correlation; 
this they do by sampling one language per known family when comparing the humidity 
values of tonal and non-tonal languages.  However, they do not control for a different 
kind of non-independence, which arises when languages borrow from one another. 

Everett et al. use a random independent samples test rather than a logistic regression.  
They sample one language per family in order to control for relatedness, and then 
compare the humidities of complex tonal languages with non-complex-tonal languages; 
they are predicting that in especially dry environments, complex tonal languages are 
unlikely to occur.   Their main way of testing this is to look at the 15th percentile of 
humidities in the two groups and compare them, done over 5,000 samples.  I replicated 
this with 100 samples, in which the 15th percentile of the humidities of the complex tonal 
languages was always higher than the 15th percentile of the humidities of the non-
complex-tonal languages, in line with their prediction.   

But how likely is this particular result to occur by chance, perhaps helped by the 
clustering of tonal languages due to language contact?  I conducted simulations to model 
the way that this association with humidity could arise simply because of the way that 
tone clusters, using the following method.  The R script and data are provided in Github 
repository referenced in the Supplementary Materials (section 1.2). 

1.  A small number of languages N can be chosen at random, out of those available in 
the World Phonotactics Database, and assigned complex tone.  For each of those 
languages, the nearest L languages are then assigned complex tone.  This is a basic way 
of creating clusters of languages which are tonal, where full contagion is assumed; 
another way not tried here is to give languages in the vicinity a particular probability of 
acquiring tone by contagion. 
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2.  The random independent samples test that Everett et al. employ was done on this 
simulated data.  The procedure in (1) and the random samples test were repeated 100 
times to see how often simulated data has an association between tone and humidity 
(i.e. that the fifteenth percentile of the humidities of complex tonal languages is higher 
than that of non-complex-tonal languages). 

3.  Different values of the parameter N between 4 and 6 were tried, and the number L 
varied between 100, 200, and 300.  

4.  A different method of random sampling was then tried, in which languages were 
selected in a phylogenetically weighted way, by randomly selecting a language family, 
and then choosing a random path from the root of the family to one of the tips.  This 
was tried with N = 6 languages chosen, and L varying between 100, 150 and 200. 

The result was that the number of neighbouring languages L was the main 
determining factor of how likely an association with humidity was.  The probability of 
their result occurring in these random simulations is 33%, 45%, and 49% respectively for 
values of L equal to 100, 200 or 300.  The more languages that are affected by language 
contact from the initial 4-6 languages, the more likely there is to be a positive association.  
This result seems to be due to the high concentration of languages in humid areas, 
making random selections of geographically contiguous languages likely to be found in 
humid regions.   

However, many of these languages in these regions are closely related (for example, 
there are many Niger-Congo languages in West Africa), making this test perhaps unfair.  
If instead of choosing languages purely at random they are chosen in a phylogenetically 
weighted way (see point 4 in the method above), with L being 100, 150 and 200, the 
probability of their result in the random independent samples test is 38%, 33% and 42% 
respectively. 

In all of these cases, the probability of their result in the random independent samples 
test is much higher than normally accepted by conventional significance; in fact, under 
some models of language contact given above, it is highly likely that tone will correlate 
with humidity, including after controlling for language family.   

The global correlation between tone and humidity should therefore be considered a 
possible by-product of a more basic fact: that tone seems to be rarely innovated, but 
spreads widely in the regions where it is found.  Niger-Congo and Sino-Tibetan are two 
examples of families that have spread across a large region, probably causing other 
languages to become tonal, as explored in section 3.   
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The more impressive part of Everett et al.’s results is that tone is associated with 
humidity within several different macro-areas, namely Africa, Eurasia, the Pacific, North 
America and South America.  They test the correlation between number of tones and 
humidity within areas; I employ instead the measure adopted so far of complex tone (1) 
versus non-complex-tone (0), in which complex tone is positively correlated with 
humidity in a logistic regression (p < 0.05) in three regions, Africa, Eurasia, and North 
America.  How likely is it that these correlations will hold up within these regions purely 
by random evolution of tones and language contact?   

Continuing with simulations where the number of languages N=6 (without 
phylogenetic weighting) and language contact spreads over L=100 languages, there is a 
47% chance of holding within at least two macro-areas and a 15% chance of holding 
within at least three.  With a phylogenetic weighting, there is a 39% chance of holding 
within at least two areas and an 11% chance of holding within 3.   

In short, under these different models of language contact, it is quite unlikely that 
tone and humidity will correlate in three different macro-regions purely by chance, with 
that probability ranging, for example, between 11% and 15% depending on what 
assumptions are made in the simulations; but in general these probabilities are 
unexpectedly high, and moreover above the conventionally accepted significance level of 
5%. 

Another finding of Everett et al.’s paper is that number of tones correlates  with 
humidity within large language families, such as Sino-Tibetan (Pearson’s r=0.16, p<0.01) 
and Niger-Congo (Pearson’s r=0.3, p<0.001).  However, the major confound here is once 
again language contact.  As section 3 shows, Sino-Tibetan languages also have fewer 
tones when they are near to generally non-tonal Indo-European languages, and have more 
tones when near highly tonal Hmong-Mien languages; Niger-Congo languages similarly 
lose tones near Afro-Asiatic languages, which are often non-tonal or have few tones .  4

This matters because speakers of non-tonal languages may be affecting the tonal systems 
of Niger-Congo and Sino-Tibetan languages; it is likely that there has been a lot of 
simplification of complex tonal systems over time due to second-language learning.  This 
explanation will be expanded in section 3, which uses a phylogeographic approach to 
reconstruct the expansion of two tonal language families, and evidence that they have 
undergone simplification. 

 The mean number of tones in Afro-Asiatic is 1.17, compared with 2.7 in Niger-Congo, 4

using the World Phonotactics Database.
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The possible effect of aridity on phonation is worth testing in naturalistic contexts, 
such as in conversations in different Chinese varieties, and cannot be ruled out as a factor 
influencing the distribution of tonal languages.  However, language contact should be 
considered a serious confound in the way that it can create a positive global correlation 
between humidity and tone, including after controlling for language family, and even 
within specific macro-areas.  More generally, a moral of these simulations is that 
correlational studies should take into account the geographical distribution of languages, 
as this provides an unexpected confound to claims about how languages culturally 
evolve. 

3. Simplification of tonal systems due to language contact 

Section 2 argued that tone is likely to have spread over long distances by language 
contact.  This section reconstructs how this is likely to have happened, using evidence 
from the way that tonal complexity decreases from particular locations, and by 
reconstructing the spread of tonal language families. 

A hypothesis explored in this section is that the complexity of tonal languages should 
decrease the further away they are from where tone was originally innovated in that 
region.  This is because an expanding society speaking tonal languages would encounter 
populations speaking both tonal and non-tonal languages; when this happens, the number 
of contrasting tones typically decreases, because tones are difficult for second language 
learners to acquire if their native language is non- tonal (Gottfried and Suiter 1997), and 
they tend to simplify the tonal system.  In a hypothetical scenario, Chinese imposed on a 
population of Europeans would be likely to lose at least some tonal distinctions due to 
simplification of the tone system by second- language learners. This has been argued to 
have happened with northern Chinese varieties, which have been learnt partially by 
speakers of (originally non-tonal) Turkic, Mongolic and Tungusic languages (Hashimoto 
1986, LaPolla 2010).  

A converse of this is that some languages acquire tones by contact, but again in a 
typically simplified form. Some English Creoles use tone because of influence from tonal 
West African substrate languages, but with typically fewer tonal contrasts than the 
substrate languages themselves (see examples such as Krio, Ghanaian Pidgin English and 
Nigerian Pidgin in Maurer et al. 2013). Vietnamese dialects in turn became tonal because 
of influence from Chinese (Haudricourt 1954), although they again often have one tone 
fewer than the six tones in southern Chinese varieties.  This process of tonogenesis could 
in theory happen in a few different ways, such as by language shift, when speakers of a 
tonal language introduce tone into a language they are speaking, as in the case of 
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Nigerian or Hong Kong English (Maurer et al. 2013); or because speakers adopt an 
incoming tonal language, and subsequently introduce tone into their now less dominant 
local languages. 

The pressure for languages to lose or gain complex tone due to language contact can 
be demonstrated quantitatively by examining large, tonal language families such as 
Niger-Congo and Sino-Tibetan.  When a language moves closer to a set of non-tonal 
languages, for example, it may lose tones; conversely it may gain tones if it moves 
towards languages with more tones.  This hypothesis can be tested by reconstructing the 
locations of past languages such as Proto-Chinese, and also by reconstructing the number 
of tones that those languages had. 

This method can be referred to as a phylogeographic method, in that it reconstructs 
the likely locations of nodes in a phylogeny.  Chapter 5 employs a more sophisticated 
Bayesian implementation in the software package BEAST 2 (Bouckaert et al. 2014; 
Bouckaert 2016).  This approach was pioneered in the case of reconstructing language 
history by Bouckaert et al. (2012) in their study on the homeland of Indo-European; they 
controversially found support for the homeland of the family being in Anatolia, consistent 
with the fact that most of the primary branches of Indo-European are in that region 
(Anatolian, Tocharian, Armenian, Greek, and Indo-Iranian being the first groups to split 
off in the phylogeny). 

For the purposes of this study, a simpler method of maximum likelihood 
reconstruction of locations and number of tones is used, using the ‘ace’ function in the 
‘ape’ phylogenetic package in R (Paradis et al. 2015), and family trees of Niger-Congo 
and Sino-Tibetan from Glottolog (Hammarström et al. 2014).   

The logic of phylogeographic reconstruction can be summarised with an example.  If 
there is a person who lives in England, but whose immediate relatives live in Germany, 
then one can infer that the person in England has recently migrated from Germany.   In 
other cases the ancestral location might be more uncertain, but can still be narrowed 
down to a likely range: if some relatives live in England and some in Germany, the 
common ancestor of these people is quite likely to have lived in England, Germany, or 
geographically intermediate locations such as Holland; of course it is also possible, but 
less likely, that they were in a location further away such as China.  This assumption can 
be formalised by giving the latitude and longitude of where people are currently, and 
inferring the way that they may have changed over time assuming that they evolve by 
Brownian motion.  Two related people who are at different longitudes (e.g. 0 in London 
and 13 in Berlin) may have had a common ancestor anywhere between these two 
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longitudes, with varying probabilities, and these probabilities will change depending on 
where more distant relatives are located (e.g. if they are all also in Berlin, then the 
location of the common ancestor of these two individuals is more likely to be in or near 
Berlin).   

The maximum likelihood approach in this section treats the phylogeny as known (the 
Glottolog phylogenies) and seeks to infer values for the latitudes and longitudes of the 
inner nodes that maximise the probability of the latitudes and longitudes of the tips of the 
phylogeny.  This contrasts with a Bayesian approach, which can search through different 
phylogenies and also sample reconstructed values for the longitudes and latitudes.  The 
Bayesian method can sample from possible migration scenarios more fully, as well as 
incorporating uncertainty in the phylogenies.  

Another key difference is that the Bayesian approach can be geographically more 
accurate.  Bouckaert (2016)’s implementation of the package ‘spherical phylogeography’ 
models migration as a process of diffusion on a sphere, which produces more accurate 
results than just modelling migration as a change in latitude and longitude, which suffers 
from distortions due to the Mercator projection.  In addition, one can take into account 
the shape of landmasses by assigning zero probability of a node being over water; or take 
into account the fact that movement over water can be different from movement over 
land (e.g. people may be less likely to move over water, but move over it faster by boat).  
These different extensions are all discussed in Bouckaert et al. (2012).  The main 
disadvantage of the Bayesian method is how time consuming it is to run, especially on 
large families such as Niger-Congo, as well as the complexity of implementing these 
methods.  The maximum likelihood methodology in this section, while crude, is simpler 
and faster to implement, and still gives reasonable results when reconstructing the 
locations of many language families (e.g. Austronesian is reconstructed to an origin in 
Taiwan, and Bantu to an origin in Cameroon). 

To recapitulate, the method employed here to test this hypothesis is to use maximum 
likelihood reconstruction of locations and number of tones, using the ‘ace’ function in the 
‘ape’ phylogenetic package in R (Paradis et al. 2015), and family trees of Niger-Congo 
and Sino-Tibetan from Glottolog (Hammarström et al. 2014).  The R script and data are 
provided in Github repository referenced in the Supplementary Materials (section 1.2).  A 
full description of the method is below: 

1.  Phylogenies from Glottolog were used and assigned branch-lengths of length 1; 
and then this was replicated using phylogenies based on neighbour-joining of 
languages using similarity between ASJP word lists (Dediu 2015).  
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2.  The longitude and latitude of modern languages were used to reconstruct the 
locations of each node in the tree, using the ‘ace’ function in the ‘ape’ phylogenetic 
package (Paradis et al. 2015).  This gave maximum likelihood reconstructions, treating 
longitude and latitude as continuous variables that evolve by Brownian motion.  

3.  The number of tones was reconstructed at each node of the tree by using the ‘ace’ 
function.  The model assumed that the number of tones is a discrete variable which can 
change with different rates between different numbers, using an ‘All Rates 
Different’ (ARD) substitution matrix; the probability that a language that has 2 tones 
can change to having 3 tones can be estimated during the reconstruction. 

4.  The number of tones that languages transition to at each node can then be 
compared with the proximity of the node’s location with other language families, as a 
measure of how much they are being influenced by language contact.  In the case of 
Niger-Congo, Afro-Asiatic was the family used.  In the case of Sino-Tibetan, the 
highly tonal language family Hmong-Mien and the generally non-tonal language 
family Indo-European were used. 

An example of a reconstruction of a particular lineage is shown in Figure 2.2, which 
shows the path that two Niger-Congo languages (Zulu and Swahili) have historically 
taken through Africa and the way that their number of tones has changed while they were 
moving.  Proto-Niger-Congo is reconstructed in this case to West Africa, and with five 
tones, then moving into Cameroon, then southward and eastwards.  As this language 
moved through Africa, the number of tones began to decrease, going through a period of 
having no tones and then regaining tones as it moved into southern Africa.  This is 
probably not wholly accurate (for example, Narrow Bantu did not necessarily have zero 
tones, as is reconstructed here), but it represents what is most parsimoniously inferred 
from the modern distribution of numbers of tones in Niger-Congo. 
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Figure 2.2: The paths taken by two Niger-Congo languages, Swahili and Zulu, in a 
phylogeographic analysis using R.  

When taking transition events in number of tones, the number of tones that Niger-
Congo languages transition to correlates negatively with proximity to the nearest Afro-
Asiatic language (Pearson’s r=-0.23, p<0.001).  A reasonable explanation for this could 
be that speakers of languages that are non-tonal or with relatively few tones are 
simplifying the tonal systems of Niger-Congo languages.  This is expected if there are 
interactions between these language families (whether by language shift or other kinds of 
bilingualism: see Güldemann 2010 for proposals of language contact zones, such as the 
Macro-Sudan belt that covers both Niger-Congo and Chadic languages). 
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Figure 2.3: The paths taken by three Sino-Tibetan languages, Raute, Mandarin and 
Cantonese, in a phylogeographic analysis using R.  

Furthermore, in Sino-Tibetan, the number of tones that languages transition to 
correlates positively with proximity to the nearest Hmong-Mien language (Pearson’s 
r=0.33, p<0.001) and negatively with proximity to the nearest Indo-European language 
(Pearson’s r=-0.47, p<0.001).  Hmong-Mien languages have the highest number of tones 
in Asia, suggesting that proximity to these languages caused some Sino-Tibetan 
languages to gain tones due to contact.  Similarly, Indo-European languages generally 
have no tones or very few, suggesting that Sino-Tibetan languages have been losing tones 
near India due to simplification by contact with Indo-European.  The path that three Sino-
Tibetan languages (Raute, Mandarin and Cantonese) took from a reconstructed location 
for Proto-Sino-Tibetan in western China is shown in Figure 2.3.  

38



4.  Clines in tonal complexity and the overlap with agricultural expansions 

To recapitulate the finding of the previous section, languages tend to lose tones when 
they are near non-tonal languages.  They can also gain tones when they are near tonally 
complex languages, as in the case of Sino-Tibetan languages having an especially high 
number of tones near Tai-Kadai and Hmong-Mien languages; however, the number of 
tones that these Sino-Tibetan languages have is typically less than the number of tones 
that the donor languages have. 

If tone spread through Asia by language contact, then in general we expect tonal 
complexity to be highest near where it originated, and to decline in languages which are 
further away from that origin.  This pattern is indeed found in both Africa and Asia, and 
also perhaps other tonal areas of the world, where there is a decreasing number of tones 
from a particular point, an epicentre that tone seems to have radiated out from.  

In Africa, languages with the most tones are found in Nigeria and Cameroon.  
Successively fewer tones are found in languages further away, first in West Africa, and 
then in a large area reaching down into South Africa.  The number of tonemes that 
languages use, as reported in the World Phonotactics Database (Donohue et al. 2013), 
decreases gradually, as is visualized in the heat map in Figure 2.4.  To produce this map, a 
curve was drawn around languages with the most tones (in this case twelve) and 
coloured, and then around languages which have at least the second most tones (11), and 
so on down to the lowest number of tones (2).  Each curve is coloured with heat colours 
corresponding to numbers of tones.   

Why does tone decrease in complexity from Cameroon in particular?  It is striking 
that the distribution of tonal complexity matches the archeological and linguistic 
evidence for the expansion of Niger-Congo languages, and particularly the Bantu 
expansion that began in Cameroon and spread eastwards to Lake Victoria and then south. 
This is shown in more detail in Figure 2.5 from a phylogeographic analysis of the Bantu 
languages by Grollemund et al. (2015).  These languages are likely to have spread 
demically (de Filippo et al. 2012) by pottery-making horticulturalists and farmers 
(Russell et al. 2014).  If there is one demographic event that has the power to explain why 
tone has spread not just in Niger-Congo languages but also in surrounding language 
families such as Afro-Asiatic, this is likely to be it. 
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Figure 2.4: A heat map of number of tones in different languages in Africa, from 2 
(light red) to 12 (yellow, in Cameroon).  The blue circle shows the putative origin of the 
Bantu expansion in Cameroon (Grollemund et al. 2015; see Figure 2.5)).  
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Figure 2.5: A map of the Bantu expansion from Cameroon according to linguistic 
evidence from Grollemund et al. (2015), with different coloured lines representing the 
paths of particular lineages, and a green area showing the rainforest at 2500 years BP 
(dark green) and 5000 years BP (light green). 

A similar pattern is found in Asia, where again the number of tones that languages use 
decreases, forming concentric circles that radiate out of southern China, as shown in 
Figure 2.6.  The most complex tone systems are found in the languages of the Hmong-
Mien family around Guangxi.  Successively fewer tones are found in Tai-Kadai 
languages of the area, then in southern varieties of Chinese, then more distantly related 
Sino-Tibetan languages, and finally in Austroasiatic languages in Southeast Asia, 
languages of the Himalayas, Japanese and some Korean dialects, and some Malayo-
Polynesian languages.   

This shows an overlap again with the spread of agriculture in this region, in this case 
the way that rice-farming spread in Asia, on the basis of archeological evidence from a 
recent paper by Silva et al. (2015), as shown in Figure 2.7.  Rice domestication is first 
attested in southern China 9000 years BP spreading out of southern China 4-5000 years 
into Southeast Asia and India  (Fuller et al. 2009) building on an earlier tradition of cereal 
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agriculture (Lu et al. 2009). 

 

Figure 2.6: A heat map of number of tones in Asia (white/yellow = most number of 
tones (9), red = fewest (2), with the blue circle marking the origin of domesticated rice 
according to genetic and archeological evidence (Huang et al. 2013, Molina et al. 2011, 
Silva et al. 2015; see Figure 2.7).  
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Figure 2.7: Silva et al. (2015)’s map of the spread of Japonica rice farming according 
to archeological evidence. 

In both regions, there is a striking similarity between the number of tones that 
languages use, and distance from a point of agricultural expansion.  This association can 
be demonstrated more formally by using a linear regression, and linear mixed effects 
models, using the following method: 

1.  Languages were chosen from the World Phonotactics Database that are found in 
Africa or Asia.  These two regions were tested because they both have tonal languages, 
which are assumed to have developed tone independently.  The region ‘Africa’ is 
defined by the macro-region label ‘Africa’ in the World Phonotactics Database, while 
‘Asia’ is defined by the two Autotyp labels ‘South Asia’ and ‘Southeast Asia’ in the 
same database. 

2.  In these two regions, a linear regression was used to predict the number of tones 
using distance from a point where agriculture arose in Africa, chosen as the coordinate 
(11.52, 3.87) based on a map of the Bantu expansion in Bellwood (2013).  In Asia, the 
dependent variable was distance from sites in southern China where rice was 
domesticated according to genetic evidence (Huang et al. 2013) or where the oldest 
rice remains are (Silva et al. 2015), represented by the coordinates (110, 22.5) and 
(120.7, 28) respectively.  The regression was also repeated using just languages with 
tone. 
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3.  A linear mixed effects model was then used to control for the non-independence of 
languages within the same family, using top level family (e.g. Sino-Tibetan) as a 
random effect.  This was done using the packages ‘lme4’ (Bates et al. 2014) in R.  The 
R script and data are provided in Github repository referenced in the Supplementary 
Materials (section 1.2). 

The number of tones declines with distance from the Pearl River valley area, where 
genetic evidence suggests that domesticated rice originated (Huang et al. 2013, Molina et 
al. 2011) (n=674, Pearson’s r=0.5, p<0.001), and the correlation is as strong from the 
location of the oldest rice-farming sites further north in Zhejiang (Bellwood 2013).  The 
number of tones correlates inversely with distance from this region within major rice-
farming families such as Sino-Tibetan (Pearson’s r=0.41, p<0.001) and Austro-Asiatic 
(r=0.35, p<0.001).   

In both regions, there is a correlation between the number of tones that languages use 
and distance from a point of agricultural expansion.  These correlations are not simply 
due to the non-independence of tonal languages within the same families.  In order to 
control for phylogenetic relatedness, the correlations reported above were retested using 
mixed effects models, with language family as a random effect. These models were 
compared with a model with these as random effects which also include distance from the 
location of the proposed demographic expansion (such as Cameroon), and in Africa and 
Asia the models that included distance from the origin were found to be significantly 
better (p<0.001). In addition, the correlations reported hold up within the large families in 
these regions, Niger-Congo, Afro-Asiatic, Sino-Tibetan and Austro-Asiatic.  

The claim is of course not that agriculture predisposes languages to develop tone, but 
that the spread of tone in both regions could be explained by demographic expansions.  It 
is unknown exactly how old the main tonal language families Niger-Congo, Hmong-
Mien, and Sino-Tibetan are but their ages have been estimated using automated dating 
techniques of vocabulary at 6227 years old, 4243 years old, and 5261 years old 
respectively (Holman et al. 2011), congruent with or predating the timing of agricultural 
spreads in these regions. 

This gives a possible explanation for why tone spread so far in each of these regions 
across multiple language families: it is not that tone is especially fashionable, for 
instance, but that it was brought by the expansion of these language families, and by 
people migrating. on the heel of population expansions associated with the advent of 
agriculture.  In the process of migration, tonal languages that they brought will have 
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caused other non-tonal languages to gain tones (and at the same time, causing the 
expanding tonal languages themselves to lose tones). 

5.  Other factors influencing tone 

The possible role of the environment in influencing tone was discussed in section 2.  
Other papers have also speculated on non-linguistic factors that may have influenced the 
distribution of tonal languages.  For example, population size has a systematic 
relationship with various aspects of language structure, such as morphological 
complexity (Lupyan and Dale 2010).  It is also possible that population size has a 
relationship with the number of phonemes that a language has, as Atkinson (2011) argues; 
he further claims that the number of phonemes that languages have decreases with 
distance from Africa, as if there is a founder effect of phoneme diversity as people 
migrated, and that this holds separately for consonants, vowels, and numbers of tones.  It 
is still unclear what similar mechanism would do this for phoneme inventories, although 
he cited independent evidence that population size is also a predictor of phoneme 
inventory size, suggesting that some process of simplification of the phoneme inventory 
may come about if a part of linguistic community breaks away.  This is, of course, part of 
the argument in this chapter with regard to clines in tonal complexity, that the number of 
tones used can decrease as languages spread, although the mechanism proposed is 
simplification due to language contact, rather than a founder effect.   

 Another paper by Dediu and Ladd (2007) argues that genetics may also influence the 
distribution of tonal languages.  Speakers with ancestral alleles of the genes ASPM and 
Microcephalin are found in regions with tonal languages.  The correlation between these 
variants and tone is strong (stronger than 97.3% of all gene-language correlations that 
they tested), and it remains significant in a partial Mantel test controlling for language 
relatedness and distance between languages.  Since these two genes are expressed in the 
brain, Dediu and Ladd argue that the reason for this may be that these two genes have an 
effect on speakers’ processing of tone, causing some languages to be less likely to 
develop tone than others. 

The two genes ASPM and Microcephalin had no particular reason to be tested, as 
their effect on cognition was unclear at the time (Dediu and Ladd 2007, Mekel-Bobrov et 
al. 2007).  However, since that paper, there have been two experiments which seem to 
vindicate this hypothesis.   

The first study by Wong, Chandrasekaran and Zheng (2011) that found that people 
with the derived allele of ASPM were better than those with the ancestral allele at a tone 
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perception task.  There are two reasons, however, why Wong et al.’s study cannot be 
taken as strong support for Dediu and Ladd’s claim.  The first is that the result of their 
experiment went in the opposite direction to that predicted by Dediu and Ladd; the 
ancestral allele is the one that is found in regions with tonal languages, not the derived 
allele.  The second reason is that the sample in this experiment only contained thirty-two 
participants, making it quite possible that their result is a false positive.    

The second study, by Wong et al. (2020), is an experiment on native Cantonese 
speakers which seems to support Dediu and Ladd’s hypothesis more directly.  In this 
study, they showed that speakers with the derived allele of ASPM perform worse on a 
tone perception task than speakers with the ancestral allele, which is exactly what Dediu 
and Ladd’s original paper predicts. 

The experimental evidence in Wong et al. (2020) now makes the existence of a causal 
relationship between ASPM and tone quite likely, but not certain.  It is possible, for 
example, that there were some speakers in the experiment who were not entirely native in 
their phonology, or whose knowledge of Cantonese tones had interference from 
Mandarin, which could happen if some mainland Chinese people were in the sample.  
Since the frequency of the derived allele of ASPM is higher in Northern and Western 
China, it is possible that the results were affected by a few participants who were worse at 
tone perception who also happened to have the derived allele of ASPM.   Another, less 
likely, possibility is that ASPM is not directly related to tone, but rather to intelligence 
generally, as measured for instance by IQ.  This is suggested by the fact that IQ predicts 
performance on the tone perception task in Wong et al.’s study (r=0.224, p<0.001; 
however, past studies have investigated whether ASPM is related to IQ, and have not 
found any positive association (Mekel-Bobrov et al. 2007). 

 Another question is why the Cantonese speakers in the experiment were apparently 
native speakers, and presumably competent at producing tones in Cantonese, while 
simultaneously in some cases performing badly (almost at chance level) on a tone 
perception task.  However, this has also been found in studies on people who are tone-
deaf musically (e.g. inability to detect when someone sings out of tune, or wrong notes in 
a familiar melody): Yun et al. (2010) find that native Mandarin speakers with congenital 
tone-deafness (amusia) tend to do worse on discriminating lexical tones, despite their 
tone production being normal.  Amusia is also known to be hereditary: for instance, in 
Peretz and Vuvan (2017), amusia is found in 1.5% of the population, but is found in 46% 
of first-degree relatives of someone with amusia.  This makes it quite plausible that there 
are indeed single genes that can have a large effect on ability to perceive tones accurately, 
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while not affecting tone production, or indeed cognition more generally (Peretz and 
Vuvan 2017).   

This last point, that ASPM could be affecting linguistic tone perception via amusia, 
raises two further questions.  One is whether the Cantonese participants of Wong et al. 
(2020)’s experiment with the derived allele of ASPM were also more likely to be tone-
deaf than the participants with the ancestral allele, which would strengthen the case for 
ASPM affecting linguistic tone.  Wong et al. test for this, asking participants to judge 
whether two melodies are identical or slightly different (by one note), and do not find an 
effect of ASPM on this ability.  The second question is whether, if ASPM is linked with 
amusia, this condition will turn out to be more common in Northern and Western Eurasia 
than elsewhere, given the higher frequencies of the derived allele in this region.  Given 
the negative result in Wong et al.’s experiment, it is reasonable to assume that this is not 
the case. 

Another question is why Dediu and Ladd’s hypothesis may turn out to be correct, 
despite a seemingly valid criticism of it from a statistical standpoint.  I have previously 
summarised my criticism of this line of reasoning in Collins (2017) as follows: ‘Picking 
two genes to focus on because they occur in the same regions as tone, itself a very 
spatially clustered linguistic feature, automatically makes this correlation better than most 
randomly selected correlations between genes and linguistic features.  This makes the fact 
that this correlation is in the top 97.3% of gene-feature correlations unimpressive, as a 
correlation which is visually striking could well be stronger than 97.3% of randomly 
chosen gene-feature correlations.’   They discovered the visual resemblance between the 
distribution of the ancestral allele of ASPM (and Microcephalin) and tonal languages, and 
this then led them to test the correlation: as Dediu said in his doctoral thesis (Dediu 
2007:192), ‘This hypothesis was based on apparently congruent geographical patterns 
and on a putative decomposition of the various linguistic strategies into sequential and 
parallel components (D. R. Ladd, pc), supported by data from linguistics and 
neurosciences. Unfortunately, for the moment, we do not have a coherent theory 
concerning the parallel and sequential mechanisms in language, and, subsequently, there 
is no clear mechanism linking ASPM-D and MCPH-D to tone.’  They are therefore 
testing the correlation not because there was a clear causal theory (at the time at least), 
but mostly because it was visually striking. 

 Another way of saying this is that one should not test a hypothesis on the same data 
that suggests a hypothesis.  As Casella and Berger (2001: 7121) put it, ‘For example, a 
hypothesis suggested by the data is likely to be one that has ‘stood out’ for some reason, 
and hence … is likely to be accepted unless the bias is corrected for’.  But why would 
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this line of criticism be wrong, and Dediu and Ladd’s approach turn out to be valid after 
all?  One reason may be that a gene that affects ability to perceive tone may have quite a 
strong effect; if a community with many effectively tone-deaf speakers is unlikely to 
develop tone languages, or adopt them by language contact, then the existence of such a 
gene may well be visible from the geographical distribution of tonal languages - namely, 
that there may be an unusual cluster of non-tonal languages, as there is in Northern and 
Western Eurasia.  This fact might justify using this geographical distribution to discover 
candidate genes that can be causally linked with tone, after appropriate controls for 
language family and geography.  The criticism raised by Collins (2017) is therefore 
overstated, in so much as it underestimated the probability of hypotheses such as Dediu 
and Ladd (2007)’s turning out to be true (if the experiment by Wong et al. (2020) is valid 
and is replicated).  

Finally, how does Dediu and Ladd’s hypothesis affect the other historical hypotheses 
explored in this chapter?  In some ways, it does not affect the historical account of how 
tone may have spread out of particular regions such as Southern China; if anything, it 
makes these historical accounts more likely to be accurate, if by contrast populations in 
Northern China have a higher frequency of the derived allele of ASPM, and hence are 
presumably less likely to innovate tone.  In other ways, it may affect the validity of using 
tone as a feature for investigating the history of languages, since it does not evolve 
neutrally but is more likely to be innovated in certain regions.  It also further complicates 
the hypothesis about humidity affecting tone, since Everett, Blasi and Roberts do not 
control for the frequency of alleles of ASPM in their analysis.  Further work is needed to 
investigate how these different factors may interact to produce the modern distribution of 
tonal languages, and it would be especially useful to investigate regions such as Northern 
China to disentangle these effects on Chinese varieties spoken there. 

6. The stability and borrowability of tone 

Much of this chapter argues that the striking clustering of tone in particular regions 
reflects its historical stability, but also the ability for tone to be borrowed across 
neighbouring languages.  This may sound like a paradox, as the stability of a feature 
within a language family and its ability to be borrowed are usually thought of as 
opposites; this is especially true in historical linguistics when studying vocabulary, where 
there is often a distinction made between basic vocabulary (word lists such as Swadesh 
(1952)), and the rest of the lexicon which tends to be easier to borrow, and is therefore 
less reliable for reconstruction. 
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Models of language history have often conflated stability and borrowability in a 
single metric which they refer to as stability.  For instance, Dediu and Levinson (2012) 
calculates the stability of different features in the World Atlas of Language Structures; but 
this is defined (broadly, and measured with different methods) as the probability for a 
particular value of a feature to remain the same in a language family over the time.  This 
definition ignores the difference between features changing in a family simply because 
they are prone to change, and changing in a family because values for that feature are 
borrowed from other languages.   

A full model of language history would need two different metrics for a particular 
feature, its stability and borrowability.  A feature can be both highly stable and highly 
borrowable, and in fact this is what is largely assumed in this chapter for tone.  Whole 
language families such as Sino-Tibetan and Niger-Congo can be tonal (and conversely, 
most language families in mainland Eurasia have no trace of tone), suggesting that the 
basic property of having tone or not having tone is very stable.  This is indeed found by 
Dediu and Levinson (2012), where tone is ranked fifteenth out of 68 features in stability.  
The number of tones that a language has is, of course, a less stable property, since 
languages transition between different numbers of tones within families such as Niger-
Congo. 

At the same time, tone is very borrowable.  Section 3 demonstrates this by showing 
that changes in number of tones is predicted by what unrelated languages there are nearby 
(e.g. Sino-Tibetan languages tend to lose tone when they move towards Indo-European 
languages).  This can be seen more generally by the fact that tonal language families 
cluster together, such as Hmong-Mien, Sino-Tibetan, and Tai-Kadai in Southeast Asia.  
Assuming that they have not inherited tone from a common ancestor, the clustering of 
unrelated tonal families in Southeast Asia, as in other parts of the world, suggests that 
tone has spread between these families.  A quantification of stability and borrowability in 
comparison with other features is beyond the scope of this chapter, but it does seem that 
there is evidence for tone being both stable and borrowable, the conditions needed to 
explain the clustering pattern found, particularly as argued in the simulations in section 2. 

7. Conclusion 

This chapter began with the observation that tonal languages are clustered in 
particular regions, and then attempted to rebut an explanation by Everett et al. (2015) that 
tonal languages have adapted to humid environments.  Tone is likely to have spread long 
distances by language contact, which section 2 showed in simulations is the set of 
conditions especially likely to create a spurious correlation between tone and humidity, 

49



by virtue of the fact that humid regions are where the greatest number of languages are 
found. 

Tone has spread across several language families in Asia, such as Sino-Tibetan, Tai-
Kadai, Hmong-Mien, Austronesian, Japanese, and Austroasiatic.  In Africa, tone has 
spread across numerous families such as Nilo-Saharan, Khoe, Mande, Afro-Asiatic, Tuu, 
as well as the main large tonal family Niger-Congo.  Similarly in Mexico, tone is found 
in Otomanguean, Mayan, Uto-Aztecan, Chibchan, Totozoquean-Chitimacha, Cuitlatec, 
and several others. 

Why is tone so contagious?  This chapter explored the hypothesis that tone was 
brought across these regions by migration of people, as the cline in complexity of tonal 
systems in each region overlaps with the way that agriculture is known to have spread, 
and also aligns with the history of the main large tonal families.  There may, however, be 
other explanations for the pattern of clines in tonal complexity, such as the encroachment 
of non-tonal languages on areas of tonal languages; and there are other factors 
influencing the history of tone, such as language-internal reasons to do with syllable 
complexity, the use of particular consonants, word length, and other aspects of phonation; 
and of course, it is possible that the environment or other non-linguistic factors could 
affect the history of tone as well, as other papers have suggested (Dediu and Ladd 2007 
on the possible role of genes; and Atkinson (2011) on the effect of population size). 

The hypothesis outlined here is instead an example of the more general idea pursued 
in the remainder of this thesis, that linguistic structures can be used to show the history of 
languages interacting with each other, and that this in turn is likely to show the way that 
people have been migrating.  The following chapter investigates this hypothesis with a 
larger set of phonological features, using the World Phonotactics Database (from which 
data on tone was used) to find linguistic areas using phylogenetics; while Chapters 4 and 
5 continue to explore the relationship between these linguistic areas and data on 
migration. 
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Chapter 3: The Family Tree of Sound Systems 

1. Summary 

The history of languages can be illuminated not just by comparison of basic 
vocabulary, but also by comparison of syntactic and phonological properties.  This is 
hinted at in the World Atlas of Language Structures (WALS) (Dryer and Haspelmath 
2013), which shows that some structural properties tend to predominate in certain areas 
of the world, such as tone and numeral classifiers in Mainland Southeast Asia (e.g. 
Enfield 2005).   

A particularly useful source of data for investigating this hypothesis is the World 
Phonotactics Database, a database of phonological and phonotactic structures (Donohue 
et al. 2013), which has data on over 3700 languages for about 160 features.  The 
justification for using phonological and phonotactic properties of languages is that they 
may be useful for reconstructing the history of languages, given that whole language 
families such as Sino-Tibetan can be tonal (and conversely whole language families non-
tonal), or have quite distinctive properties such as clicks.  These properties may also 
reveal the history of language contact, as tone and clicks also cross-cut language families 
in certain regions (Güldemann and Stoneking 2008; Matisoff 1999).  

This chapter uses phylogenetics to investigate how similar Eurasian languages are to 
each other in their phonology.  Phylogenetic methods have been used to study the history 
of language families and, more speculatively, to discover clusters of languages using their 
grammatical structures, such as by Dunn et al. (2005) on on a set of Melanesian and 
Papuan languages, who found that closely related Austronesian languages in Melanesia 
cluster hierarchically in a tree similar to the tree found by using vocabulary.  They also 
found using the same method that unrelated languages in Papua New Guinea shared 
structural properties, suggesting either ancient relatedness or contact between these 
languages.  Other papers applied these methods to the WALS data, finding some evidence 
for large-scale clustering that might again indicate macro-families or large-scale contact 
(Dediu and Levinson 2012, Dediu and Cysouw 2013).  There have been other Bayesian 
analyses of databases of linguistic structures with the aim of elucidating language contact 
in particular.  Reesink, Singer and Dunn (2009) apply a method for inferring founding 
populations to data on grammatical structures gathered for languages in the Pacific and 
Australia, using the software STRUCTURE (Pritchard, Stephens and Donnelly 2000). 
This model reconstructs a set of ancestral languages which have influenced different 
languages to different degrees.  Daumé III (2009) uses a Bayesian model to discover 
linguistic areas based on geographical proximity.  Other quantitative modelling of 
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language contact includes Chang and Michael (2014) on phonological inventories in 
South America.  

When phylogenetics is applied to structural data, as in this chapter,  the clusters 
discovered overlap to some extent with known language families, but also cross-cut them, 
showing how languages have been interacting through language contact.  This means that 
phylogenetics can be used to discover linguistic areas, in the sense of groups of languages 
which share structural properties due to contact, an example being languages in Southeast 
Asia (Enfield 2005) which share properties such as numeral classifiers, tone, and so on.  
Dahl (2008) analysed languages in the World Atlas of Language Structures, measuring 
typological distance between languages, and found that languages of Southeast Asia were 
often about as typologically similar to each other as closely related languages in Europe, 
despite being unrelated (e.g. the distance between Polish and Russian is 12.4, while it is 
11.4 between Thai and Vietnamese).  A disadvantage of the method that Dahl used is that 
it treats all features equally, whereas phylogenetics allows the stability of features to be 
estimated at the same time as discovering how languages cluster.   

It may seem paradoxical to use phylogenetics to study language contact, given that 
these methods are usually used when features are assumed to be inherited from only one 
parent.  This chapter argues that, at a minimum, phylogenetics is a useful method for 
discovering clusters of languages which are similar in their phonological and phonotactic 
properties. These clusters are hierarchical, showing how individual neighbouring 
languages have been interacting, as well as how languages cluster into larger areas (such 
as India) and then into more weakly supported macro-areas (western and northern 
Eurasia).  Phylogenetics has some advantages over other clustering methods, because it is 
character-based rather than using a single metric of similarity as neighbour-joining does. 
In particular, the analysis employed here allows features to have different rates of change, 
meaning that features which are slower changing will contribute more information to the 
deep divisions in the tree than the noisier, fast-changing features will. 

Phylogenetics is more than a glorified clustering method, however, as it is also a 
model of history: a tree represents the way that a package of linguistic features has been 
transmitted through time.  Ultimately, the best model of the history of language would 
have multiple trees, ideally for each individual feature or bundle of co-transmitted 
features. This is usually unfeasible, since a single feature does not contain enough 
information to distinguish between convergence and relatedness (two languages that have 
tone could have shared history or have innovated it independently). A method which 
comes closer to this is a phylogenetic mixture model that allows two or more trees, as 
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implemented in Bayes Phylogenies (Pagel and Meade 2004) and discussed further in 
section 5.1. 

With these points in mind, this chapter presents evidence for groupings of languages 
based on phonology which are geographically coherent. Several groups of languages in 
Southeast Asia emerge, for example, which cross-cut language families and show how 
they have been interacting. Other interesting results include a linguistic area extending 
from the Caucasus through the Middle East to northwest India; and a large linguistic area 
covering Indo-European, Turkic, and other families in Siberia. Many of these linguistic 
areas are nested, with intricate structure showing how pairs of languages have influenced 
each other, as well as possible areas within areas. Perhaps the most impressive result is 
that a phylogenetic analysis can find these groupings without using any geographical or 
genealogical information at all, showing that phonological systems can be distinctive 
enough to be able to show where languages are spoken and what languages they are most 
closely related to. 

2. Methods: Bayesian Analysis of the World Phonotactics Database  

As described above, the World Phonotactics Database has information for over 3700 
languages around the world, coded for 161 features to do with phonology and 
phonotactics (as well as some additional information on population sizes and word 
order).  The World Phonotactics Database was publicly available when the data was 
downloaded in 2014, but has since been taken off-line: the raw data is therefore currently 
only available by contacting the author or Mark Donohue, although see https://
github.com/JeremyCollinsMPI/Thesis-Supplementary-Materials for the current status. 

The questions range from asking how many consonants can maximally appear in the 
onset or coda of syllables, what kind of consonants can appear in certain positions (e.g. 
‘Is the second consonant preferentially a glide?’), question about the number of 
consonants in the language, and about more specific types of consonants (‘Does the 
language have rhotics?’, ‘How many coronal nasal places are there?’).  The questions 
therefore are divided between binary questions which have either ‘yes’ or ‘no’ as an 
answer, and questions which have a number such as the number of consonants in a 
language or the number of consonants in a coda. 

Each language has data on features such as the number of consonants, number of 
plosives and so on, as well as phonotactic features such as the number of consonants 
maximally allowed in the onset and coda.  There are dependencies between features, both 
logically (in the sense that some features are more specific versions of other features, 
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such as ‘Are there clicks?’ and ‘Are there dental clicks?’) and functionally (there may be 
trade-offs in languages in the complexity of different domains, such as tonal languages 
being less likely to allow complex consonant clusters).  One drawback of the database is 
that it did not provide references in the publicly downloadable version at the time (and 
the data itself has since been taken offline).  It is also unknown how much agreement 
there would be between different people in coding a feature for a particular language (a 
drawback of most other linguistic database such as WALS as well).  However, a check of 
a small number of languages for a few features such as syllable complexity, where I had 
queries, showed that data collection did systematically record references and that the 
coding did follow procedures that the coders could defend when asked (Mark Donohue 
p.c).  The main advantage of using this database compared with WALS is the large 
number of features and languages, as well as the intrinsic interest of the question of how 
informative phonology and phonotactics are about language history. 

This database has not been analysed using Bayesian phylogenetics before, and so the 
main focus of this chapter will be on converting this data into a format that can be 
analysed with these methods, and seeing how much historical signal they contain.  The 
reason for using a Bayesian phylogenetic method is that it is a way of quantifying 
similarity between languages in their sound systems, whether this similarity is due to 
common ancestry or language contact.  Phylogenetic methods model the way that traits 
have evolved along family trees, and hence are controlling for clustering at lower levels 
of the hierarchy; this is in contrast with simpler methods such as those employed by 
Bickel and Nichols (2006), which attempt to quantify commonalities shared by languages 
in a region such as the Pacific Rim but do not control for local areality such as in Meso-
America.  If there are such local clusters, a phylogenetic method would find them 
(making Meso-America a clade for example), and they would not affect the likelihood of 
putative higher-order clades such as the Pacific Rim.  

A Bayesian approach is a direct way of finding the posterior probability of trees and 
hence in quantifying uncertainty about how languages are related.  One approach taken 
since Gray and Jordan (2000) is to code for the presence or absence of cognate 
vocabulary.  For example, main in French and mano in Italian are similar enough that 
they are likely to be related (or borrowed); hence one can code French and Italian as 1 
(meaning they have a word which is part of this cognate class), and English as 0 because 
it has hand, which is not in this cognate class.  English then gets a 1 for the next cognate 
class (cognates of hand, which exist in Germanic languages), while French and Italian get 
0.   
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This string of 0’s and 1’s can be read into phylogenetic software in the same way that 
a DNA sequence can be, and can be analysed using a Bayesian method to work out what 
family trees are particularly probable.  The approach is to ask what the likelihood of a 
family tree is, namely with what probability the data would be the way that it is if the 
hypothesis (the family tree being proposed) were true.  This can be calculated by 
summing over all possible scenarios of how an individual trait may have evolved: main 
may have been in the ancestor of all Indo-European languages and then lost in the 
Germanic branch for instance, or it may have been absent in Proto-Indo-European but 
innovated by the Romance languages; or it may have been present in Proto-Germanic as 
well but then lost by all of the modern Germanic languages; and so on.  The probability 
of all of these possible scenarios can be calculated by using a model of trait evolution 
which has the probability of a trait being innovated, in this case how likely a language is 
to have main or a cognate of it as a word for ‘hand’; and the probability of the language 
losing that trait, in this case a language having main as the word for ‘hand’ but then 
innovating a different word for ‘hand’ and using that instead.  Some words will be slow-
changing, such as the word for ‘two’ which has been conserved in all branches of Indo-
European (recall the modern words for ‘two’ such as French deux, Greek duo, Russian 
dva, and Hindi do), while most words change more quickly. 

The probability of a particular scenario of how a word evolved can be calculated by 
using these substitution rates and the proposed family tree.  The family tree not only 
specifies how languages are related, but also how much time has elapsed since they 
diverged.  The amount of time is taken into account when calculating the probability of 
words being lost or gained, as the more distantly that languages are related, the more 
probable it is that changes in vocabulary will occur. 

Finally, these scenarios are summed over (this is calculated using Felsenstein’s tree 
pruning algorithm, Felsenstein (1981)) to produce the likelihood of the tree for that 
particular word.  This is calculated for each word, and the product of all of these 
likelihoods is the overall likelihood of the tree.  This number can then be multiplied by 
the prior probability of the tree (a number that reflects how probable a particular tree 
topology is, given that certain tree shapes may be quite unusual), and this gives the 
posterior probability of the tree.  The details of this calculation are described in 
Huelsenbeck et al. (2001). 

There are many possible topologies for a rooted tree (e.g. more than 1096 when there 
are only 60 taxa), and it is impossible to calculate the probability of each one of them.  
Instead, an algorithm is used that searches through trees and samples them according to 
their probability, the Markov Chain Monte Carlo (MCMC) algorithm (Gilks et al. 1995).  
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The logic of the MCMC algorithm is summarised in Dunn (2009): ‘The Monte Carlo 
Markov chain searches the parameter space following a conceptually simple algorithm in 
which the likelihood is compared between the current position in the space and another 
randomly chosen (hence Monte Carlo) position nearby. If the new position in the 
parameter space has higher likelihood than the current one, it becomes the current 
position for the next iteration of the search (these repeated searches form a Markov chain, 
a procedure which retains no memory of its previous states)…if the newly sampled 
likelihood is lower in an iteration of the Markov chain, a random choice is made between 
keeping the priors from the current round or using the posteriors, with a probability of 
choosing the latter equal to the ratio of the new to old likelihood scores… Each iteration 
moves stochastically through the parameter space, tending towards areas of greater 
likelihood, until it reaches the equilibrium zone, an area of the parameter space with 
consistently higher likelihood. The goal of the search is a sample of trees/parameters 
from the equilibrium zone. Before this state is reached the likelihoods fluctuate wildly 
with each iteration (likelihood values over a search are plotted in Fig. 4), and the trees 
produced do not mean anything much—this is called the burn-in period, and these trees 
are discarded from the analysis.’ 

 The result of running a MCMC chain for typically many millions of iterations will be 
a set of trees, most of which will fit the data well.  This set of trees will reflect the 
different possible solutions to the question of what the real tree is.  It can be summarised 
by a single consensus tree, which shows groupings (clades) that occur most often in the 
set of trees found by the algorithm; for example, it may turn out that in 97% of trees in 
the sample, English is the closest relative of Dutch, and so a consensus tree would put 
them together and give that clade a 97% probability.  Other clades will have much lower 
probabilities, especially those further back in time. 

The same methodology can be applied to structural features, which are often binary 
(presence or absence of a particular structure, but can also be multi-state.  In particular, in 
modelling the evolution of inventory sizes, a substitution model developed by Maurits et 
al. (forthcoming) is used, which assumes that phoneme inventories evolve in a step-wise 
way, being more likely to transition to a number of phonemes that is close by: a transition 
from 6 tones to 7 or 8 tones should be more likely than transitioning to zero tones.   

This analysis will focus on language families in Eurasia in particular, an area that is 
the general focus of this thesis.  The languages under analysis are given a label for what 
continent they are on, so this was done simply by retaining languages labelled ‘Eurasia’, 
comprising thirty-six language families according to the (conservative) Glottolog 
classification.  This includes languages in some language families such as Afro-Asiatic 
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and Austronesian, most of which are found outside of Eurasia (in North Africa and the 
Pacific respectively). 

Dependencies are a problem for any Bayesian phylogenetic analysis, because the 
likelihood of a tree is calculated for each feature and then multiplied to give a total 
likelihood for the tree.  This can only be done if each feature is statistically independent.  
In practice, it is not clear how much dependencies affect the result of analyses.  In 
addition, there is no easy way of getting rid of them in this data, as both general features 
(‘Are there clicks?’) and more specific features (‘Are there dental clicks?’) may both 
carry historical information.  Functional dependency is also difficult to get rid of, both 
because phonological systems may have a large number of complex dependencies 
between features, making them difficult to get rid of entirely, and also because there is no 
easy statistical way of distinguishing features that correlate in languages because of 
functional dependency and those that correlate because of shared inheritance and contact.  
Two possible ways of dealing with these problems are discussed in the conclusion of this 
chapter, but the main analysis does not attempt to address these issues.  It should be noted 
that it is unlikely that dependencies have a large effect on the results of the analysis, 
given that the clades in the resulting phylogeny are mostly geographically coherent, 
suggesting that languages cluster by features mainly because of inheritance and contact, 
rather than because of dependencies between features. 

An additional analysis was run using a methodological innovation suggested in a 
forthcoming paper by Maurits et al. (forthcoming), which is to use known language 
phylogenies as monophyletic clade priors.  The purpose of doing this, as Maurits et al. 
write, is to be able to find out which features change quickly and which change slowly, 
following on from other work that has used Bayesian phylogenetic methods to estimate 
the stability of typological features (e.g. Dediu 2011).  To implement this, the family tree 
classification from Glottolog was used (Hammarström et al. 2014).  Each grouping and 
sub-grouping in the Glottolog family tree was used as a monophyletic clade constraint 
(e.g. Indo-European, Germanic, North Germanic, etc.). 

The Markov Chain Monte Carlo analysis was run for 10 million iterations in each 
analysis, with a burn-in of 1 million iterations.  The effective sample size (ESS) of all of 
these analyses for the tree topology is only 4, meaning that the analysis had not been run 
for long enough to explore the space of possible trees (an analysis is likely to have 
converged if the ESS is above one hundred according to the BEAST documentation ; see 5

section 5.3 for discussion of this point).  Reasons for the slowness of the analysis may 

 https://beast.community/ess_tutorial5
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include the large number of languages considered (785), but also the time taken in 
computing the likelihood for the multi-state features, some of which have over one 
hundred states (see step 3 below).  Some ways of speeding up the calculation may include 
having a randomised sample of Eurasian languages instead of every language (at the 
expense of losing some information about how features evolve in language families, 
which requires dense sampling); using threading for the likelihood computations on a 
cluster; or running several parallel MCMC chains on a cluster to get a fuller sample.  The 
analysis in this chapter is therefore exploratory, and can be improved by implementing 
these changes to the methodology as well as changes suggested in other places in the 
chapter (such as dealing with dependencies or using multiple trees).   

The main result of this analysis does nevertheless have value because it shows that 
there is historical signal in phonological/phonotactic features, such that geographically 
coherent clusters of languages emerge; and that these clusters demonstrate patterns of 
language contact, because they cross-cut language families.  For comparison, a 
hierarchical cluster analysis of the data was also done using a distance-based method 
UPGMA (Sokal and Michener 1958), implemented in the Python package scipy and 
described in section 4.2. 

The method is summarised below: 

1. I took data from the World Phonotactics Database, choosing specific features 
(excluding word order).  This file can be obtained by contacting the author requesting 
the file data.csv in the Supplementary Materials (Chapter 3).  The languages used were 
all in Eurasia, defined as having the WALS classification ‘Eurasia’ (which Beastling 
uses).  The features that were excluded were 'Language', 'Latitude', 'Longitude', 'ID', 
'Language family', 'Language family1', 'Language family2', 'Language family3', 
'Language family4', 'Language family5', 'Is this language an isolate', 'World macro-
region', 'WALS area', 'Autotyp', 'Country', 'Ancient language', 'Papuan', 'Altitude', 
'Eastness', 'SOV', 'SVO', 'VSO', 'VOS', 'OVS', 'OSV', and 'Maximal CV contrasts'.  All 
other features were used, making a total of 141 features (102 binary and 39 non-binary, 
as described in points 2 and 3 below). 

2.   102 binary features, such as whether a language has clicks (‘yes/no’), were 
modelled using a covarion model.  A description of the covarion model in Beastling 
(Maurits et al. 2017) is provided in the documentation : ‘The binary Covarion model is 6

defined for binary datasets, i.e. sets where every datapoint is either a 0 or a 1. This 

 https://beastling.readthedocs.io/en/latest/substitution.html. 6
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model introduces a latent “fast” or “slow” state, which controls the rate of transitions 
between 0 and 1 (transitions in either direction are always equally probable). This 
model is typically used for cognate data, but can be used for binary structural data 
also…This model estimates two parameters, a switching factor which governs how 
frequently the latent state switches between “fast” and “slow”, and a parameter denoted 
“alpha” which controls the difference in speed between the two states. By default, 
these parameters are shared across all features in the dataset, i.e. BEAST will estimate 
2 parameters for n features.’ 

3.  39 multi-state features, such as the number of tones that a language has, were 
modelled using an ordinal model developed by Luke Maurits (Maurits et al. 
forthcoming), which is described in the following way, using the example of WALS 
consonant inventory sizes: ‘[The model] permits transitions only between adjacent 
values on the scale…with all such transitions being equally probable.  We call this the 
Ordinal model.  Note that when we speak of permitting or not permitting certain 
transitions, we are considering an infinitesimal interval of time.  A language cannot 
increase its consonant inventory from ‘small’ to ‘large’ in a single such interval, 
however, it can make four permitted transitions in a series of consecutive intervals 
which occur over an arbitrarily short period of time, so that if the data truly demands a 
tree topology in which consonant inventory changes rapidly in a short period of time, 
the model can accommodate this.  These rapid changes are therefore simply strongly 
dispreferred over more gradual explanations.’  The same model is used here, applied to 
numbers such as the number of tones that languages have.  The way that both binary 
features and multi-state features can be accommodated is to have two separate 
‘partitions’ in BEAST, one for the binary features and one for the multi-state features; 
this means that both feature sets share the same tree topology, but have separate 
substitution models. 

4.   The data was converted to a xml file for BEAST using the Python package 
Beastling (Maurits et al. 2017).  This file is available on Github in the Supplementary 
Materials (1.xml). 

5. I ran the xml file in BEAST for 10 million iterations, resulting in trees and log files 
(1.trees, 1.log).  The trees were summarised using the TreeAnnotator package in 
BEAST in a consensus tree and plotted in Figtree.   

The procedure was the same for the clade-constrained analysis described in section 
4.1, except for the following additional step: 
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6.  When converting the data to a xml file for BEAST using Beastling, an additional 
line monophyletic = True was included in the Beastling file, which uses Glottolog trees to 
constrain the topology of the trees being searched for in Beast (e.g. the trees being 
searched for must include Indo-European as a monophyletic clade).   

3. Results 

The main result is a tree of Eurasian languages, comprising clades with different 
degrees of support.  The full consensus tree is presented in the supplementary materials 
and is plotted in Appendix 2 (Figs. S1.1-11), but a summarised version is given in Figure 
3.1. 
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Figure 3.1: A consensus tree of languages in Eurasia according to the phylogenetic 
analysis of the World Phonotactics Database.  The main clades are collapsed and 
summarised with a geographical label for readability.  Numbers on each node reflect the 
posterior probability of the clade, between 0 and 1. 
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Because the tree is too large to describe in full, the large clades in Figure 3.1 will be 
summarised below, along with some of the more strongly supported sub-clades.  The 
posterior probability is given in brackets, with brief descriptions of the location and main 
language families.  The general result is that several geographically coherent clusters of 
languages emerge from the analysis, which is surprising given that only information 
about phonology and phonotactics is being used.  A certain amount of parallel 
development of features is to be expected, meaning that some of these clusters also have 
a few outliers in other regions. 

1.  South China (71%), mostly comprising Sino-Tibetan, Hmong-Mien, and a few 
Tai-Kadai languages.  The languages are shown in Figure 3.2, and are coloured to 
show their language family: Sino-Tibetan in dark blue, Hmong-Mien in red, Tai-Kadai 
in yellow and Austroasiatic in light blue.  This area may be thought of as a south China 
area, mostly comprising Sino-Tibetan and Hmong-Mien languages, with a few Tai-
Kadai languages and one Austroasiatic language in southern Laos.  In the consensus 
tree that emerges from the phylogenetic analysis, this clade is in fact on the outside of 
the tree, with all other languages in Eurasia forming a clade with 57% posterior 
probability.  This means that other Eurasian languages have more in common with each 
other than they do with languages in the south China area.  A more contentious way of 
putting it would be that there is evidence for all Eurasian languages outside of south 
China together forming a linguistic area, that is, having some properties in common.  
Perhaps this is just an artefact of the fact that only Eurasian languages are used in this 
analysis; if languages from other continents were included (an analysis not yet 
performed), it may turn out that this clade is no longer strongly supported, or that it is 
supported and is due to most languages in Eurasia having a common historical signal 
(either due to inheritance or contact).  This large area is therefore hard to interpret, but 
is worth noting as a theoretical strength of the method - that it can in principle detect 
large areas that linguists would not even have thought of looking for (an entire 
continent minus a linguistic area could in principle be itself a linguistic area). 
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Figure 3.2: A clade with 72% posterior probability comprising mostly languages in 
southwest China, coloured by language family (blue: Sino-Tibetan, brown: Hmong-Mien, 
orange: Indo-European, purple: Austroasiatic, light blue: Tai-Kadai). 

2.  India and western Southeast Asia (30%), shown in Figure 3.3.  This group splits 
into two sub-groups, one in India (100%) and one in Southeast Asia (37%).  The group in 
India is mainly made up of Indo-European and Tibeto-Burman languages, shown in 
Figure 3.4 (as well as Scots Gaelic as an outlier).  The group in Southeast Asia is mainly 
made up of Tibeto-Burman languages in the Himalayas, with a few Austroasiatic 
languages.   
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Figure 3.3: A clade with 30% posterior probability mostly comprising languages in 
Southeast Asia and India, coloured by language family (purple: Austroasiatic, blue: Sino-
Tibetan, light blue: Tai-Kadai, orange: Indo-European, red: Dravidian, sky blue: Nahali, 
green: Uralic, pink: Eskimo-Aleut). 

 

64



Figure 3.4: A sub-clade of the clade in Figure 3.3, with 100% posterior probability, 
which mostly comprises languages in India, coloured by language family (orange: Indo-
European, red: Dravidian, purple: Austroasiatic, sky blue: Nahali). 

3.  Indo-European and Turkic languages (64%), shown in Figure 3.5.  This clade 
splits into two overlapping groups, one primarily Indo-European in Europe, comprising 
some Slavic and Romance languages (100%).  The other group splits in two, one group 
containing the remainder of the Indo-European languages (45%), and a second group 
(17%) which contains a Turkic sub-clade (82%) and two strongly supported but strange 
groups, described in (4) and (5).  There are also outliers in this cluster such as two Uralic 
languages and an Eskimo-Aleut language, reminding us that independent convergence in 
phonological features does occur. 
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Figure 3.5: A clade comprising languages in western and northern Eurasia, mostly 
Indo-European and Turkic (orange: Indo-European, dark green: Turkic, black: Tungusic, 
yellow: Mongolic, purple: Afro-Asiatic, aquamarine: Japonic, light salmon: Chukotko-
Kamchatkan, pink: Eskimo-Aleut, light green: Uralic). 

4.  A disparate group (99%) containing Yenets, Maltese, Greenlandic, Tajik, Romany 
and Moghol.  

5.  Another disparate group (99%) containing Amami Ryukyuan, Nivkh, and two 
Indo-European languages, Avestan and Waigali.  

6.  Eastern and southern India, containing mostly Austro-Asiatic and Dravidian 
(58%), shown in Figure 3.6.  There are also a few Indo-European languages such as 
Kumauni, suggesting cases where they have been in contact with Dravidian.  Nynorsk 
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(Norwegian) is also included in this clade, again an outlier in an otherwise geographically 
coherent cluster. 

Figure 3.6: A clade comprising languages in India with 59% posterior probability, 
coloured by language family (violet: Andaman, purple: Austroasiatic, red: Dravidian, 
orange: Indo-European). 

7.  Southeast Asia (28% posterior probability), shown in Figure 3.7, mostly 
comprising Sino-Tibetan, Austro-Asiatic and Tai-Kadai, but also Korean.  This clade has 
a relatively low posterior probability, in contrast to the expectation that Southeast Asian 
languages would form a clear linguistic area. 
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Figure 3.7: Southeast Asia, coloured by language family (purple: Austroasiatic, light 
blue: Tai-Kadai, dark blue: Sino-Tibetan, light green: Austronesian, magenta: Korean). 

8.  An arc of languages running from the Caucasus through the Arabian Peninsula and 
into Afghanistan and Pakistan (36%), shown in Figure 3.8.  This group is richly 
structured, comprising smaller groups such as just the Caucasus and Middle East (29%); 
just Nakh-Daghestanian and Kartvelian (47%); the Northwest Caucasus (83%); and 
Arabic varieties along with Kurdish and Brahui (64%). 
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Figure 3.8: A clade with 36% posterior probability mainly comprising languages in 
the Caucasus, Arabian Peninsula, and northwest India, coloured by language family 
(midnight blue: Northwest Caucasian, orange: Indo-European, red: Dravidian, plum: 
Kartvelian, blue: Sino-Tibetan, gray: Nakh-Daghestanian, brown: Burushaski, light 
brown: Hurro-Urartian, purple: Afro-Asiatic, yellow: Mongolic). 

9.  Western and northern China (81%), shown in Figure 3.9.  This group contains a 
sub-clade of Mongolic, Turkic and northern Sinitic languages (81%), suggesting that 
languages such as Mandarin have influenced or been influenced by non-Sinitic languages 
in north China. 
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Figure 3.9: A clade comprising languages in mostly in western and northern China 
(81%), coloured by language family (blue: Sino-Tibetan, yellow: Mongolic, green: 
Turkic, purple: Austroasiatic, light blue: Tai-Kadai, brown: Hmong-Mien). 

These groups are plausible candidates for being linguistic areas, in the sense that they 
are groups of languages with relatively high posterior probabilities, and are 
geographically coherent (with the exception of 4 and 5).  To some extent this may be due 
to the fact that linguistic sub-families tend to be geographically contiguous; but they are 
also often restricted to a particular region, such as Southeast Asia or India (perhaps with 
occasional languages that are mistakenly included, such as Nynorsk mentioned above). 

There is a lot more to explore in the results, such as the interactions between 
particular languages and how plausible these interactions are historically.  An example is 
the structure of the outer clade in Southeast Asia (clade 1 in the list above).  The structure 
of this clade is shown in Figure 3.10. 
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Figure 3.10: The structure of clade 1, comprising languages mostly in South China 
(see Figure 3.2).  The taxa names are coloured by language family; Sino-Tibetan in 
purple, Hmong-Mien in black, Tai-Kadai in blue, Austro-Asiatic in red, Indo-European 
(Sindhi) in orange.   

The tree shows that two Hmong-Mien languages, Green Hmong and White Hmong, 
are phonologically similar to a group of Sino-Tibetan languages, placed in a group with 
100% posterior probability, suggesting convergence in their phonology due to contact.  
This clade is in a larger clade with a larger group of mostly Hmong-Mien and a few Tai-
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Kadai languages with 70% probability.  Finally, on the outside of the clade are two Sino-
Tibetan languages of northeast India, grouped with a Tai-Kadai language Maonan with 
67% probability. 

A different clade in Southeast Asia is clade 7 in the list above.  A particularly 
interesting sub-clade is shown in Figure 3.11, showing interactions between Korean and 
Sino-Tibetan languages.  Korean is placed in a clade with 96% probability with two 
southern Chinese Sinitic languages (Fuzhou and Changsha), a Hmong-Mien language 
She in Guangdong, and the Tibeto-Burman language Akha in Laos.  This is most likely 
because of the phonological influence of southern Chinese languages on Korean, for 
example through borrowing of vocabulary (e.g. de Roulet 2018).  This sub-clade is part 
of a larger clade of mostly Sino-Tibetan languages again, with 96% probability. 
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Figure 3.11: The structure of a sub-clade of clade 7, 
comprising Korean and Sino-Tibetan languages that may have 
influenced it. 

In many cases the analysis recovers groups of related languages, as expected because 
phonotactic properties are inherited from ancestral languages.  But the method is 
unreliable for reconstructing common ancestry, and does particularly badly in 
reconstructing families such as Indo-European.  Indo-European languages are not placed 
in a single clade for example, being placed with nearby languages such as in Southeast 
Asia, the Caucasus, or Uralic languages.  Some relationships within Indo-European are 
suggested, such as among some Slavic languages (40%), but many languages in these 
groups are otherwise scattered around the tree.  Some sub-clades show clear language 
contact, such as one that contains Basque and Spanish dialects (83%), but many are likely 
to be simply due to independent convergence, such as a clade containing Greek, Sicilian, 
Manx and the Chukotko-Kamchatkan language Itelmen (43%). 
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4. Additional Analyses 

4.1 Results of the Clade Constrained Analysis 

This section describes the results of the analysis where the clades are constrained to 
include known language families.  This is to test a hypothesis due to Maurits et al. 
(forthcoming) that this method can potentially recover macro-families; and in doing so, 
some clearer results about linguistic areas are also obtained. 

As with the analysis in section 3, the main result is a tree of Eurasian languages, this 
time with known language families as clades.  The interpretation of these results is 
unclear, since phonological properties do not simply travel in language families; but 
several large macro-areas emerge from this analysis, which are likely to reflect more 
ancient relatedness or language contact.  The main results are: 

1.  A clade covering most of Eurasia, in a way that resembles the Eurasian linguistic 
area of Bickel and Nichols (2009) (85%).  This clade covers all language families in the 
sample except for families of Southeast Asia. 

2.  A clade covering language families in Southeast Asia (Austronesian, Tai-Kadai, 
Sino-Tibetan, Hmong-Mien, Austroasiatic, Shompen) (82%).  This is less surprising as it 
corresponds to a well-known Southeast Asian linguistic area (e.g. Enfield 2005), although 
it is gratifying to see this supported in a quantitative way based entirely on phonological 
features. 

3.  Within the main Eurasia clade, there is a clade comprising the Caucasus and Afro-
Asiatic (94%).   

4.  This clade is also part of a larger clade (48%) containing various language families 
in Eurasia, such as Turkic, Uralic, Nivkh, Ket, Chukotko-Kamchatkan, and Eskimo-
Aleut. 

5.  A Turkic-Uralic clade (96%), suggesting recent interaction between these two 
northern Eurasian families. 

6.  Within Southeast Asia, there is a clade comprising Tai-Kadai, Austroasiatic, 
Austronesian and Shompen (81%). 
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Figure 3.12: The family tree of language families in Eurasia based on phonotactic 
properties, with constrained clades for language families.  Numbers on clades are 
posterior probabilities. 

4.2 Distance-based Cluster Analysis 

For comparison, a distance-based cluster analysis using the UPGMA algorithm 
(Unweighted Pair Group Method with Arithmetic Mean; Sokal and Michener 1958) was 
also performed on the same data.  The implementation was from the Python package 
Scipy using the ‘cluster hierarchy’ module.  The method was as follows: 
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1. An array of shape 785 x 141 (785 languages, 141 features) was made; the array 
was normalised by dividing the value for a feature by the square root of the sum of the 
values squared for that feature across all languages (in Python, x / 
numpy.sqrt(numpy.nansum(numpy.square(x), axis=0))) 

2.  A distance matrix was made for the languages by taking the mean absolute 
difference in the arrays, ignoring missing values (numpy.nanmean(abs(x - y))). 

3. The UPGMA algorithm implemented in the function ‘linkage’ in Scipy was used, 
which iteratively merges clusters based on which are closest together (defined by 
taking the mean of the distances between members of the two clusters).  It constructs a 
rooted tree, which was then plotted in Figtree (see Appendix 2, Figure S2). 

The purpose of the comparison is to answer some possible objections to the use of the 
Bayesian phylogenetic method in section 3, such as: why use a phylogenetic approach, 
rather than just another standard hierarchical clustering method?  Why use a Bayesian 
method that is computationally more intensive (and which in this case resulted in a low 
effective sample size)?  As discussed in Chapter 1 and section 1 of this chapter, the 
Bayesian approach models the way that the features are evolving along the tree, whereas 
the distance-based method does not, instead using a cruder heuristic of similarity between 
languages.  The Bayesian method also searches through the possible rates of change of 
features, which is useful because features evolve at different rates; by contrast, the 
UPGMA algorithm gives equal weighting to the features, at least in the version 
implemented here.  It is possible that a version could be tried which iteratively updates 
the weighting of the features in some way, at the same time as finding the clusters.  
Finally, the UPGMA algorithm is not attempting to search through the space of trees and 
make a sample based on likelihood, instead returning only a single tree based on a simple 
bottom-up heuristic.  By contrast, the Bayesian approach searches through the space of 
trees more and returns trees sampled in proportion to their posterior probability, and so 
even with a small effective sample size is arguably a more extensive search than a 
method that returns a single tree.  For these reasons, the Bayesian approach is expected to 
yield a result that is closer to the reality of how languages have inherited phonotactic 
features (either in language families or by contact). 

The results of the distance-based analysis bear this out.  The dendrogram is plotted in 
Appendix 2 in S2.1-11.  There are some similarities with the Bayesian phylogeny, plotted 
in S1.1-11, as one would expect.  For instance, in S2.8 there is a clade of languages in the 
Caucasus belonging to different families such as Kartvelian, Nakh-Daghestanian, and 
Indo-European; it continues into S2.9 with other families such as Northwest Caucasian 
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and some Semitic languages.  However, some Afro-Asiatic and Northwest Caucasian 
languages appear in a different part of the tree, in various clades in S2.11.  By contrast, in 
the Bayesian phylogeny in S1.1 there is not only a single coherent clade comprising all of 
those languages, but also some further structure to its sub-clades, such as one of mostly 
Afro-Asiatic languages (64% confidence), one of mostly Nakh-Daghestanian (47%), one 
of Northwest Caucasus (83%) and one of mostly Indo-European (89%) (although each of 
these clades also has ‘mistakes’, such as the Indo-European language Yazgulami placed 
with the Northwest Caucasus languages).  The Bayesian analysis in this case seems to 
uncover more meaningful clusters than the distance-based analysis. 

There are other similarities between the two trees, such as the clade comprising 
Korean, She (Hmong-Mien), Fuzhou (Sinitic), Puxian (Sinitic) and various other Sino-
Tibetan languages (S1.4 in the Bayesian tree and S2.5-6 in the distance-based tree).  
Clades which appear in the results of both analyses may be more likely to be reflecting 
genuine similarity, rather than a spurious result in the Bayesian analysis due to lack of 
convergence.  Another interesting example is the placement of Nynorsk with languages in 
India (S2.1) which replicates the result from the Bayesian analysis, perhaps due to the 
convergent evolution of features such as tone and retroflex consonants (which Nynorsk is 
described in the database as having).  But there are also many dissimilarities: there are no 
shared clades of languages in India for example (e.g. the placing of Malayalam with 
different languages in S1.10 and S2.1).  In some cases, a ‘mistake’ in the Bayesian 
phylogeny may be due to lack of convergence, for example the placing of Scots Gaelic 
with languages in India in the Bayesian phylogeny (S1.10); in the distance-based 
analysis, Scots Gaelic is placed on the outside of a clade of languages mostly in Western 
Europe (S2.2). 

Impressionistically, the distance-based tree has many small geographically coherent 
clades.  However, it is difficult to find much geographical coherence to larger clades, 
unlike in the Bayesian phylogeny, where several large clades comprise languages in a 
single region such as East India or South China.  This may be due to the three properties 
of the Bayesian analysis described above that the distance-based analysis lacks: 
modelling the history of the features, modelling the different rates of change of the 
features, and more extensive search through the space of possible trees.  While a 
distance-based analysis provided here provides a baseline clustering for the languages in 
the database, the Bayesian analysis in section 3 seems to provide more meaningful results 
despite shortcomings such as the lack of convergence. 

77



5. Discussion 

5.1.  Phylogenetic mixture models 

One disadvantage of the phylogenetic method used (as well as UPGMA) is clearly 
that it forces languages to belong to a particular clade, whereas in reality languages may 
have more than one parent.  For example, Tibeto-Burman languages in the Himalayas 
may have structural properties from both Indo-European languages in India and Sino-
Tibetan or other families in Southeast Asia (the ‘Indosphere’ and ‘Sinosphere’: see 
Matisoff 2015).  What is needed is a method that can allow languages to have some 
properties inherited from one tree, and some features inherited from another.  The 
mathematical framework for this method exists, having been described in Pagel and 
Meade (2004).  Gray, Greenhill and Ross (2010) allude to this framework, adding that 
this method has not been applied to cultural data: ‘We suggest that Bayesian phylogenetic 
mixture models (Pagel and Meade 2004) could be used to investigate complex histories at 
the level of specific characters. Instead of forcing all the characters onto a single tree, 
these mixture models allow different models of evolution to be applied to each character 
in the data. Essentially this allows the characters to “choose” between alternative trees. A 
multiple topology mixture model is currently implemented in Bayes Phylogenies (Pagel 
and Meade 2004) but, to the best of our knowledge, has not yet been used in studies of 
cultural evolution.’  This remains true at the time of writing, and the application of a 
multiple topology model is particularly appropriate for structural data. 

A mixture model can select between two trees, as illustrated in Figure 3.13.  For 
instance, while much of the basic vocabulary of English is Germanic (such as hand), 
some of its vocabulary is from French (such as bottle).  Tree A, which places English in a 
clade with Germanic languages, may receive a high likelihood for some traits (such as the 
word for ‘hand’), but a low likelihood for other traits (such as the word for ‘bottle’).  Tree 
B places English with Romance languages, and would receive a high likelihood for traits 
such as ‘bottle’, but a low likelihood for traits such as ‘hand’.  

Neither tree is a good fit for the entire data, but a model which assumes that some 
traits follow tree A and other traits follow tree B can do better than a model which 
assumes a single tree.  The probability of a trait is calculated for each tree, and the 
maximum value (or the mean, or a weighted average) of the two likelihoods is then taken.  
This becomes the likelihood of that pair of trees for that trait; the likelihoods are then 
calculated for each trait in this way, and the product of all of the likelihoods for all of 
those traits is the likelihood of the model.  This model can be sampled by MCMC in 
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exactly the same way as a model which has just one tree, but sampling pairs of trees 
instead. 

Figure 3.13: An illustration of the phylogenetic mixture model, in which two trees are 
assumed to generate the data.  Each trait, such as ‘hand’ or ‘bottle’, can be chosen to have 
been generated from one of the two trees.  

A further possibility is constraining trees in a mixture model to be correlated with 
each other, for instance by forcing trees to be within a certain ‘edit distance’ of each 
other.  This would allow the inference of two trees, but also allow them to use 
information from each other.  To use the example of the words ‘hand’ and ‘bottle’ above, 
it is unlikely that words have entirely unrelated histories from each other - since German 
and Dutch share cognates for both ‘hand’ and ‘bottle’, and Italian and French share 
cognates for both of them too, making the histories of those two words highly correlated.  
It would make sense to use information from both of these words in constructing the two 
trees, but to also allow the trees to have differences; for instance, in making English 
belong to a clade with Germanic languages for the word ‘hand’, and with Romance 
languages for the word ‘bottle’.   

Whether this constraint is added or not, the benefits of this model will be that it 
produces a pair of trees, showing how one set of structural features may have been 
transmitted in a different way from another set.  This will then show how some languages 
belong to two different areas, such as both an Indian area and a Southeast Asian area; or 
in particular, how languages can have certain properties similar to languages they are 
closely related to, and certain other properties that are similar to their neighbours because 
of language contact. 

79



5.2. Logical and functional dependencies 

Another problem in the model implemented in this chapter is that structural features 
are treated as statistically independent of each other.  In reality, as mentioned, structural 
features are dependent on each other for two reasons.  Certain features are logically 
dependent on others, such that if one knows the answer to one question, an answer to 
another question is entailed automatically; for instance, if an answer to the question ‘Are 
there clicks?’ is no, then the answer to ‘Are there dental clicks?’ must also be no, given 
that dental clicks are a type of click.  The other reason is that certain features are 
statistically more likely to occur together for functional or historical reasons.  For 
instance, if a language has one type of click such as dental clicks, it is quite likely to have 
another type of click such as alveolar clicks, the probability being 21/27 in the World 
Phonotactics Database.  A more subtle example is that a language with complex 
consonant clusters in the coda of syllables may be unlikely to have complex tone (i.e. 
three or more tonal contrasts), the probability being 25/489.  Other examples of 
functional dependencies include Greenberg’s ‘universals’ of grammar (Greenberg 1966), 
such as the observation that "With overwhelmingly more than chance frequency, 
languages with dominant order VSO have the adjective after the noun”; Dryer (1992) and 
Dunn et al. (2011) are two studies that study word order dependencies (the former using 
sampling from different families and areas, the latter testing the strength of these 
dependencies within four language families). 

These two types of dependencies can be referred to as ‘logical’ and ‘functional’ 
dependencies respectively.  Logical dependencies can in fact be handled in a 
phylogenetic analysis, by using a method also employed in a phylogenetic analysis of the 
story ‘Little Red Riding Hood’ (Tehrani 2013).  In that paper, variants of the tale were 
coded for the absence or presence of particular story traits, which have logical 
dependencies between them (certain events can only happen in a story variant if an earlier 
event has happened).  If event B is logically impossible because an event A that it 
depends on has not occurred, then the question about whether event A has occurred is 
answered with a ‘0’, and the question about whether event B has occurred is answered 
with a ‘?’, a symbol standing for missing data.  Software such as BEAST can ignore 
values in the data which are missing, and so two stories which differ for their value for 
event A will not be counted on events which depend on event A.  Stories which do have 
event A can then be compared on whether they have event B.  This can be continued 
indefinitely for chains of logical dependencies; for instance, another event C can be 
dependent on event B, and can similarly receive a ‘?’ if event B has received either a ‘0’ 
or a ‘?’. 
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This approach can be used to handle logical dependencies in a linguistic database, 
namely using ‘?’ for features which are dependent on another question.  A question such 
as ‘Are there clicks?’ may be answered with ‘0’, which means that ‘Are there dental 
clicks?’ should be answered with ‘?’.  The question about the number of clicks, ‘How 
many clicks are there?’ should also be answered ‘?’ rather than ‘0’.  This can easily be 
implemented in the analysis described in this chapter, and should be if it is replicated or 
tried on another dataset which has logical dependencies. 

Functional dependencies are harder to handle in a phylogenetic analysis.  In an 
extreme case, a large number of correlated traits could cause an analysis to form 
erroneous clusters, if each dependent trait supports one particular clustering.  A humorous 
example by Dawkins (2004) is in classifying millipedes: if there are red millipedes and 
blue millipedes, one could attempt to classify them using morphological traits, but it 
would be a mistake to count the colour of each leg as one thousand independent features 
(the colour of leg 1, of leg 2, etc.), rather than as a single general feature (the colour of 
the legs), since that would be counting a single embryological feature (leg colouring) one 
thousand times.  One may be making an analogous mistake by treating different types of 
click sounds (alveolar clicks, dental clicks etc.) as functionally independent, since they 
are the result of a single property of the language, that it uses clicks at all .  7

  One possible way of dealing with functional dependencies is to run the phylogenetic 
analysis here, and then use the resulting phylogenies to test for the correlation between 
different features.  The correlation test would be the same as that used to test word order 
correlations by Dunn et al. (2011), which takes known family trees and then tests models 
for how features co-evolve (namely whether some combinations are favoured over 
others).  This test could in principle be used on the tree(s) discovered in this chapter, 
testing whether particular features are likely to have co-evolved even after taking into 
account their shared history.  For instance, no matter how you arrange languages in a 
family tree, it may be likely for certain properties such as tone to be linked with syllable 
structure, and this would show up in the way that languages in different parts of the tree 
have independently evolved certain combinations of properties (such as simple syllable 
structure and complex tone).  The phylogenetic analysis could then be rerun by either 

 This is not to claim that there is a deep analogy to be made between biology and 7

language: the processes which causes dependencies between features are superficially 
similar but distinct, such as natural selection and embryological constraints in biology, 
and constraints of use, acquisition and historical development in linguistics.  The analogy 
is invoked here merely to point out that the same quantitative problem can arise in both 
disciplines when using a phylogenetic method that assumes independence of traits.
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removing some functionally dependent traits, or collapsing them into a single multi-state 
value; for instance, assuming that a language is more likely to have alveolar clicks if it 
has dental clicks, these two features can be collapsed into a multi-state feature ‘Does the 
language have dental and alveolar clicks?’, with four possible answers: (1) Neither, (2) 
Just dental clicks, (3) Just alveolar clicks, and (4) Both.  The transition rates between the 
four states can then be estimated, with the transition between (2) and (4) for example 
being more likely than a transition between (1) and (4).  This is again left for future 
implementations of this model. 

5.3 Convergence and Effective Sample Size 

An important remaining issue with the analysis in this chapter is the small effective 
sample size (ESS) of the samples in the MCMC.  Drummond et al. (2006) describe 
effective sample size as ‘the number of independent samples that would be the equivalent 
to the autocorrelated samples produced by the MCMC. This provides a measure of 
whether the chain has been run for an adequate length (for example, if the effective 
sample sizes of all continuous parameters are greater than 200).’  It is worth noting that 
the threshold of 200 is not given any justification in their paper.  The BEAST 2.0 
documentation  (which also suggests a lower threshold of 100) states that a low ESS will 8

result in a poor estimate of a parameter, but does not explain why the threshold should be 
in the hundreds of samples, or what ‘poor estimate’ would mean: in other words, how 
accurate on average an estimate of a parameter would be with a small number of samples.  

Lanfear et al. (2016) similarly describe the threshold of 200 as an ‘arbitrary but 
pragmatic rule of thumb’.  They say this in the context of making the point that auto-
correlation among tree topologies is in fact even higher than the ESS of tree likelihood 
would suggest: ‘Surprisingly, we detected autocorrelation [of tree topologies] in all of the 
empirical studies we analysed here (fig. 3A). This is despite these MCMCs having been 
run for 20,000,000 generations, with samples collected at large intervals of 10,000 
generations—parameters that would usually be considered more than adequate for a 
Bayesian phylogenetic analysis.  This is more notable because the number of taxa in these 
analyses was relatively small (from 9 to 61), and the trees were inferred with simple 
models of molecular evolution (a single GTR + G model applied to each data set).’   

One might conclude from Lanfear et al.’s study that the aim of having a 
representative sample of trees from the posterior distribution is potentially quite 
unrealistic, especially for analyses with large numbers of taxa and complex substitution 

 https://beast.community/ess_tutorial8
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models, and adopt a more modest aim of having a sample that gives some indication of 
the posterior distribution to within some degree of accuracy.  A way of testing this in the 
case of the analysis conducted here would be to run simulations to see how accurate the 
consensus tree is compared with the real tree that was used to generate the simulated data.  
An informal way is simply to compare the result against some known information about 
the taxa, in this case, which language families the languages are known to belong to, and 
which regions they are found in.  Given that the Bayesian tree in this chapter recovers 
some clusters of languages which are in the same geographical regions, and in some 
cases related languages, this suggests that the results are not inaccurate, let alone 
spurious, even if they are a ‘poor’ estimate of the true posterior distribution by the 
standards of a fully Bayesian analysis (as is possible with a small number of taxa). 

The less stringent aim of getting to within some accuracy of the true tree (if we 
assume that there is a tree-like process generating the data) is shared by other clustering 
methods such as UPGMA.  One could ask why a Bayesian approach is pursued in this 
chapter, rather than simply using one of these clustering methods, as is common for 
analysing large numbers of taxa (e.g. Simonsen et al. 2010, Jäger 2015, Jäger 2018). 
Section 4.2 provides the latter analysis as a baseline clustering of the languages in the 
World Phonotactics Database, in response to this potential objection, at the same time 
arguing that the UPGMA algorithm used is both theoretically inferior to using a Bayesian 
method, and also seems to reconstruct less meaningful clusters, so is therefore likely to be 
less accurate overall.  There is the potential problem of spurious clades in the Bayesian 
analysis, perhaps because of the random initialisation (although removing samples from 
the burn-in should have mitigated this), or perhaps because of the MCMC chain falling 
into local optima.  There may be a few cases of this, such as the placement of Scots 
Gaelic with languages in India in the Bayesian analysis but not the UPGMA analysis; but 
in other cases (such as a similar problem in the placement of Nynorsk), apparently 
spurious clades turn out to be potentially due to the genuine convergent evolution of 
phonotactic features. 

Finally, if one criticises the Bayesian approach in this chapter on the grounds of the 
low effective sample size, this criticism is even more applicable to a simple clustering 
approach such as UPGMA, which does not explore the space of trees at all but instead 
heuristically finds a single tree (a non-randomly drawn effective sample size of one).  
Using MCMC to search through the space of trees with a more sophisticated substitution 
model is offered in this chapter at least as an improvement over this baseline clustering 
method.   
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6. Conclusion 

The methods used in this chapter can be seen as a type of cluster analysis: languages 
which are similar to each other in their phonology are grouped together, whether the 
similarities are due to inheritance or contact.  Several geographically coherent groups of 
languages emerge, which can be interpreted as linguistic areas because they cross-cut 
language families: a South China area; an Indian/Himalayan area; an eastern and southern 
Indian area; a Caucasus/Middle East area; an Indo-Turkic area; and so on.  When clade 
constraints are added, there is strong support for linguistic areas such as Southeast Asia, 
and even a large macro-Eurasian area, in terms of the posterior probabilities assigned to 
the clades on the tree.  This should be taken as a preliminary finding, however, given the 
low effective sample size in the analysis. 

The main advantage of using a phylogenetic method is that it is hierarchical, finding 
clades within clades.  It can be thought of as an automatic way of grouping languages in 
the way that linguists already do when they propose linguistic areas, but in a way that 
allows for sophisticated parameters such as different rates of change of features, and 
controlling for local instances of language contact and relatedness. 

Some of the areas that emerge are reminiscent of linguistic areas identified by 
analyses such as Chirikba (2008) on the Caucasus, or Emeneau (1956) and Masica (1976) 
on India.  In both of these cases, there is some indication that widespread multilingualism 
is the cause of structural convergence.  For example, Chirikba (2008:8) describes the 
Caucasus as a region where different forms of bilingualism have been common, without a 
single dominating language before the introduction of Russian; he gives evidence for a 
linguistic area in this region using different types of linguistic data, including 
phonological properties such as ‘rich consonantism’, ‘ternary contrast of stops and 
affricates’, ‘glottalization’ and so on.  This analysis contrasts with some previous analyses 
quoted by Chirikba such as Klimov (1978), who says that ‘it is very doubtful that the 
observed common Caucasian parallels are due to any sort of areal interaction’.  The 
cluster analysis in this chapter contributes to this debate by showing both that there is 
areal clustering of phonological features (that is, that the commonalities are not due to 
independent development), and also that the clusters tend to be evidence of contact rather 
than shared inheritance (for instance, some Indo-European and Afro-Asiatic languages 
are also found in this cluster).   

India is similarly described in Thomason (2000) as having clearly had different forms 
of language contact.  A case study of the village Kupwar by Gumperz and Wilson (1971) 
shows one type of extreme grammatical convergence between Urdu, Marathi and 
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Kannada because of multilingualism, which Thomason speculates ‘might be a miniature 
reflection of the Sprachbund as a whole’ (p.10).  A different type of contact also 
mentioned by Thomason is unidirectional substrate influence from Dravidian to Indic, 
suggesting language shift.  Although it does not help to disentangle these different causes, 
the cluster analysis in this chapter does vindicate the notion (perhaps obvious, but often 
not supported in a quantitative way) that different language families in India share 
phonological properties due to contact, and that Indic languages primarily cluster with 
these other families as opposed to with their other Indo-European relatives. 

Finally, some clades pick out commonalities between Southeast Asian languages, 
such as the area shown in Figure 3.7 comprising Tai-Kadai and Austroasiatic languages 
(among other groups).  This is in agreement with surveys such as Enfield (2005:184), 
who describes a typical example of convergence between the unrelated languages Khmer 
(Austroasiatic, in the Mon-Khmer clade), Lao (Tai-Kadai) and Cham (Austronesian) in 
their vowel systems: these three languages are present in the clade in Figure 3.7.  As 
Enfield writes, Tai-Kadai migrations influenced many populations in Southeast Asia, 
primarily by causing those populations to adopt Tai languages, and the expected outcome 
of this is for the languages of these groups (often Mon-Khmer or other Austroasiatic) to 
have influenced Tai-Kadai by substrate effects, so it is possible that the commonalities 
between languages in this clade are due to Austroasiatic substrate effects.  Enfield argues 
this in particular for the case of vowel systems: 'That this close similarity is contact 
induced is clear when we consider Cham in the context of other Austronesian languages, 
whose vowel systems are normally much simpler than this, with ∼4 vowels 
(Himmelmann & Adelaar 2005). Cham has undergone radical change under pressure 
from Mon-Khmer (Thurgood 1999). Similarly, Tai languages further north of Lao have 
simpler vowel systems.’  The reverse process of Austroasiatic languages adopting Tai-
Kadai features such as tone is discussed in the next chapter.   

Besides the interpretation of the phylogeny in this chapter as clusters corresponding 
to linguistic areas, it can also be read in a more literal way, as a history of the sounds of 
languages and the way that they have been transmitted.  If two languages are placed 
together in a clade, then it means that they have ‘inherited’ their phonological properties 
from a common source.  In some cases this could be because one language has influenced 
another by language contact, meaning that the common source in this case is an older 
version of one of the languages; e.g. if Basque was influenced by Spanish, then Basque 
and Spanish might be placed in a clade together, with the common ancestor in this case 
being an older version of Spanish.   

85



One can even use this information to reconstruct the spread of features 
geographically, using a method such as phylogeography outlined in Chapter 2.  A greater 
problem is inferring how old these areas are, and hence evaluating hypotheses linking the 
formation of linguistic areas with agricultural expansions.  Some calibrations could be 
used such as the age of particular families or sub-families, helping to estimate the age of 
linguistic areas from the amount of structural diversity that accrues within them.  Both 
projects would benefit from using a multiple topology model, rather than assuming a 
single topology, as described in section 5.1.   

Despite the current limitations, the statistical support for the existence of these 
linguistic areas helps to make predictions about the movement of people and cultures 
which can be usefully compared with other demographic data.  The following chapter is a 
case study on how that can be done, comparing the spread of linguistic variants by 
language contact with the movement of people across linguistic communities. 
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Chapter 4: Language Contact in Austroasiatic Languages of Southwest China 

1.  Summary 

Mainland Southeast Asia is an example of a linguistic area, in that language families 
in that region share a set of distinctive properties, often due to language contact.  Enfield 
(2005) reviews several examples of features which seem to have spread in this region by 
language contact, and Dahl (2008) shows that Southeast Asian languages are often 
typologically very similar, often as similar as closely related languages, despite being 
from different families.  In Chapter 3 I also demonstrated this by showing that Southeast 
Asian languages often cluster together (although forming several different clusters rather 
than just one) according to their phonological properties.  

Southeast Asian languages have other structural properties in common besides 
phonological properties, such as similar word orders, complex systems of numeral 
classifiers, and calques such as ‘eye of the day’ to mean ‘sun’.  This chapter explores the 
way that these features have been spreading in Southeast Asia, and in particular asks 
whether the languages involved came to share these properties when people migrated 
across linguistic communities. 

The approach taken in this chapter is to survey a small group of languages in 
southwest China to show how the convergence may have happened, in the East Palaungic 
branch of the Austroasiatic family.  Despite being closely related and situated within a 
few hundred kilometres of each other, they vary in complex ways in their syntax and 
semantics. 

Some of this variation may be due to contact with Tai-Kadai languages, making them 
a useful case study of language contact in action.  Two hypotheses are put forward: (a) 
that Austroasiatic languages in general have been changing under influence of Tai-Kadai 
languages, of which the Palaungic group is an example; and (b) that this change is due to 
the presence of Tai-Kadai speakers in areas where Palaungic languages are spoken, with 
bilingual Palaungic speakers introducing Tai-Kadai features into their own languages.  
These points are argued for in section 3, by presenting each feature individually and 
summarising how it varies in the Palaungic languages, Austroasiatic, and the rest of 
Southeast Asia.   

The amount of Tai-Kadai influence on each Palaungic language seems to be linked 
with the degree of Tai religious influence in the use of Buddhist temples and the erosion 
of Wa animistic culture, and above all to the presence of Tai speakers.  This is tested by 
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comparing the linguistic features with the proportion of Tai-Kadai speakers to Palaungic 
speakers in each region.  The result is that subject-verb order and the presence of the 
calque ‘eye of the day’ in particular seem to be linked with greater ratios of Tai speakers 
in nearby towns.   

2. The present study 

I conducted fieldwork on thirteen closely related languages in the mountainous area 
in Yunnan province along the border between China and Myanmar, all in the East 
Palaungic branch of Austroasiatic.  These thirteen varieties are dialects of approximately 
five languages in Glottolog (Hammarström et al. 2018): Zhenkang Wa [wbm], Ximeng-
Menglian Awa [vwa], Blang [blr], Hu [huo] and U [uuu].  Nuclear Wa, Awa and Blang 
are in the Waic branch, while Hu and U are in the Angkuic branch.  The language 
affiliation of each variety is based on my elicitation of basic vocabulary and comparison 
with Paul Sidwell’s database of Austroasiatic vocabulary (Sidwell 2015).  In the 
remainder of this chapter, Zhenkang Wa is sometimes abbreviated to ‘Wa’, and Ximeng-
Menglian Awa to ‘Awa’. 

These languages were chosen because they are on the boundary of the southeast 
Asian area, as surveys of the geographical distribution of each linguistic feature in this 
chapter will show; on the one hand they are part of the Austroasiatic family, which has 
unusual values for these features especially further west near India; and on the other hand 
they are spoken near Tai-Kadai and Sino-Tibetan languages, making them a good case 
study in how languages can change by language contact.  These languages turn out to 
vary in these features in a way that relates to their geographical location, the proportion 
of Tai-Kadai speakers in the region, and the presence of another Tai cultural feature, 
Mahayana Buddhism.  This suggests that these features have been changing in these 
languages due to contact with Tai speakers. 

The East Palaungic languages are a branch of Khasi-Palaungic, itself a primary 
branch of Austroasiatic (other primary branches including Aslian, Nicobaric, Mundaic, 
Vietic, Khmeric, Khmuic, etc.).  The languages surveyed in this chapter are related in the 
following family tree: 
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Figure 4.1: A family tree of the varieties surveyed in this chapter, using the tree from 
Glottolog.  All branch lengths are set to 1 (in the absence of data on how long ago these 
languages diverged).  Blang, Zhengkang Wa, Ximeng-Menglian Wa, Hu and U are names 
of languages, while Angkuic and Waic are names of sub-families.  The remainder are 
place names. 

Figure 4.2 plots these varieties, colouring them by branch.  This map uses Google 
Earth to show their location in Southeast Asia, while subsequent maps in this chapter plot 
locations using the maps library in R (Brownrigg 2018).  Figure 4.3 shows the locations 
and names of the varieties. 
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Figure 4.2: The varieties studied in the chapter, labelled by Glottolog language name 
(background map produced using Google Earth, http://www.earth.google.com, 2018): U 
(yellow), Wa (light blue), Awa (dark blue), Blang (red), and Hu (purple) 

There are various other languages spoken in this region, including varieties of the Tai-
Kadai language Tai Lü (henceforth referred to as Tai) and the Tibeto-Burman language 
Hani.  Census data is available for major towns in the region, and shows that in some 
places in the east and far north Tai speakers are in a majority (Jinghong, Menghai, 
Dehong), while in the west near Myanmar it is speakers of Palaungic languages that are 
in the majority (primarily Awa), such as Ximeng and Wengding.  While the locations 
where the varieties are spoken are in some cases some distance away from the towns 
(0-58km, with a mean of 33 km), the census data for the towns is taken as a proxy for the 
proportions of Tai and Palaungic speakers in the locations themselves: the distances are 
given in Table S1 in Appendix 1. 
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Figure 4.3: A map of the varieties surveyed in this chapter, with the border between 
China and Myanmar also shown. 

The proportion of Tai speakers to speakers of the relevant East Palaungic language is 
shown on the map below as ratios.  Red locations are where Tai speakers are in a majority 
(with ratios indicated), and blue locations are where they are in a minority. 
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Figure 4.4: Ratio of Tai speakers to speakers of the relevant East Palaungic language 
in major towns, e.g. 22.37 means that there are 22.37 times as many Tai speakers as 
Palaungic speakers (see supplementary information, section 1.6, for census data).  Red 
points are locations with a Tai majority (i.e. where the ratio is above 1), while blue points 
are locations with a Palaungic (Wa/Bulang) majority. 

In line with the differing numbers of Tai speakers in each region, there are also 
striking cultural differences between these places, with Buddhist temples being mainly 
found further east in Tai-majority areas such as in Bada, Zhanglang and Mangjing; while 
traditional Wa symbols such as the bull skull is used on clothes and buildings further 
west, such as Ximeng, Wengding and Gongxin (from own observation). 

The proportion of Tai speakers in each location is negatively associated with the use 
of bull skull imagery.  This can be shown by assigning each location a demographic ratio 
of Tai speakers to speakers of Palaungic languages in the town closest to the location.  
The mean ratio is 0.5 in locations which use bull skull imagery (Ximeng, Wengding, 
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Gongxin), and is 3.7 in locations without.  A permutation test, permuting the values 
associated with each location, shows that this mean ratio would only be this low in 6% of 
random samples (taking 10,000 samples), giving a significance of p = 0.06. 

This analysis is not comprehensive (there was no exhaustive search for bull skull 
imagery everywhere, and is just including particularly conspicuous examples), but it 
illustrates a way of quantifying the association between the presence of Tai speakers and 
different cultural or linguistic features that will be used for the remainder of this chapter.  
The sample size is small, and there is no control for dependencies by using a phylogeny; 
the quantification is simply to put a measure of confidence on how much these features 
are associated with Tai contact.  A fuller quantitative test of the association between 
migration and linguistic features on a global scale will be outlined in Chapter 5, using 
mtDNA and the World Phonotactics Database. 

The following sections show the results of eliciting linguistic features in the 
Palaungic languages, and tests for the relationship with the presence of Tai speakers, 
covering basic word order (3.1), the semantic calque ‘eye of the day’ (3.2), verbal 
semantics (3.3), the order of modifiers (3.4), and numeral classifiers (3.5).  Each section 
discusses the variation in these features in southeast Asia, and then their variation within 
the East Palaungic languages.  The method was as follows: 

1. I visited the following towns: Kunge, Bulangshan, Zhanglang, Bada, Wengwa, 
Manghong, Mangjing, Menglian, Gongxin, Ximeng, Wengding, Bangxie, and 
Xiaomenge.  Their locations are shown in Figure 4.3. 

2. In each place I interviewed between 1 and three informants and recorded them with 
their consent; they gave consent to use elicited sentences in my research.  The numbers 
of informants varied in each location (Kunge: 1, Bulangshan: 2, Zhanglang: 3, Bada: 3, 
Wengwa: 1, Manghong: 1, Mangjing: 1, Menglian: 2, Gongxin: 1, Ximeng: 2, 
Wengding: 2, Bangxie: 1, Xiaomenge: 1).  

3.  I asked for translations from Mandarin for the following phrases: a) ‘I eat rice’; b) 
‘I eat/drink’ with other nouns (beef, fruit, banana, vegetables, congee, soup, alcohol, 
tea, water); c) ‘one book’, and ‘one’ + other nouns (e.g. dog, tree, flower, chopstick, 
etc.: the complete list is in the Github repository under classifier_list.txt); d) ‘this/that 
man’, to elicit demonstrative word order; a selection of basic vocabulary, in order to 
help classify the language using Glottolog and Sidwell (2015); and the words ‘sun’ and 
‘rainbow’ in particular, to investigate semantic calques. 
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4.  The results were then compared with demographic data, gathered from online 
sources given in Appendix 1.  Each variety was assigned an approximate ratio of Tai 
speakers to Palaungic speakers based on the data available for the nearest town, which 
was on average 33 km away from the location in question (with a range of 0-58 km; 
distances shown in Table S1 in Appendix 1).   A typical comparison is of the ratio of 
Tai speakers to Palaungic speakers, with particular linguistic features; for instance, 
whether this is ratio higher for languages which have the expression ‘eye of the day’ 
for ‘sun’.  In this case the ratio of Tai speakers is high (5.59:1) in languages with ‘eye 
of the day’ and low (0.88:1) in languages without. 

3. Features surveyed in East Palaungic languages 

3.1. Order of Verb, Subject and Object 

One of the defining features of the Southeast Asian linguistic area is the use of 
Subject-Verb-Object (SVO) word order (Enfield 2005, Gil 2013).  This is shown in red 
on the map below from Dryer (2014).  Five language families in mainland Southeast Asia 
and parts of Indonesia use this word order but are surrounded by languages of the rest of 
Eurasia which tend to use Subject-Object-Verb (SOV) order shown in blue.  To the east 
are the Austronesian languages which tend to use Verb-Subject-Object (VSO) or Verb-
Object-Subject (VOS) order, shown in yellow.  These word orders cross language family 
boundaries, suggesting that they have been spreading partially by language contact.  For 
example, Sino-Tibetan and Austroasiatic languages near India use SOV word order, while 
in China and Southeast Asia they are more likely to use SVO word order.  The fact that 
several neighbouring language families in Southeast Asia use SVO word order also 
suggests that there has been a spread of this word order through these families, although 
it may be independent development or inheritance from a common ancestor further back 
in time as well. 
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Figure 4.5: Map from the World Atlas of Language Structures (Dryer 2013) showing 
the order of subject, verb and object in Southeast Asia (blue = subject-object-verb, red = 
subject-verb-object, yellow circle = verb-subject-object, yellow diamond = verb-object-
subject, grey = mixed word orders). 

East Palaungic languages are unusual (even unique, judging from the map of 
languages from WALS) in mainland Southeast Asia and eastern Eurasia as a whole in 
using VSO word order.  However, there are some interesting indications in the rest of 
Austroasiatic that this word order may once have been more widespread.  Nicobarese, an 
Austroasiatic language of the Nicobar Islands, uses VSO order (Dryer 2013), and some 
languages in the Aslian of the same family have been described as having some verb-
initiality (Kruspe 2004).  Most relevant is Khasi, an Austroasiatic language in 
northeastern India that is most closely related to the Palaungic languages, according to 
Glottolog (Hammarström et al. 2018) and Sidwell (2011): this language also displays 
VSO order in some clause types (Rabel 1961).   

Austroasiatic languages to the west near India therefore show some signs of verb-
subject order, while further east they have subject-verb order.  One hypothesis is that 
subject-verb order has been spreading in Austroasiatic due to the influence of Tai, Sinitic 
and other mainland Southeast Asian languages, while VSO order may have been much 
more widespread in the past in Austroasiatic languages. 

Palaungic languages in particular are an ideal case-study in the spread of SVO word 
order, as they are split in their use of VSO order and SVO word order.  I elicited the 
intransitive sentence ‘I eat rice’ (‘eat rice’ is a single morpheme, e.g. sɔm) to illustrate 
variation in the order of verb and subject.  Languages which use SV order are shown in 
red on the map below.  Languages which use VS order are shown in blue, and one 
language which uses both order simultaneously, SVS, is shown in purple.  A transcription 
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of ‘I eat.rice’ is shown for each variety as an example, although the same word order also 
applies to transitive sentences elicited (such as ‘I eat beef’). 

 

Figure 4.6: Verb-subject order in Palaungic languages (red = verb-subject, blue = 
subject-verb, purple = subject-verb-subject). 

Palaungic languages are divided between those which use verb-subject order, shown 
in blue on the map, and those that use subject-verb order shown in red.  One language, 
Wengwa shown in purple, uses both at the same time (ə ʃɔm ə ‘I eat I’), as if there is a 
person agreement system.  

ɔ kʰʌi əp

ət sɔm

ɔ sɔm
ə sɔm

ə tsɔm

ə tsɔm

ɔ nʌ kʰʌi
ə sɔm

ə ʃɔm ə

sʌm əsɔm ə

sɔm ə

sɔm ə

96



The fact that there is a neat geographical split in the use of these word orders, and 
furthermore that the variety that uses both simultaneously is found in between them, 
suggests that subject-verb order has been spreading in these varieties by contact with Tai 
languages.   

This can be shown by comparing the distribution of these word orders with the 
proportion of Tai speakers in each region.  Languages which use subject-verb order have 
a higher mean proportion of Tai speakers, 4.01:1, than the other languages, which have a 
mean ratio of 0.5:1 (p = 0.04 in a permutation test).  If Wengwa is included, which uses 
subject-verb-subject order, then the ratios are 4.13:1 and 0.51:1 (p = 0.01).  This provides 
support for the hypothesis that the innovation of subject-verb order is associated with the 
presence of Tai speakers.   

3.2 Eye of the day 

Another example of a linguistic feature which is reliably associated with the presence 
of Tai speakers is the expression ‘eye of the day’ used to mean ‘sun’.  This is common in 
Southeast Asia, such as the Thai ta wan and the Indonesian mata-hari (both ‘eye day’).  
Urban (2010) showed that this semantic pattern is cross-linguistically rare, not being 
found outside of Southeast Asia and the Pacific, where Austronesian languages have 
brought it.  Given that it is widespread in Malayo-Polynesian languages, it may have been 
present in Malaysia about 3000 years ago (Gray, Drummond and Greenhill 2009), and 
Urban suggests that it was transmitted into Malayo-Polynesian from mainland Southeast 
Asian languages. 
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Figure 4.7: The global sample for Matthias Urban’s study on ‘eye of the day’ (Urban 
2010): key given in the diagram. 

Figure 4.8: Urban’s (2010) map of ‘eye of the day’ in southeast Asia and Oceania: key 
given in the diagram. 

However, it is also very prone to being borrowed, for example appearing in several 
Papuan languages that have had contact with Austronesian.  It is a calque found in Tai-
Kadai languages in particular, while Austro-Asiatic languages are more divided in 
whether they have it. 
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Wa varieties again turn out to be a good illustration of the way that the calque can 
spread by language contact.  There is a split in whether they have this feature, and this 
feature is principally found in the southern varieties close to Tai in Jinghong.  Tai also has 
this expression, ta wan ‘eye [of the] day’. 

The Wa varieties are split between those which have sŋi or a cognate such as hŋi, ŋi 
or ŋʌi, meaning ‘sun’ or ‘day’, and those which have ŋʌi sŋi ‘eye of the day’.  One 
complication is that ŋʌi ‘eye’ itself may be etymologically related to ‘sun’ sŋi, perhaps by 
some derivational process of adding s- as a prefix.  Languages with the calque ‘eye of the 
day’ are shown in red, while languages with a monomorphemic word for ‘sun’ are shown 
in blue. 

Figure 4.9: ‘Eye of the day’ in the Palaungic languages (red = present, blue = absent). 
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In agreement with the hypothesis that the calque is borrowed from Tai, the mean ratio 
of Tai speakers to Palaungic speakers is 5.59:1, whereas in languages without the ratio is 
0.88:1 (p = 0.01 in a permutation test).  This shows that a calque can be an especially 
good marker of language contact, as others have noted for areas such as Meso-America 
(Campbell et al. 1986), and the relationship with the demography of Tai speakers also 
suggests that it is a marker of demically induced contact in particular. 

Perhaps another example is the word for 'rainbow', which in some Palaungic 
languages is 'drink water', niə rɔm, and was explained by informants to refer to a dragon 
in the sky drinking water.  It resembles the expression for 'rainbow' in Thai, !"#$%&''(#) 
roong gin naam 'rainbow drinking water'; and also the word for 'rainbow' in the Tibeto-
Burman language Naxi mɯ ɕi dʑi t’ɯ ‘sky tongue drink water’ (Zhao 1995:114).  This 
was not plotted on a map because informants in most locations did not know the word for 
‘rainbow’, but illustrates how calques may be especially informative about language 
contact.  The following section explores a different type of semantic pattern, the use of 
basic verbs such as ‘eat’ and ‘drink’. 

3.3 Semantics of ingestion verbs 

Semantic typology is relatively understudied compared with syntactic typology, 
perhaps because there is a large number of grammatical descriptions of languages that 
tend to include information such as word order, but not detailed descriptions on how for 
example verbs are used.  Work by Majid, Boster and Bowerman (2008) pioneered the use 
of standardised elicitation tasks to find out the semantic ranges of ‘cut’ and ‘break’, and 
showed that languages can partition the semantic space of even quite concrete verbs very 
differently.  Verbs of eating and drinking are one example, as Newman (2009) explores 
with examples from different languages.   

A common system in Southeast Asia is to allow a single verb to cover both eating and 
drinking, such as in Thai and other Tai-Kadai languages (Rzymski and Tresoldi 2019), 
some Sinitic languages in Zhejiang and Fujian (ibid.), and some Austroasiatic languages 
such as Minor Mlabri (Rischel 1995), suggesting that it has been spreading by language 
contact.  Other Austroasiatic languages by contrast often have verbs denoting specific 
types of eating, such as the Aslian languages which make quite specific and obligatory 
distinctions such as between eating vegetables and eating meat (Kruspe 2004). 

The variation is especially complicated in Wa varieties, for which I elicited ingestion 
verbs used with nine nouns: rice, beef, fruit, vegetables, congee, soup, alcohol, tea and 
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water.  These verbs were elicited by asking in Mandarin how ‘eat/drink’ was used with 
these different direct objects.   

The simplest system is if there is a single verb that is used with all of these, as in the 
language U in Dabangxie.  This can be represented schematically in Table 4.1, which 
colours all of the nouns in the first column brown, showing that they take the same verb.  
In another variety in Ximeng according to one informant, there was a distinction between 
‘eat’ (for solids such as beef, fruit, vegetables and congee), ‘drink’ (for liquids such as 
alcohol, tea and water) and a separate verb for ‘eat rice’ and another verb specifically 
meaning ‘drink soup’.  This is represented in the second column by colouring these nouns 
with four separate colours according to the verb that they take.  The third column shows a 
different informant from Ximeng, who used a specific verb for ‘eat congee’ and a 
different boundary for ‘eat’ and ‘drink’ from that of the first informant. 

 

Table 4.1: Simple systems of partitioning ingestion verbs in Palaungic languages.  
The colours are to help visualise the partitions between different verbs. 

There are many further systems of dividing up the semantic space of these verbs.  
Some examples of these are given in Table 4.2 and are plotted on the map in Figure 4.10.  
White cells are for missing data, in many cases because the informants did not know how 
to translate the names of particular types of food such as congee. 

101



 

Table 4.2: More complex partitions of ingestion verbs in Palaungic languages, with 
specific verbs for ‘drink tea’ (yellow, in Gongxin) or ‘eat meat’ (pink, in Zhanglang). 

Figure 4.10: The geographical distribution of different ingestion verb systems 
(background map produced using Google Earth, (http://www.earth.google.com, 2018).   
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Despite the diversity of these systems, there are clear recurring tendencies such as 
solids being grouped together, but also for some food stuffs such as rice, congee and 
vegetables to be treated as on the borderline between solid and liquid.  Table 4.3 
summarises the probability of two nouns taking the same ingestion verb across the 
different systems elicited. 

 

Table 4.3: The probability of a verb for one noun being used with another noun (e.g. 
‘eat fruit’ has a probability of 0.46 of being used with ‘eat congee’).  Red squares show 
higher values, while lighter (e.g. yellow and white) show lower values. 

The word for 'eat' kʰʌi in Hu is the same as the word for 'rice' in the other Angkuic 
language U.  This may reflect a tendency in Austroasiatic languages to derive verbs from 
nouns, such as the verb ‘drink’ from the noun ‘water’ in the Khmuic language Mlabri 
(Rischel 1995).  We also see this in Zhanglang, where ‘I eat meat’ is expressed as ‘I meat 
meat’, using the noun bɔn as both a noun and a verb: 

(1) ə   bɔn   bɔn.mui 

    1sg meat. meat.cow 

‘I eat beef’. 
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The use of verbs for specific kinds of eating is found in other parts of Austroasiatic 
such as the Aslian language Jehai (Burenhult 2005), and Mlabri (Rischel 1995), 
suggesting that it might be quite an old feature of the family.  The simplification of these 
systems in some languages, such as the Angkuic languages Hu and U, may have been due 
to contact with Tai (which like Thai has a single verb covering 'eat' and ‘drink’).   

However, contrary to this hypothesis, these two languages are associated with 
locations with Tai minorities, and so there is a positive relationship between the number 
of ingestion verbs used and the proportion of Tai speakers.  Locations with a Tai majority 
in fact use 4.2 verbs on average, and locations with a Palaungic majority use 3.1 verbs on 
average.  The specificity of ingestion verbs is therefore not reliably associated with Tai 
contact, or at least using this particular sample and method. 

3.4 Modifier word order 

This section returns to a different type of word order variation, the order of modifiers 
such as adjectives, numerals and demonstratives.  In languages in Southeast Asia, there is 
a general tendency for modifiers to be placed after the noun, especially in Tai-Kadai 
languages,  while Austroasiatic languages are again more mixed.  An example of this 
geographical distribution is shown in the map from WALS below in Figure 4.11 (Dryer 
2013), showing the order of demonstrative and noun. 
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Figure 4.11: The ordering of demonstrative and noun in languages of southeast Asia 
and surrounding areas (purple = noun-demonstrative, yellow = demonstrative-noun, black  
= demonstrative simultaneously before and after noun, white = no dominant order). 

The East Palaungic languages all have noun-adjective order, and generally also use 
noun-numeral order (except when a numeral classifier is not used, as discussed in section 
3.5).  The main variation is in demonstrative-noun ordering, where varieties that use 
noun-demonstrative order are again found in regions with a higher ratio of Tai to 
Palaungic speakers, suggesting that they have been influenced by noun-demonstrative 
order in Tai.  Languages with noun-demonstrative order have a mean ratio of 3.77:1, 
while languages with demonstrative-noun order have a mean ratio of 1.53:1; this 
difference does not reach conventional significance in a permutation test (p = 0.19), 
however.   
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Figure 4.12: The ordering of demonstrative and noun in East Palaungic languages, 
using the sentence ‘this/that man’ as an example (blue = demonstrative noun, red = noun-
demonstrative). 

i ɛ/ɾɛ

bui ɛnsʌ/ɔnsʌ

bui i/dɛ
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ɛn/ɔn i

ɛn/ʌ bui

in/ɔn gʌ pʰuiin/ɔn gʌ pʰui

in/ɔn gʌ pʰui
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3.5 Numeral classifiers 

 

Figure 4.13: A map of languages which have numeral classifiers (Gil 2013) (red = 
obligatory classifiers, pink = optional classifiers, white = absent) 

Numeral classifiers are another prototypical feature of southeast Asian languages, 
which extends into Austronesian languages and even into languages in west Papua, as 
Figure 4.13 from Gil (2013) shows. 

East Palaungic languages tend to use numeral classifiers, but vary in the complexity 
of the classifier systems.  A set of about 73 nouns were used to elicit phrases of the form 
‘one person’, ‘one dog’ and so on (the full list and data are provided in Appendix 1), 
designed to find classifiers for specific categories such as animals, vehicles, long or flat 
objects, plants, and the like. 

The number of classifiers used in this elicitation ranged from 10 to 24, plotted on the 
map below in Figure 4.13 (with the three languages in red being the languages with the 

107



most classifiers).  There is only one language in this sample spoken in a place with a Tai 
majority (3.59:1), Zhanglang, which also happens to be the language with the most 
classifiers, 24.  The remaining non-Tai-majority languages have a mean of 13.7 
classifiers.  The sample is too small to conclude very much (the significance in a 
permutation test is p = 0.14), but suggests that the number of classifiers may be 
associated with the presence of Tai speakers.  Tai itself as spoken in Jinghong uses 27 
classifiers for the same task. 

Figure 4.14: The number of numeral classifiers in each of the seven sampled 
languages (with the three highest numbers shown in red). 
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An interesting additional grammaticalization pathway was observed in the Angkuic 
language U in Bangxie.  The numeral ‘one’ in this language (and its relative Hu) seems to 
be derived from the general numeral classifier mu in other languages, while the other 
languages in the sample use dɛ.  This affects the ordering of the numeral and the classifier 
in U: if a classifier is used which is not mu, such as do used for classifying animals, then 
the order is noun-numeral-classifier: 

(1) so    mu  do 

     dog one classifier 

‘one dog’ 

If the classifier used is mu itself, then the construction is the noun followed by ʌmu: 

(2) mɔk ʌmu 

      hat  one.classifer 

‘one hat’ 

The grammaticalization pathway of numeral classifier > ‘one’ is unusual but is found 
in some Sinitic languages of southeast China, such as in Shaowu (Ngai 2015), and so 
may be a more widespread tendency in languages of Southern China more generally.  
Like ‘eye of the day’, it is a possible example of a semantic calque that indicates contact 
between languages, pending further data on its geographical distribution. 

3.6 Numerals 

The clearest example of Tai contact is the borrowing of Tai numerals.  Several 
languages in this survey use Waic numerals, at least below ten, although they may also 
use Tai numerals to express numerals to express larger quantities (include ‘thirty’). 

However, several varieties use Tai numerals for at least some numbers below ten.  
The two Angkuic languages Hu and U are examples, Hu expressing all numbers with Tai 
numerals, and U expressing numbers above three using Tai numerals.  The Blang variety 
in Bada also uses entirely Tai numerals.  The Blang variety in Zhanglang uses Tai 
numerals above five (despite the system being decimal, as they all are), according to one 
informant; another informant used entirely Blang numerals; while the other Blang variety 
in Bulangshan does not use Tai numerals below ten.  The Wa and Awa varieties that were 
sampled do not use Tai numerals below ten (Ximeng, Wengwa, Wengding, Menglian, and 
Gongxin). 
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This is clearly a case of Tai contact, and accordingly there is a relationship with the 
ratio of Tai speakers to Palaungic: varieties which use Tai numerals below ten have an 
average ratio of 6.1:1, while varieties which do not have an average ratio of 1.1:1 (p = 
0.032).   

4. Conclusion 

This chapter reviewed syntactic and semantic variation in East Palaungic languages, 
and hypothesised that this variation is due to contact with Tai-Kadai languages.   

Hu, U, and Blang dialects seem to be especially influenced by Tai-Kadai languages 
since they use Tai numerals, and have subject-verb order and the calque ‘eye of the day’.  
Wa and Awa varieties by contrast all lack Tai numerals and ‘eye of the day’, and are more 
likely to use verb-subject word order (1/2 and 3/6 dialects).  There is some statistical 
support for the association of these features with proportion of Tai speakers, although the 
sample is generally too small, and does not attempt to control for non-independence of 
data points. 

To demonstrate these points statistically would require a large quantitative test, 
perhaps on Austroasiatic languages more generally, and controlling for phylogenetic 
dependencies.  There is also some need for correcting for multiple testing, as several 
features were chosen and tested in this chapter, and specifically because of their 
suggestive variation in Southeast Asia.  An illustration of this comes from the fact that 
several features thought to be likely to be influenced by Tai turn out have only non-
significant relationship with the presence of Tai speakers (number of classifiers, and 
demonstrative-noun order), or no relationship at all (number of ingestion verbs).  These 
relationships are even weaker when aggregated by languages, such as number of 
classifiers (U 15, Wa 22, Awa 11, Blang 24), number of eat verbs (Hu 3 and U 1, Wa 2.5, 
Awa 4, Blang 4.7), noun-demonstrative order (found in Hu, U and Wa, and mixed in Awa 
and Blang), none of which show the pattern of Tai influence in the previous paragraph.  A 
larger set of syntactic and semantic features is therefore needed to test the claim of 
contact with Tai more systematically. 

This is therefore a case study which illustrates the demic hypothesis examined in this 
thesis, that linguistic structures often spread through languages by migration of speakers 
to other linguistic communities.  The Palaungic languages are a microcosm of changes 
that happened in Southeast Asia, such as the spread of subject-verb-object word order, 
numeral classifiers, and semantic calques, which might similarly be explained on a larger 
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scale as spreading with people, perhaps speakers of Tai-Kadai languages in particular, 
which are thought to have originated in Southern China and spread from there to the rest 
of Southeast Asia (Jenks and Pittayaporn 2017).   

The speakers of the languages surveyed in this chapter are not usually bilingual 
between Palaungic and Tai-Kadai languages, and are also not aware of the properties that 
languages such as Tai have.  The Tai-like properties are therefore not necessarily due to 
current bilingualism in these villages, but suggest a situation in the past where speakers 
of some Palaungic languages were using Tai languages as well, for example in Myanmar 
in Tawngpeng state where intermarriage between Palaung and Tai people is common 
(Simms 2017:177).  This contrasts with an example of Austroasiatic contact with Tai-
Kadai given in the previous chapter, in which there was convergence in vowel systems 
(Enfield 2005:184) and arguably in other phonological properties (given that these 
languages were in a Southeast Asian clade together in the phylogenetic analysis in the 
previous chapter) due to Austroasiatic substrate influence.   

It is possible that factors such as the spread of Buddhism played a role in bringing the 
Tai language and Tai linguistic features to Waic communities (Patterson Giersch 
2006:22), which may not have needed very much migration of speakers; however, in this 
particular case, the presence of Buddhism is also well predicted by the proportion of Tai 
speakers.  The following chapter explores the demic hypothesis further in a study of 
mtDNA data, by comparing evidence for movement between particular locations and 
similarity in linguistic structures.   

The study in this chapter also shows the intrinsic interest of features which are 
elicited in fieldwork rather than through grammatical descriptions, such as the semantics 
of ingestion verbs, the number of numeral classifiers, and semantic calques.  Elicitation 
of semantic features, as well as phonological and structural features, for language 
varieties on a local scale is a promising way in future of providing a more detailed picture 
of language history. 
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Chapter 5: Linguistic Areas and Mitochondrial DNA Lineages 

1.  Summary 

Chapter 3 identified geographical clusters in which languages tend to share 
phonological properties, and Chapter 4 suggested that one way that linguistic structures 
spread is by movement of people.  It is possible that these linguistic areas are formed 
partly because of migration of people, for example of speakers out of southern China to 
the rest of Southeast Asia (Jenks and Pittayaporn 2017, Enfield 2005).  These migrations 
of people could bring the descendants of a language (such as the spread of Tai-Kadai 
languages), or could cause situations of language contact where Tai-Kadai structures are 
introduced into other languages, as was suggested in the previous chapter and has been 
documented elsewhere (see Chapter 1 for the review of the literature on linguistic areas).  
This relationship between the movement of people and the movement of languages or 
linguistic structures can be addressed by using genetic data to reconstruct migration 
patterns in the past, and comparing it with linguistic data.   

This chapter uses mitochondrial DNA data from GenBank (Benson et al. 2013) and 
Bayesian phylogeography to reconstruct common migration routes.  A set of 2000 
mtDNA sequences from 423 locations around the world was analysed using a spatial 
model implemented in BEAST by Bouckaert (2016).  This chapter may be the first 
model-based reconstruction of mtDNA migration routes, despite the large literature on 
analysing the geographical distribution of mtDNA haplogroups (e.g. Harcourt 2016), and 
despite the use of Bayesian phylogeography for other domains (such as the transmission 
of viruses, Lemey et al. 2009, Magee et al. 2017; and the spread of languages, Bouckaert 
et al. 2012). 

The main result is a dataset of the movements of mitochondrial DNA lineages in 
various parts of the world, including Africa, Eurasia, Oceania, and the Americas.  
Particular routes taken by these lineages, sometimes over large distances, may help to 
explain the shape of certain large linguistic areas.  There are also significant differences 
in this data in the overall direction that people have tended to move in different regions, 
such as whether people have tended to move horizontally (east/west) such as in most of 
central Eurasia, or vertically (north/south) such as in East Asia, Africa and Western 
Europe.   

The relationship between migration and languages is then examined, by modelling 
how they are correlated with each other and with geographical distance.  The relationship 
between geographical distance and linguistic distance is first modelled, by using the 
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results of the phylogenetic analysis of Eurasian languages in Chapter 3.  The number of 
mtDNA migrations between linguistic communities is then included in the model, to find 
out whether they increase its predictive accuracy.  It is found that there is a large increase 
in accuracy once migrations are included, in the case of predicting linguistic similarity 
from the clade-constrained phylogenetic analysis; but that there is no increase in accuracy 
in predicting linguistic similarity from the non-constrained phylogenetic analysis, which 
turns out to be very well correlated with geographical distance.  The main conclusion of 
this is that, from one measure of linguistic similarity (constrained distances), linguistic 
areas have been shaped in part by migrations and not just by sharing of features by 
linguistic communities in close proximity.  The analysis therefore offers modest support 
for the demic hypothesis explored in this thesis, although it is based on a selective line of 
evidence (mtDNA data only, and a measure of linguistic similarity using only phonology/
phonotactics) and should be extended to other types of linguistic and genetic data. 

2.  The present study: overview and relationship with previous studies 

2.1 The ‘demic’ hypothesis of the spread of language families and linguistic 
structures 

Chapter 3 described how languages share common phonological properties across 
language families.  The clade-constrained analysis of the World Phonotactics Database 
showed that languages in Eurasia seem to fall into two main clusters.  The first cluster is 
Southeast Asia, which has been suggested to be a linguistic area by linguists (e.g. Enfield 
2005).  The second cluster is the rest of Eurasia, covering Europe, most of Siberia, India, 
the Middle East and North Africa.  This cluster will be referred to as ‘Eurasia’ for short 
for the rest of the chapter.   In the non-clade-constrained analysis, Southeast Asian 
languages fall into several different clusters, with perhaps the clade in Figure 3.7 in 
Chapter 3 being the closest to what has been described in Enfield (2005). 

Why did these areas form?  One reason may be because of concerted migration of 
people across language boundaries, and in particular if people have expanded out of a 
certain area.  Southeast Asia may be an example of this, as certain language families such 
as Tai-Kadai spread out of southern China to the rest of Southeast Asia (Jenks and 
Pittayaporn 2017), and likely influenced the phonology of languages that they came into 
contact with while doing so.   

This may be viewed as a hypothesis about the ‘demic’ spread of phonological 
features, namely that these linguistic areas were formed by movement of people.  
’Movement’ here specifically means settlement, in order for it to leave a genetic trace.  Of 
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course, language contact happens regularly by other means, such as the movement of 
traders, and modern communications allow language contact to happen without people 
moving at all.  It is therefore also possible that phonological features can spread between 
neighbouring languages without there necessarily being concerted movement of people.  
This is often argued by analogy to have happened with agriculture, which can be 
borrowed between people without there being a genetic signal of agriculturalists moving 
(Zvelebil 2000), although in practice there is also genetic support for the demic model in 
the case of agriculture, such as in Chikhi et al. (2002).   

De Filippo et al. (2012) is an example of a linguistic study testing similar hypotheses 
for the expansion of Bantu languages in Africa, namely whether these languages spread 
by demic or cultural diffusion.  They find that populations speaking Bantu languages are 
more genetically similar to each other than they are to populations speaking non-Bantu 
languages, after controlling for geographical distance using partial Mantel tests.  They 
conclude that a demic diffusion model is supported in this case: ‘Our comparison of the 
genetic distances among Bantu populations with those of Bantu versus all other linguistic 
and ethnic groups…indicates that even geographically distant Bantu-speaking 
populations are closely related to each other, as expected with demic diffusion, and 
argues against a major role for language shift in the Bantu expansion.’ 

The aim of this chapter is similarly to ask whether linguistic areas are formed by 
demic or cultural diffusion, although the implementation is quite different from de 
Filippo et al. (2012), for instance in using ‘migrations’ (see section 3.1 for details) 
inferred from a mtDNA phylogeny as a measure of genetic distance, rather than FST.    

2.2 Studies comparing linguistic structures and genetic data 

Mitochondrial DNA (mtDNA) is inherited from the mother only, and so mtDNA 
sequences form a family tree showing the way people are related to each other along the 
maternal line; put another way, mtDNA sequences allow us to construct a global family 
tree of women.  

There is a large literature on investigating the history of mitochondrial DNA and how 
long ago particular migration events may have happened (Hasegawa et al. 1985, Kivisild 
2015).  There are also surveys of the geographical distributions of mitochondrial DNA 
clades (haplogroups) and proposals of the way that these can be used to reconstruct 
history in different regions (e.g. Kayser et al. 2008 on mtDNA diversity in Melanesia).  
There is not work using model-based phylogeographic reconstruction of mtDNA 
haplogroups of the type implemented in software such as BEAST, developed by Lemey 
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et al. (2009) for viruses and since applied to the spread of Indo-European languages by 
Bouckaert et al. (2012).  

One aim of this chapter is therefore to conduct such a phylogeographic analysis, to 
provide a visualisation of mtDNA lineages that would allow some comparison with the 
spread of languages.  Although the results in this analysis are preliminary, the kind of 
migrations that can be discovered by analysing mtDNA in fact do seem to carry meaning: 
they are a proxy for population movements which shaped how language families moved, 
and how languages in different families have come to share phonological properties.   

This is a quantitative version of what has been said more informally in much of the 
literature on mtDNA, which pinpoints particular haplogroups and suggests that their 
movement may be associated with particular language families, such as Austronesian 
(Kayser et al. 2008) and Austroasiatic (Zhang et al. 2015).  Bellwood (2013) suggests 
many such links between genetic variants and language families.  In non-academic 
discussion, the links between language families and particular haplogroups can become 
quite sweeping, such as on the website Eupedia, which has titles for posts such as 
‘Haplogroups of Bronze-Age Proto-Indo-Europeans’ . 9

Other papers link the movements of language families to other types of genetic 
evidence, using ancient DNA (e.g. Haak et al. 2015 on the potential spread of some Indo-
European languages from an origin in the steppe; and Malaspinas et al. 2016 on the 
genomic history of aboriginal Australians).  Y chromosome DNA is also particularly 
interesting because of the suggestion by Forster and Renfrew (2011) that language 
families may sometimes be carried into new regions by a small number of males, rather 
than large-scale migration (for instance, they suggest ‘It may be that during colonization 
episodes by emigrating agriculturalists, men generally outnumbered women in the 
pioneer colonizing groups and took wives from the local community.’)  Other localised 
studies of the relationship between different types of genetic data and situations of 
language contact and the spread of language families are described by Pakendorf (2014), 
one example being de Filippo et al. (2012) on the spread of Bantu languages mentioned 
in section 2.1. 

 Despite the assumption that there is a relationship between the distribution of genetic 
variants and the movement of language families, these observations are often non-
quantitative, and a solid demonstration of this relationship has been surprisingly elusive.  

 https://www.eupedia.com/genetics/haplogroups_of_bronze_age_proto-indo-9

europeans.shtml
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Perhaps the first quantitative attempt was by Cavalli-Sforza, Minch and Mountain (1992), 
which studied 38 global populations.  This study compared a tree of these populations 
using genetic data (based on Cavalli-Sforza et al. 1988), and a tree of these populations 
based on putative language families, including some controversial members such as 
Altaic and even macro-families such as Eurasiatic, and finds a highly significant 
correlation between the two.  There was no control for geographic distance, however, 
which makes the relationship between the two trees somewhat trivial: languages which 
are closer together tend to more closely related, and human populations which are closer 
together tend to be more closely related, but these two facts by themselves are not enough 
to conclude that populations and languages have a shared history beyond that fact. 

Dediu (2007) is a more sophisticated study of the relationship between genes and 
languages, employing a spatial statistic approach.  He uses a partial Mantel test to test the 
correlation between genetic distance between a set of populations, geographic distance, 
linguistic genealogical distance, and typological linguistic distance using features from 
the World Atlas of Language Structures.   The Mantel test is a way to compute the 
correlation coefficient between two matrices, by finding the correlation coefficient of the 
elements of the two matrices; a partial Mantel test computes the correlation between two 
matrices while controlling for the effects of a third (Dediu 2007:239, Mantel 1967). 

Interestingly, once geographic distance is controlled for, he finds that the correlation 
between genetic distance and linguistic genealogical distance is small (r = 0.1041, p = 
0.0308; Dediu 2007:275), and the correlation between genetic distance and typological 
distance is non-significant (p.244).  He notes that this is in agreement with previous 
studies which had tested the relationship between genetic distance and linguistic distance 
using partial Mantel tests, several of which find that the relationship disappears once 
geographic distance is controlled for (p.183, citing among others Sokal et al. 1992 and 
Rosser et al. 2000).  

Another paper which investigated typological distance and genetic distance is 
Creanza et al. (2015), which uses phoneme inventories.  They again find that the 
relationship between genetic distance and linguistic distance is non-significant after 
controlling for geographic distance.  A more local study is on indigenous populations in 
Taiwan by Brown et al. (2014), who find a relationship between linguistic distance and 
genetic distance which again becomes non-significant (p=0.07) once they controlled for 
geographic distance. 

By contrast, Longobardi et al. (2015) is one study that finds a high correlation 
between genes and linguistic features, even once geographic distance is controlled for, 
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but it should be noted that the sample is restricted to just fifteen languages, all in Europe.  
They find that the correlation between genetic distance and linguistic distance is high 
(0.49-0.51), and higher than the correlation between genetic distance and geographic 
distance (0.38).  This result may be due to the fact that they include Finnish and Basque 
people, who are genetically quite differentiated from the other European populations in 
their sample, and this matches well with the fact that Finnish and Basque are 
linguistically distinct from the other populations which speak Indo-European languages.  
This is therefore a confirmation of the idea that linguistic and genetics can be mutually 
informative, but is probably specifically about the differentiation of Basque and Finnish 
from Indo-European languages. 

An additional recent quantitative study on the correlation between genes and 
linguistic features, as well as music, is Matsumae et al. (2021) on populations of 
northeast Asia.     They study 14 populations encompassing 11 different families or 
isolates, for which genetic, linguistic and musical data were available.  They compared 
genetic distance between populations with different types of linguistic distance: lexical 
(based on data from the Automated Similarity Judgement Project (ASJP) database, 
Wichmann et al. 2016), grammatical (from WALS (Dryer et al. 2013) and AUTOTYP 
(Bickel et al. 2017)), and phonological (the World Phonotactics Database (Donohue et al. 
2013) and PHOIBLE (Moran et al. 2014)).  To calculate genetic distance they used 
37,093 SNPs from 245 individuals (including their newly genotyped 15 Nivkh 
individuals), taking pairwise FST between populations, the proportion of the total genetic 
variance due to between-population differences.  To compare these distance measures 
they use Redundancy Analysis (RDA), an alternative to the Mantel test which performs a 
regression of multiple response variables on multiple predictor variables.  According to 
their summary, RDA yields an adjusted coefficient of determination (adjusted R2), which 
captures the variation in the response that can be explained by the predictors, that is then 
compared with adjusted R2 values under random permutations.  They find correlations 
between genetic distance and grammatical distance in particular (R2=0.54), which is 
significant after adding controls for geographical distance and genealogical distances in a 
partial RDA.  Other correlations such as between lexicon and genetic distance (or with 
music) are not significant after adding these controls. 

 Matsumae et al. suggest that the correlation may be due to relationships between 
languages dating to before recent contact and inheritance within known families.  They 
base this conclusion on the fact that the correlation survives controls for geographical and 
genealogical distance.  There is an alternative possibility, which is that genetic distance is 
a better proxy for language contact than geographical distance is.  If two populations 

118



have had migration between them, then it is also more likely that some type of language 
contact may have taken place, presumably raising the probability above what you would 
expect from knowing the geographical distance between the two languages (since there 
may often be neighbouring languages which do not systematically have contact).  To the 
extent that this explanation may be true, this is indirect support for the ‘demic hypothesis’ 
pursued in this chapter, that contact-induced structural change is mainly caused by 
migration of people. 

This is borne out by inspecting the clusters that emerge in their visualisations of 
genetic and grammatical distance using neighbournet networks produced with SplitsTree 
(Huson and Bryant 2006).  Some clusters in common include Selkup and Nhanasan (both 
Uralic languages), Chukchi and Koryak (both Chukotko-Kamchatkan), and Even and 
Evenki (both Tungusic).  The correlation between genetics and grammar seems to be 
mostly due to these known families, but also due to the clustering of Japanese, Korean, 
Nivkh, and Ainu in both trees.  While it is possible that these languages are related, it is 
also possible that there has been simultaneously a lot of interbreeding between these 
populations, as well as language contact.  

2.3 Phylogeography using whole genome data 

The quantitative studies above raise some interesting points of comparison with the 
analysis employed in this chapter.  First, the analysis in this chapter uses reconstructed 
mtDNA migrations, rather than genetic distance between populations defined by SNPs.  
This is clearly a deficiency of the current analysis, as mtDNA offers only partial 
information compared with variants across the whole genome.  Furthermore, only a small 
number of mtDNA lineages survive, meaning that the picture of migrations that surviving 
mtDNA diversity offers is quite limited; for example, over 40% of Europeans have 
mtDNA haplogroup H, making them the descendants of a woman on the maternal line 
22,000 years ago (Brotherton et al. 2013).  An additional problem with the analysis in this 
chapter is that the mtDNA samples from each population are not randomly selected, 
introducing another type of bias.  Perhaps the one advantage of using mtDNA is that it is 
transmitted from a single parent, and hence it is easy to use to reconstruct a phylogeny of 
people, and to use that to reconstruct a complex sequence of migrations.  It is also an 
opportunity to quantify the type of statements that are made in the literature on mtDNA, 
by using a model-based approach to reconstructing these migrations, and comparing them 
with linguistic distances; but one can and should use whole genome data to model the 
history of populations (e.g. Gravel et al. 2013 on the history of Native American 
migrations).  
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One study in 2022 demonstrates how whole genomes can be used to build 
phylogenies which can then be used for reconstructing migrations (Wohns et al. 2022).  
They use their previously published package tsinfer (Kelleher et al. 2019) which differs 
from Bayesian phylogenetics in many ways, employing simpler heuristics that arguably 
make it somewhat less accurate, but also allowing inference of multiple trees that can be 
scaled to analyse millions of genomes. 

The tsinfer method aims to produce a 'succinct tree sequence’ from genome data, 
which they describe as a sequence of marginal trees, each encoding the genealogy for a 
particular segment of DNA.  Adjacent trees moving along a chromosome tend to be 
highly correlated, so shared edges are stored only once.  The way that they infer these 
correlated trees is to assume that each site has mutated only once, and that it is possible to 
infer which state is ancestral and which is derived.  The algorithm starts at a particular 
site and moves both leftwards and rightwards from it, estimating the tree topology and 
plausible values for the ancestral haplotype.  They use various heuristics to decide when 
to stop reconstructing the tree for a particular haplotype and to begin a new tree. 

Once they have trees for particular haplotypes, they use a simple method of taking 
midpoints of modern locations as a way to reconstruct ancestral locations.  They mention 
the locations of the root of the different ancestral haplotypes in Africa (and also 
surprisingly in Papua New Guinea ~140,000 years ago, potentially consistent with the 
time-depth of Denisovan lineages found in Papuans). However, their paper does not 
explore in detail patterns of migration in the more recent past, so is not immediately 
comparable in its findings with the study in this chapter.  Their dataset of reconstructed 
migrations from autosomal data may be useful in future for comparison with languages, 
building on the type of comparison developed in this chapter between mtDNA migrations 
and structural data. 

The remainder of this chapter is structured as follows.  Section 3 presents a summary 
of the phylogeographic method, and broad patterns found when this is applied to studying 
mtDNA sequences.  Section 4 presents an analysis of the relationship between migrations 
and measures of linguistic similarity. 

3.  Phylogeographic analysis of 2,000 MtDNA sequences 

3.1 Method 

The main analysis uses 2,000 sequences, a sample constructed by downloading 
31,845 complete mtDNA sequences from a public database, GenBank (Benson et al. 
2013).  10,302 sequences had information on location, allowing them to be assigned a 
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GPS coordinate using the Python package geocoder, giving 621 locations around the 
world.  The locations are unevenly sampled, with some countries such as Japan and the 
USA having hundreds of sequences, and some areas such as the Solomon Islands having 
extremely rich geographic information (due to papers such as Duggan et al. 2014). 

The analysis was restricted to complete mitochondrial DNA genomes.  Non-
indigenous sequences in the Americas were removed to simplify the analysis by using an 
online program (Haplofind: https://haplofind.unibo.it/new/, Vianello et al. 2013) to 
classify mtDNA sequences by haplogroup, and retaining only A, B, C, D and X, as these 
are the five haplogroups which have been described in the literature on Native American 
mtDNA (e.g. Kumar et al. 2011).  Because sequence alignment software such as 
CLUSTALW (Thompson et al. 1994) can currently align at most ~6000 sequences, the 
number of sequences used was capped to 6,028.  This was arrived at by sampling 
sequences randomly by location with a maximum of 97 sequences per location, and the 
resulting sequences were then aligned using CLUSTALW.  2,000 sequences were then 
sampled, weighted by location, yielding a total of 423 locations, in order to yield a 
manageable number of sequences for the Bayesian phylogenetic analysis.  An overview 
of the distribution of the sequences by country is given in Table 5.1. 

Country Number of sequences
Albania 4
Algeria 10
Angola 10
Argentina 34
Armenia 3
Australia 9
Austria 1
Azerbaijan 9
Belarus 10
Bolivia 16
Bosnia and Herzegovina 3
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Botswana 10
Brazil 11
Brunei Darussalam 8
Bulgaria 8
Burkina Faso 1
Cambodia 10
Cameroon 6
Canada 14
Chad 11
Chile 18
China 55
Colombia 28
Costa Rica 4
Croatia 1
Cyprus 3
Czech Republic 15
Denmark 10
Dominican Republic 4
Ecuador 11
Egypt 12
El Salvador 1
Equatorial Guinea 3
Estonia 6
Ethiopia 25
Fiji 10
Finland 10

Country Number of sequences
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France 13
Gambia 1
Germany 10
Ghana 3
Greece 20
Greenland 2
Guatemala 2
India 23
Indonesia 57
Iran 23
Iraq 10
Israel 10
Italy 142
Japan 10
Jordan 10
Kazakhstan 2
Kenya 5
Kiribati 1
Kuwait 10
Laos 10
Lebanon 13
Libya 10
Lithuania 2
Madagascar 7
Malaysia 55
Marshall Islands 2

Country Number of sequences
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Mauritania 9
Mauritius 9
Mexico 34
Micronesia, Fed. Sts. 5
Moldova 2
Mongolia 3
Morocco 30
Mozambique 10
Myanmar 3
Namibia 10
Nepal 20
New Zealand 2
Nicaragua 3
Niger 1
Nigeria 13
Oman 4
Pakistan 8
Panama 22
Papua New Guinea 113
Paraguay 3
Peru 43
Philippines 32
Poland 12
Portugal 10
Romania 15
Russia 213

Country Number of sequences
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Sao Tome and Principe 5
Saudi Arabia 10
Senegal 1
Serbia 10
Slovakia 10
Solomon Islands 161
Somalia 10
South Africa 47
South Korea 10
Spain 96
Sri Lanka 1
Sudan 10
Sweden 19
Switzerland 10
Syria 5
Taiwan 16
Tanzania 10
Thailand 4
Timor-Leste 10
Tunisia 10
Turkey 10
Tuvalu 10
Uganda 3
Ukraine 10
United Arab Emirates 20
United Kingdom 16

Country Number of sequences
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Table 5.1: Number of sequences included in the analysis by country/territory. 

In addition to the above sequences, two Neanderthal sequences were included (Green 
et al. 2008, Sawyer 2013 respectively) as well as a Denisovan sequence (Krause et al. 
2010). 

The main analysis was run using BEAST, inferring a phylogeny of mtDNA sequences 
using the same methodology as described in Chapter 3: one can propose a particular 
family tree of how they are related to each other and how much change they have 
undergone, and calculate the probability of that tree generating those mtDNA sequences.  
The program then searches through possible trees and generates a sample of phylogenies 
sampled according to their posterior probability, using the Metropolis-Hastings algorithm 
(Metropolis et al. 1953).  This calculation is implemented in the software package 
BEAST 2 (Bouckaert et al. 2014).  The analysis was run for 10,000,000 iterations, with a 
burn-in of 50%.   

The package ‘spherical phylogeography’ (Bouckaert 2016) was used to reconstruct 
ancestral locations of mtDNA lineages, and the results plotted in Google Earth.  In the 
words of Bouckaert et al. (2012), the method uses a relaxed random walk model of 
continuous spatial diffusion along the branches of a phylogeny, treating location as a 
continuous vector (longitude and latitude) that evolves through time, and seeking to infer 
ancestral locations at internal nodes on the tree while simultaneously accounting for 
uncertainty in the tree.  The resulting reconstruction therefore takes phylogenetic 
information into account; in the case of mtDNA migrations, for example, it predicts that 
humans originated in Africa, since the primary branches of the mtDNA family tree are 
known to be there (Ingman et al. 2000).   

United States 63
Uruguay 8
Vanuatu 9
Vietnam 28
Yemen 27
Zambia 10
Zimbabwe 3

Country Number of sequences
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The reconstruction provides most likely longitudes and latitudes for the location of 
each ancestral node in the tree, as well as a 95% confidence interval.  This allows 
migration routes to be reconstructed. 

The method is summarised below:  

1.  I downloaded 31,845 mtDNA sequences from GenBank, which are contained in 
the text file 31845 documents.gb in the Github repository.  10,302 complete sequences 
had information on location, allowing them to be assigned a GPS coordinate using the 
Python package geocoder, giving 621 locations around the world.    

2.  6,028 of these sequences were randomly selected, weighted by location, and 
aligned them using CLUSTALW, which are in the file all-aligned.txt. 

3.  In addition, some sequences were removed if they were in the Americas but they 
belonged to a haplogroup which was not Native American (A, B, C, D and X), using 
Haplofind. 

4.  A xml file in BEAST was prepared for the analysis, which contained 2000 taxa, 
weighted by location.  The substitution model used was HKY (Hasegawa et al. 1985) 
with four gamma categories, and a Yule prior for the tree topology.  There was a 
separate clock model used for location, meaning that people can be assumed to migrate 
at rates which are independent of the molecular clock (i.e. people can migrate at 
different speeds) .  The tree is not time-calibrated.   The resulting file is in the 10

repository, 1.xml.  

5.  I ran the analysis in BEAST for 10,000,000 iterations, with a burn-in of 50%, with 
the resulting trees in 1.trees.   

6.  The trees can be summarised in a consensus tree.  Each node in this tree has a 
reconstructed location, which is the average of the locations of that node in the sample.  
From this, one can reconstruct migration routes that were taken along each branch of 
the tree.  One migration is defined as the path from the reconstructed location of a node 
to the location of its immediate daughter.   

 One possible objection to using BEAST for a phylogenetic analysis of the mtDNA 10

samples is if any of the samples are ancestors of any others (e.g. mtDNA from a mother 
and child), since the analysis assumes that the taxa are all tips.  However, there are very 
few (if any) examples of this in the data, and if there were then the result would just be 
that the taxa would be treated as very close siblings; this is not expected to significantly 
affect the topology of the rest of the tree.
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7.  In order to compare the consensus phylogeny with a standard mtDNA phylogeny 
such as Phylotree (van Oven and Kayser 2009), the sequences were run through the 
mtDNA haplogroup classification tool Mthap (Lick 2018).  The haplogroups for each 
sequence are appended to the taxon names in the consensus tree, to visualise how well 
the consensus tree corresponds to Phylotree. 

A ‘migration’ is defined above as a movement from the location of an ancestral 
node to the location of its immediate child node, yielding 4,318 distinct migrations in 
the current dataset.  Migrations are defined this way because they are independent cases 
of someone in a location having a descendant (as close as possible in time to them) in a 
different location.  The time scale of these migrations can be very different; in an extreme 
case, for instance, the earliest migrations in the reconstruction may span tens of 
thousands of years (migrations from Africa to Southeast Asia), while more contemporary 
migrations may be reconstructed on the scale of centuries.   

This allows some quantitative study of tendencies in migrations in different regions.  
It is imperfect, because these are not random samples of people (they are sampled from 
what is available from genetic studies), and because of the small sample sizes and uneven 
sampling from different locations.  There are patterns in these migrations however, such 
as particular routes which occur frequently, or differences in the probability of moving in 
particular directions.   

‘Migration’ is also being used here to refer to the movement of individual lineages, 
and not to concerted movement of many people from a population.  It would be fallacious 
to equate movements of lineages with concerted migrations, for two reasons: first, 
populations contain many different maternal lineages, and the ones which survive in 
modern mtDNA data are only a fraction of those.  Second, the presence of an individual 
with a particular mtDNA haplogroup in a location does not necessarily imply a large-
scale migration, as it could simply be due to the movement of one individual.  An 
example would be if an ethnically Chinese individual in England were included in the 
analysis; the ‘migration’ from China to England that would be reconstructed in the 
phylogeny refers to the migration of one individual (the individual in the sample, or one 
of their ancestors), not to a concerted migration of people between these two regions. 

The results of the analysis are therefore also very dependent on the choice of samples.  
In practice, it is assumed here that the individual samples reflect what is typical in the 
indigenous populations that they are drawn from.  This could be improved by 
incorporating population frequencies of the haplogroups of the samples. 
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Despite the inability to infer anything about concerted migration of people from a 
small sample, there is still value in reconstructing migrations of individual lineages.   
This is because literature on mtDNA and Y chromosome haplogroups has in some cases 
reconstructed the movement of these lineages more informally, and compared these 
movements with the distribution of language families.  To the extent that this exercise has 
value, then the analysis is in this chapter is a way of formalising the reconstruction and 
the comparison. 

To give an example, Kayser et al. (2008) states: ‘Linguistic (Blust 1999) and 
archaeological (Bellwood 2004; Bellwood and Dizon 2005) evidences strongly suggest a 
Taiwanese origin for the Austronesian expansion. This hypothesis is also supported by 
mtDNA evidence, as a genetic trail for the origin of the mtDNA “PM” [haplogroup 
B4a1a] (via its immediate precursor haplogroup B4a1) can be traced back to Taiwan 
(Redd et al. 1995; Trejaut et al. 2005)[…].’  This statement makes five assumptions: 

1.That haplogroup B4a1a does in fact originate in Taiwan; 

2.  That the Austronesian language family originates in Taiwan; 

3.  That there is a statistically supported correlation between the distribution of 
Austronesian languages and that of B4a1a; 

4.  That this correlation is meaningful, as opposed to the correlations with many other 
genetic markers that could have been used and could have had a spurious correlation 
with the distribution of Austronesian languages due to multiple testing; 

5.And that this correlation is not simply because of spatial autocorrelation 
(neighbouring regions will tend to have both similar genetic markers and languages), 
but does in fact imply that Austronesian languages and the lineage B4a1a migrated 
together. 

The analysis in this chapter aims to formalise assumption (1) by reconstructing the 
movement of mtDNA lineages using a model.  Trejaut et al. (2005) are referenced, for 
example, for the Taiwanese origin of the lineage B4a1a, which is based on the fact that 
they find five primary branches of B4a1a in Taiwan; this is a type of intuitive 
phylogeographic reconstruction, which can be formalised by having a model reconstruct 
probable locations for ancestral nodes in a phylogeny. 

Assumption (2) is not discussed in this chapter, since it involves phylogeographic 
reconstruction of language locations.  However, assumption (3) is explicitly tested in 
section 4, which compares the paths that mtDNA lineages have taken with similarity 
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between languages using phonotactics data from Chapter 3.  Assumption (4) is tested by 
not cherry-picking particular haplogroups and language families, but by testing the 
general hypothesis that mtDNA lineages routes correlate with linguistic similarity.  
Finally, assumption (5) is tested by including a control for geographical distance (either 
in the regression models or in the Mantel test). 

The following section presents the main results, and examples of patterns that emerge 
from the analysis of migration routes. 

3.2  Results 

The result of the phylogenetic analysis is a sample of trees, which can be summarised 
in a consensus tree (the maximum clade credibility tree, using BEAST’s TreeAnnotator).   

 The consensus tree is plotted in Appendix 2 in Figures S3.1-52, which is plotted over 
several pages given the size of the tree.  The effective sample size of the tree likelihood 
was low (4), due to the slow running time for the analysis when using 2000 sequences.  
As argued in section 5.3 of Chapter 3, this does not necessarily make the phylogeny 
completely invalid (especially compared with simpler heuristic methods such as 
UPGMA, which do not explore the tree space at all), but it is worth comparing the 
phylogeny in this case against a standard mtDNA phylogeny such as Phylotree (van Oven 
and Kayser 2009). 

The phylogeny shows the Denisovan as the first primary branch to split off, followed 
by the two Neanderthals in a clade together as the next primary branch, followed by 
lineages in Africa: L1 coming off first as a primary branch (100% confidence), followed 
by L0 clades (100%), then L2a1 (99%), and then L4 and L6 together (99%).  There are 
some differences with Phylotree, which has L0 coming off first before L1, and which 
does not have L4 and L6 in a clade together; and one taxon classified by Mthap as L2e1 
which comes off first before L1.  

The remainder of the tree is more rake-like, with low posterior probabilities on many 
clades.  This perhaps reflects the lack of convergence in the analysis, as also indicated by 
the low ESS.  However, the way that taxa are grouped together in the phylogeny still 
resembles Phylotree, whose primary branches are shown for comparison in Appendix 2 in 
Figure S4.  For instance, taxa in haplogroup R (including R0, JT, HV etc.) are mostly 
placed in the same part of the tree (Figures S3.34-3.50), although not in a monophyletic 
clade.  This applies similarly to other large haplogroups such as haplogroup M (Figures 
S3.3-3.19), but also to some smaller ones such as B4a1a1 (Figures S3.29-32 and 
S3.42-44).  This is generally true of other clades in the tree, indicating that the analysis 
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has found groupings that largely agree with Phylotree, but with low posterior 
probabilities and some inaccuracies due to lack of convergence.  

Using this consensus tree, migration routes were plotted using the definition above 
(the path from the reconstructed location of a node to the location of its immediate 
daughter).  A sample of these routes were then plotted in Google Earth.  Since there are 
over 4000 routes reconstructed here, it is difficult to visualise them all simultaneously 
and interpret patterns.  One way of summarising some more common patterns is to show 
regions where there has been especially frequent movement. 

As an example, a region can be defined as a circle, namely all points within a certain 
distance (e.g. 400 km) of a particular location.  An example of how some migrations can 
be summarised is shown in Figure 5.1, which shows migrations between one circle of 
radius 400 km in eastern New Guinea, and another circle of radius 400 km in the 
Solomon Islands.  Each migration is represented by a blue dot for its starting point, and a 
red dot for its end point. 
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Figure 5.1: Movements from eastern New Guinea to the Solomon Islands.  Blue dots 
mark the beginning of the migrations, and red dots mark the end point.  

It is not particularly surprising that there is movement of people between local 
neighbouring regions, but some long-distance movement can be surprising and 
potentially illuminate the history of linguistic areas, or language families.  An example is 
movement from Southeast Asia to New Guinea, which illustrates migration that possibly 
includes those that brought Austronesian languages, which originated in Taiwan and 
subsequently arrived in Indonesia, New Guinea, and islands in the Pacific (Greenhill, 
Drummond and Gray 2009).   
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Figure 5.2: Movements from Southeast Asia to New Guinea.  Blue dots mark the 
beginning of the migrations, and red dots mark the end point. 

Other plausible examples include movement from the Steppe into northeastern 
Eurasia which may be associated with the movement of Uralic languages (Figure 5.3); or 
movement between India and Southeast Asia, associated with languages families 
spanning both regions such as Sino-Tibetan or Austroasiatic (Figures 5.4 and 5.5).  Sino-
Tibetan is likely to have originated in Northern China according to recent phylogenetic 
analyses (Zhang et al. 2019, Sagart et al. 2019) and spread westwards to India.  How 
Austroasiatic spread is less clear, although there is some evidence that it moved outwards 
from South China (Sidwell 2015b).  Regardless of the direction that these language 
families moved in, there is likely to have been migration between these two regions 
associated with the movement of languages, and accordingly there are migrations in both 
directions between India and Southeast Asia. 
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Figure 5.3: Movements across northern Eurasia. Blue dots mark the beginning of the 
migrations, and red dots mark the end point. 

134



Figure 5.4: Movements from India to Southeast Asia.  Blue dots mark the beginning 
of the migrations, and red dots mark the end point.  Note that some points are on water, 
since the phylogeographic model used from Bouckaert (2016) reconstructs latitude and 
longitude without awareness of landscape. 
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Figure 5.5: Movements from Southeast Asia to India.  Blue dots mark the beginning 
of the migrations, and red dots mark the end point. 

Other migrations may make more sense not from the point of language families, but 
from the point of view of linguistic areas.  Figure 5.6 shows movement between northern 
India and the Caucasus and Middle East, which resembles the linguistic area found in the 
previous chapter that links these regions.  Finally, some examples of migrations between 
regions do not seem to have any linguistic correlate; for instance, there is plenty of 
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movement between North Africa and southern Europe, as Figure 5.7 shows, but there is 
no language family spanning both areas. 

Figure 5.6:  Movements from the Indian subcontinent to the Caucasus and the Middle 
East.  Blue dots mark the beginning of the migrations, and red dots mark the end point. 
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Figure 5.7: Movements from North Africa to Europe.  Blue dots mark the beginning 
of the migrations, and red dots mark the end point. 

Another pattern in the migrations is that there are different directional tendencies in 
different parts of the world; in particular, whether people are more likely to move in an 
east-west direction, or whether they move north-south.  The angle that a migration is at 
relative to the equator can be calculated, and this angle differs on average in different 
places.  To visualise this point, squares are plotted where this angle has tended to be less 
than 25 degrees, and squares where the angle has tended to be greater than 25 degrees.  
Each square contains thirty migrations, and the cut-off point for statistical significance is 
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67% (the proportion above which there is a less than five percent probability of there 
being an equal probability of movements above and below 25 degrees). 

To focus again on Africa and Eurasia in particular, regions where migrations have 
tended to be at more vertical, with a greater than 25 degree angle from the equator, are 
shown in Figure 5.8, while regions where migrations have tended to be more horizontal 
(less than a 25 degree angle from equator) are shown in Figure 5.9.  

There are some suggestive directional tendencies which may be behind the formation 
of linguistic areas found in Chapter 2.  There is a tendency for horizontal movement 
across the Himalayas, for instance, which may be behind the linguistic areas crossing 
from India to Southeast Asia.  Another area contained Indo-European and Turkic, an area 
which covers a large distance from east to west, in line with the tendency for there to be 
concerted horizontal movement in the region between Europe and northern China.  
Finally, the crescent of languages from the Middle East and the Caucasus to northwest 
India is also seen here, since there is a tendency for horizontal movement in this region.  
Eurasia generally has had a lot of east-west movement, as Jared Diamond’s Guns, Germs 
and Steel famously noted as an explanation for how Eurasia was especially prosperous 
due to the exchange of agricultural plants and other innovations across the continent. 

There are also some striking areas where vertical movement (at a greater than 25 
degree angle) has predominated.  This is most true in Africa, where the angles of 
migrations have in fact tended to be above 45 degrees, perhaps mostly due to the southern 
expansion of Bantu languages.  It is also true in island Southeast Asia, probably due to 
the Austronesian expansion; and in China and Southeast Asia, where several vertical 
clusters of languages were discovered in Chapter 2 based on similarity of phonology.  
This is plausibly driven by the expansion of particular families, such as the southern 
movement of Tai-Kadai speakers out of China to the rest of Southeast Asia; as Enfield 
(2005:184) writes, ‘MSEA geography is dominated by major river systems running north 
to south…In their Southern reaches, these rivers empty into wide plains now dominated 
by dense populations of paddy farmers speaking varieties of Vietnamese, Khmer, 
Siamese, and Lao. Highland areas north of these plains and running south along the 
Annamite Cordillera are home to ethnic minorities who practice mostly shifting 
agriculture (i.e., slash-and-burn). This pattern has resulted from major migrations over the 
past two millennia, mostly southward from China toward the lowlands. The most 
significant historical migrations have been the southwest fanning spread of Tai speakers 
from southwest China (Enfield 2003b, Wyatt 1984).’ 
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Figure 5.8: Regions where there is a significant tendency for migrations to be move 
north-south. 
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Figure 5.9: Regions where there is a significant tendency for migrations to be move 
east-west. 

The regions shown in these three figures are suggestive, since a tendency for 
concerted movement in particular directions (east-west, or north-south) may be what 
drives the linguistic homogenisation of some regions.  A mass migration southwards in 
southeast Asia, for instance, is detectable both from genetic data here as a statistical 
tendency to move in a particular direction (southwards, at a greater than 25 degree angle), 
and also from linguistics, from the similarity of languages in this region in their structural 
properties. 
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4.  Measuring the effect of migrations on language similarity 

4.1 Method 

This section reports on a more explicit test of the hypothesis that migrations have 
shaped the distribution of languages.  The preceding sections have hinted at this, 
suggesting for example that concerted migrations may cause some regions to be 
especially similar linguistically. 

Linguistic similarity can be calculated by using the results from Chapter 3 of this 
thesis, which described how one can use the World Phonotactics Database to analyse 
according to their phonological and phonotactic properties.  This was done by using a 
phylogenetic method, producing a family tree of languages that reflected both inheritance 
in known language families and language contact.  In a second analysis in that chapter, 
the method was used again but with known language families as constraints. 

These two measures of linguistic distance will be called ‘unconstrained’ and 
‘constrained’ linguistic distance, respectively.  The two family trees are given in Figures 
3.1 and 3.12 in Chapter 3, and are reproduced here: 
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Figure 5.10: A consensus tree of languages in Eurasia according to the phylogenetic 
analysis of the World Phonotactics Database (Donohue et al. 2013), reproduced from 
Chapter 3, Figure 3.1.  The main clades are collapsed and summarised with a 
geographical label for readability. 
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Figure 5.11: The family tree of language families in Eurasia based on phonotactic 
properties, with constrained clades for language families, reproduced from Chapter 3, 
Figure 3.12.  Numbers on clades are posterior probabilities.  The lower primary clade is 
referred to as the ‘Southeast Asian’ clade in parts of this chapter, and the upper clade is 
referred to as the ‘Eurasian’ clade. 

Constrained linguistic distance was defined in Chapter 3 by finding a phylogeny of 
Eurasian languages based on their phonological properties, but with known language 
families as constraints.  This means much of the information that constrained linguistic 
distance provides is equivalent to saying how closely related they are.  However, beyond 
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the level of language family, it shows what linguistic areas languages belong to; for 
instance, language families in Southeast Asia are grouped together in the tree, meaning 
that languages are close to each other partly due to what linguistic area they belong to. 

These family trees can be used to provide a measure of linguistic distance between 
pairs of languages A and B, calculated by taking the patristic distance between the two 
languages (the sum of the branch lengths of those two languages back to their common 
ancestor; e.g. Stuessy and König 2008).  The linguistic distance between two languages 
can be predicted in part from their geographical distance: the closer two languages are, 
the more likely they are to share phonological properties in common.  This can be 
demonstrated by plotting geographical distance to linguistic distance (here referring to 
constrained linguistic distance).  

Figure 5.12: A plot of geographic distance (km) and constrained linguistic distance.  
The graph seems to suggest that languages are more similar to each other on average the 
closer they are to each other.  The units on the y-axis refer to the patristic distance 
between pairs of languages, calculated as the sum of branch lengths of the branches 
connecting the languages to their common ancestor in the tree: these units are arbitrary as 
the tree is not time-calibrated, and so should be understood only as providing a relative 
measure of phonological similarity between languages. 
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An additional factor shaping how languages are similar may be the number of 
migrations taking place between them.  For instance, two languages far apart from each 
other may be similar because there were migrations between those two places: modern 
examples include British and American English, spoken on different continents but both a 
type of English, because of migration from England to America.  Examples in the case of 
older language families may include the migration of speakers of Polynesian languages, 
who will be genetically quite similar to each other as well as speaking similar languages, 
due to recent divergence between 800 and 1000 years BP (Ioannidis et al. 2021; Gray, 
Drummond and Greenhill 2009), despite the large distances that they covered across the 
Pacific. 

In these cases, there are languages which are more similar to each other than one 
would expect, which can be explained by long-distance migrations.  Data from genetics 
can therefore have predictive power, not just in these reasonably clear and recent cases, 
but in cases of migrations far in the past before historical records; conversely, linguistics 
can help to explain patterns in genetics.  

Using the dataset of migrations inferred from mtDNA in this chapter, a model can be 
made which predicts linguistic distance not just from geographical distance, but also from 
the number of migrations that have taken place between particular pairs of languages. 

Since the linguistic analysis in Chapter 3 uses only languages from Eurasia, the 
analysis in this section is limited to migrations in Eurasia.  The start and end points of 
each migration are taken and assigned languages which they are closest to. We can then 
say for each pair of languages in our sample how many migrations occur in the dataset.  
This methodology is of course crude, in that a person making a migration perhaps several 
thousand years ago is assigned to a language in the present day; in many cases, an ancient 
migration has nothing to do with the two languages which are at the beginning and end 
points of the migration pathway.  However, there are also examples of migrations within 
the last few thousand years which will be relevant to modern day languages.  The first 
type would be migrations which happened in recent history, say within the last few 
hundred years, where the migration is in fact between the two linguistic communities that 
we are assigning it to.  A second type would be migrations further back in the past, before 
the languages they are assigned to even existed, but which were between languages 
related (or ancestral) to the ones that they have been assigned to.  One example may be 
the movement of Indo-European speakers, say from Eastern to Western Europe (see the 
reconstructed migrations of Indo-European languages in Bouckaert et al. 2012): this type 
of migration made the modern day languages that the migration is assigned to (say, Polish 
and French) more similar, by virtue of Polish and French being descendants of Indo-
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European when it spread into Europe.  Even though the migration was not literally from a 
Polish-speaking community into a French-speaking community, the migration is therefore 
still relevant to understanding the linguistic similarity between Polish and French.  
Another example is how language families may have influenced each other, or may even 
be related, and how the similarities between these families may correspond to migrations 
between them; for example, migrations within the last few thousand years between 
Turkic, Tungusic, Mongolic and Japonic languages may reflect the relatedness of these 
families (Robbeets 2005) or ancient contact between them. 

It is therefore expected that the number of migrations between each pair of languages 
should also show a systematic relationship with linguistic distance, and indeed it does; 
the more migrations there are between two languages, then the more similar they are.  
However, this could be a trivial by-product of geographical distance: the closer two 
languages are, the more likely they are to be similar, and the more likely that people will 
move between them.  One needs to control for geographical distance in some way to find 
out what the relationship between genetics and linguistic similarity is. 

The approach taken in this section is to examine two competing models, one where 
linguistic distance is a function entirely of geographic distance; and another where 
linguistic distance is partially a function of both geographic distance and number of 
migrations.  These two models are then evaluated by their Bayesian Information Criterion 
(BIC; Schwarz 1978), which includes a penalty term for the number of parameters in 
model.  The difference between the BIC of the two competing models is taken, with 
differences of more than 10 being strong evidence in favour of the model with the lower 
BIC (Kass and Raftery 1995). 

A summary of the method is provided below: 

1.  Migration pathways inferred from the phylogeny in section 3 were used.  These 
are given in the data file movements2000.csv. 

2.Patristic distances between each pair of languages in Eurasia were calculated from 
the phylogenies discovered in chapter 3.  These distances will be referred to as 
‘linguistic distance’.  This was done using two different phylogenies, the ‘constrained’ 
phylogeny which has clade constraints, and the ‘unconstrained’ phylogeny which does 
not.  Steps 3 and 4 were each done for constrained and unconstrained linguistic 
distance. 

3.  A model was made predicting the linguistic distance between pairs of languages 
from geographical distance, and a second model which also incorporates the number of 
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mtDNA migrations between the pair.  This is calculated by finding the nearest language 
to the points on the migration pathway.  The functions lm and poly in R were used in 
each case (R Core Team 2021). 

4.   The Bayesian Information Criterion of two different models was taken.  The first 
model predicts linguistic distance just from geographical distance, fitting it as a 
polynomial function of the form f(x) =  ax3 + bx2 + cx + d.  The number of parameters 
for the function (3 in this example) is tested up to 25, and the model with the lowest 
BIC found, which fits the data best while at the same time using as few parameters as 
possible.  The second model takes this function but also includes a polynomial function 
of linguistic distance, again going up to 25 parameters; the lowest BIC of this second 
model is found and compared with the BIC of the first model, to assess the strength of 
evidence that mtDNA migrations can explain linguistic distance.  The function BIC 
from the R package flexmix (Gruen and Fleisch 2008) was used for calculating the 
BIC. 

5.   The second model in step 4 uses absolute number of mtDNA migrations, but the 
model may be improved by using a proportion of migrations to a particular destination 
from a particular starting point; for example, instead of using an absolute value such as 
5 migrations from French to Italian, one can take the probability of a migration from 
French being to Italian (as opposed to German).  The use of language labels here refers 
to end points of migrations and their assignment to a language that is nearest to that 
point, as explained in step 3.  Finally, the model can be improved further by taking the 
probability of a migration being between French and Italian (in either direction) given 
that it the migration involves at least one of the two languages. 

4.2 Results 

There are separate results for constrained and unconstrained linguistic distance.  The 
results for constrained linguistic distance are summarised first in the following section.  

4.2.1 Constrained linguistic distance 

The model that includes migrations as well as geographic distance is strongly 
preferred to a model which just uses geographic distance (Bayes factor = 1740).  The 
preferred model has fourteen parameters for geographical distance, and five parameters 
for number of migrations.  

The model which uses proportion of migrations to a particular destination given a 
particular starting point was also tested, and this was found to improve the model over the 
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model which uses an absolute number (Bayes factor = 55).  A symmetrical model was 
then tested, which takes the number of migrations between two languages and divides it 
by the total number of migrations involving at least one of the two languages.  This 
model was found to improve the model even further (Bayes factor = 1208) over the 
unsymmetrical model.  This final model uses fourteen parameters for geographic distance 
and nine parameters for migrations. 

To investigate why mtDNA migrations improve the model, one can look at the 
individual pairs of languages which are better predicted by migrations than by 
geographical distance.  The squared error of each prediction of the geography-only model 
and the model with migrations can be taken, and the pairs of languages with the largest 
differences between these squared errors can be found.  A sample of these languages 
sorted by largest to smallest difference is shown in Table 5.2. 

Most of these pairs of languages are within the same language family (as this measure 
of linguistic distance is constrained by language family), and often spread over large 
distances.  Some especially interesting examples include Maltese, an Afro-Asiatic 
language spoken in Southern Europe, whose similarity to other Semitic languages is 
predicted by migrations from the Middle East.  Other examples include Chinese varieties, 
such as Cantonese and Mandarin, whose relatedness is again predicted by migrations 
between points where they are spoken, contrary to the expectation from their geographic 
distance that they should be very different from one another.  Other examples include 
languages in Indo-European branches, often within the same branch (Spanish and 
Portuguese, Bulgarian and Czech, German and Danish); and similarly, Turkic languages 
and Japanese varieties are often similar to each other despite being spread over large 
distances. 

However, it is not only languages within the same family that are better predicted by 
migrations than by geographic distance.  In many cases these pairs of languages are from 
different families but from the same broader linguistic area.  A list is given in Table 5.3 of 
these families, which are part of linguistic areas and also have migrations between them.  
Particularly interesting examples include movements in northeastern Eurasia, such as 
between Japanese and Korean, and with other families such as Eskimo-Aleut, Chukotko-
Kamchatkan, Tungusic, and Mongolic.  There are also interactions between Afro-Asiatic 
languages and languages in the Caucasus.  A complete list of cross-family interactions 
which contribute to making languages more similar is in Table 5.3. 
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Language 1 Language 2
Kazakh (Turkic) Uzbek (Turkic)
Karakalpak (Turkic) Uzbek (Turkic)
Romanian (Indo-European) Ladino (Indo-European)
Neapolitan (Indo-European) Galician (Indo-European)
Spanish (Indo-European) Neapolitan (Indo-European)
Arabic Omani (Afro-Asiatic) Arabic Syrian (Afro-Asiatic)
Ukrainian (Indo-European) Slovene (Indo-European)
Arabic Syrian (Afro-Asiatic) Arabic Yemeni (Afro-Asiatic)
Neapolitan (Indo-European) Aragonese (Indo-European)
Kirghiz (Turkic) Uzbek (Turkic)
Sicilian (Indo-European) Galician (Indo-European)
Neapolitan (Indo-European) Ladino (Indo-European)
Ukrainian (Indo-European) Dacian (Indo-European)
Mordvin (Uralic) Cheremis (Mongolic)
Spanish (Indo-European) Asturian (Indo-European)
Catalan (Indo-European) Asturian (Indo-European)
Italian (Indo-European) Sicilian (Indo-European)
Japanese (Japonic) Irabu Ryukyu (Japonic)
Spanish (Indo-European) Aragonese (Indo-European)
Turkish Crimean (Turkic) Uzbek (Turkic)
Bashkir (Turkic) Urum (Turkic)
Slovak (Indo-European) Czech (Indo-European)
Arabic Omani (Afro-Asiatic) Arabic Saudi (Afro-Asiatic)
Corsican (Indo-European) Galician (Indo-European)
Arabic Saudi (Afro-Asiatic) Arabic Palestinian (Afro-

Asiatic)
Arabic Saudi (Afro-Asiatic) Arabic Syrian (Afro-Asiatic)
Bulgarian (Indo-European) Russian (Indo-European)
Neapolitan (Indo-European) Catalan (Indo-European)
Bulgarian (Indo-European) Ukrainian (Indo-European)
Ukrainian (Indo-European) Slovak (Indo-European)
Sicilian (Indo-European) Catalan (Indo-European)
Portuguese (Indo-European) Spanish (Indo-European)
Romanian (Indo-European) Italian (Indo-European)
Ukrainian (Indo-European) Polish (Indo-European)
Dimili (Indo-European) Yazdi (Indo-European)
Turkish Crimean (Turkic) Urum (Turkic)
Italian (Indo-European) Asturian (Indo-European)
Sardinian (Indo-European) Aragonese (Indo-European)
Sardinian (Indo-European) Asturian (Indo-European)
Sinhalese (Indo-European) Maldivian (Indo-European)
Catalan (Indo-European) Sicilian (Indo-European)
Khorasani Turkic (Turkic) Turkish (Turkic)
Shodon (Japonic) Japanese (Japonic)
Slovak (Indo-European) Ukrainian (Indo-European)
Romansh (Indo-European) Galician (Indo-European)
Koryak (Chukotko-
Kamchatkan)

Kerek (Chukotko-
Kamchatkan)

Finnish (Uralic) Kildin Sami (Uralic)
Catalan (Indo-European) Aragonese (Indo-European)
Sicilian (Indo-European) Neapolitan (Indo-European)
Tsat (Austronesian) Chru (Austronesian)
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Table 5.2: The first 86 pairs of languages that which are better predicted by 
migrations between them than by their geographic distance.   

Sardinian (Indo-European) Galician (Indo-European)
Catalan (Indo-European) Galician (Indo-European)
Urum (Turkic) Turkish Crimean (Turkic)
Turkish (Turkic) Uighur (Turkic)
Urum (Turkic) Uzbek (Turkic)
Lombard (Indo-European) Asturian (Indo-European)
Arabic Syrian (Afro-Asiatic) Arabic Gulf (Afro-Asiatic)
Russian (Indo-European) Belarussian (Indo-European)
Arabic Saudi (Afro-Asiatic) Arabic Gulf (Afro-Asiatic)
Japanese (Japonic) Old Japanese (Japonic)
Albanian Tosk (Indo-
European)

Albanian Gheg (Indo-
European)

Uighur (Turkic) Yugur (Turkic)
Catalan (Indo-European) Spanish (Indo-European)
Irabu Ryukyu (Japonic) Amami Ryukyu (Japonic)
Aromanian (Indo-European) Romansh (Indo-European)
Sardinian (Indo-European) Corsican (Indo-European)
Ukrainian (Indo-European) Czech (Indo-European)
Ukrainian (Indo-European) Russian (Indo-European)
Yazdi (Indo-European) Dimili (Indo-European)
Russian (Indo-European) Ukrainian (Indo-European)
Irabu Ryukyu (Japonic) Ainu (Ainu)
Aromanian (Indo-European) Italian (Indo-European)
Lombard (Indo-European) Occitan (Indo-European)
Itelmen (Chukotko-
Kamchatkan)

Kerek (Chukotko-
Kamchatkan)

Arabic Omani (Afro-Asiatic) Hebrew (Afro-Asiatic)
Slovak (Indo-European) Polish (Indo-European)
Catalan (Indo-European) Neapolitan (Indo-European)
Italian (Indo-European) Walloon (Indo-European)
Khalkha (Mongolic) Buryat (Mongolic)
Belarussian (Indo-European) Slovene (Indo-European)
Aromanian (Indo-European) Dalmatian (Indo-European)
Azerbaijani (Turkic) Turkmen (Turkic)
Corsican (Indo-European) Italian (Indo-European)
Mordvin (Uralic) Karelian (Uralic)
Maltese (Afro-Asiatic) Hebrew (Afro-Asiatic)

Language 1 Language 2

Language family 1 Language family 2
Afro-Asiatic Kartvelian
Afro-Asiatic Nakh-Daghestanian
Afro-Asiatic North-west Caucasus
Afro-Asiatic Turkic
Ainu Mongolic
Ainu Tungusic
Ainu Eskimo-Aleut
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Ainu Chukotko-Kamchatkan
Andaman Dravidian
Austronesian Austroasiatic
Chukotko-Kamchatkan Afro-Asiatic
Chukotko-Kamchatkan Eskimo-Aleut
Chukotko-Kamchatkan Turkic
Chukotko-Kamchatkan Mongolic
Dene-Yeniseic Turkic
Dravidian Tibeto-Burman
Eskimo-Aleut Chukotko-Kamchatkan
Eskimo-Aleut Turkic
Eskimo-Aleut Uralic
Eskimo-Aleut Korean
Eskimo-Aleut Japonic
Eskimo-Aleut Ainu
Indo-European Tibeto-Burman
Indo-European Tungusic
Indo-European Basque
Indo-European Hurro-Urartian
Japonic Ainu
Japonic Uralic
Japonic Korean
Japonic Tungusic
Japonic Mongolic
Japonic Chukotko-Kamchatkan
Japonic Eskimo-Aleut
Japonic Turkic
Kartvelian North-west Caucasus
Kartvelian Nakh-Daghestanian
Kartvelian Turkic
Korean Japonic
Korean Mongolic
Korean Eskimo-Aleut
Korean Turkic
Mongolic Tungusic
Mongolic Uralic
Mongolic Sumerian
Mongolic Turkic
Mongolic Kusunda
Mongolic Nakh-Daghestanian
Mongolic Eskimo-Aleut
Mongolic Afro-Asiatic
Mongolic Chukotko-Kamchatkan
Mongolic Tibeto-Burman
Nahali Indo-European
Nakh-Daghestanian Afro-Asiatic
North-west Caucasus Afro-Asiatic
North-west Caucasus Turkic
North-west Caucasus Uralic
Sumerian Indo-European
Tai-Kadai Tibeto-Burman
Tibeto-Burman Indo-European

Language family 1 Language family 2
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Table 5.3: A list of language families which have migrations between them that better 
predict linguistic distance than geographic distance, sorted alphabetically by language 
family 1. 

In some cases it is difficult to know how to interpret these migrations, especially 
cases such as migrations between Japonic and Eskimo-Aleut.  The particular languages in 
this list are not necessarily accurate, as there is uncertainty around the locations of the 
migrations themselves (they are reconstructed from mtDNA and approximate modern day 
positions of people); and because the method of selecting the languages the migration is 
associated with (by selecting nearest languages to the start and end) is also approximate.  
Furthermore, in some cases, the relevant reconstructed migration may have taken place 
long before the languages which those points are being assigned to existed.   

What can be learnt from this analysis, if the individual pairs of languages and 
migrations here are not precise?  It demonstrates a general point that linguistic areas such 
as Northern Eurasia are created by people moving across linguistic communities; and also 
that language families are likely to have spread at least in part because of people 
migrating, rather than because languages were adopted without people moving.  Although 
it is possible for linguistic features to travel between languages without people moving 
(loanwords being the archetypal example), in practice a model predicting linguistic 
similarity is helped by including migration data.  Conversely, it shows a way that 

Tibeto-Burman Mongolic
Tibeto-Burman Tai-Kadai
Tungusic Mongolic
Tungusic Korean
Tungusic Sumerian
Tungusic Uralic
Tungusic Nakh-Daghestanian
Tungusic Turkic
Tungusic Eskimo-Aleut
Tungusic Chukotko-Kamchatkan
Turkic Uralic
Turkic Mongolic
Turkic Eskimo-Aleut
Turkic Kartvelian
Turkic Afro-Asiatic
Turkic Tungusic
Turkic Japonic
Uralic Mongolic
Uralic Turkic
Uralic Chukotko-Kamchatkan
Uralic Yukaghir

Language family 1 Language family 2
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linguistic information can be usefully employed in genetics research, a topic that will be 
returned to in the discussion in section 4.2.3. 

4.2.2 Unconstrained linguistic distance 

By contrast with constrained linguistic distance, unconstrained linguistic distance is 
only slightly better predicted by adding migrations than by a model which just uses 
geography (Bayes factor = 3).  The best fitting model has 22 parameters for geographic 
distance and one parameter for migrations.  Again by contrast with constrained linguistic 
distance, using proportions rather than absolute numbers of migrations makes the model 
worse (Bayes factor = 16). 

This suggests a qualitative difference between constrained and unconstrained 
linguistic distance: the former is very well predicted by adding migrations to the model, 
while the latter is mostly predicted by geography.  This is perhaps in line language 
families being good indicators of migration (e.g. Japanese speakers to the Ryukyuan 
islands, or the spread of Arabic), whereas phonological similarity that is not constrained 
by relatedness may be more likely to reflect random language contact that often does not 
show such a systematic relationship with migration.   

Put more starkly, this analysis therefore fails to support one key claim of this thesis, 
namely that linguistic areas discovered in the analysis of the World Phonotactics 
Database are formed by migration of people, at least so far as the analysis without clade 
constraints is concerned.  However, these results are exploratory in any case, based on 
mtDNA data and similarity according to phonological/phonotactics data, and so should 
not be taken as refuting the general hypothesis that migration influences typological 
similarity; and as discussed, when clade constraints are used, then there is some support 
for some of the resulting linguistic areas (e.g. Northern Eurasia, the Caucasus) having 
been shaped by migration of people.   

4.2.3 Mantel tests 

One difference between previous quantitative studies and the analysis in the 
preceding two sections is that these studies use a Mantel test for the correlation between 
genetic distance (e.g. based on single nucleotide polymorphisms) and linguistic distance.  
A Mantel test computes the correlation coefficient between two matrices, by finding the 
correlation coefficient of the elements of the two matrices, and then using a permutation 
test where rows and columns are randomly shuffled; this randomisation procedure is used 
because the elements of a matrix are not independent, making the p-values of standard 
correlation coefficients inadequate (Dediu 2007:239, Mantel 1967).  An intuitive way of 
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thinking about this is that if one compares the linguistic and geographical distances 
between N languages, moving one of the languages would cause N-1 distances to change.  
A correlation between the elements of the two matrices could therefore accidentally 
emerge due to the non-independence of these elements. 

As a matter of fact, the measure of mtDNA genetic distance used in this chapter does 
not have this property: if there are two migrations from German to Dutch in the dataset, 
this is independent of the number of migrations from Dutch to German, or from German 
to any other language. It is therefore possible to treat the number of migrations between 
pairs of languages as independent, although the linguistic distances themselves are still 
non-independent. 

One can therefore use a Mantel test to make the findings of this chapter more directly 
comparable to other quantitative work.  A partial Mantel test can be used to test the 
correlation between linguistic distance and number of migrations, controlling for 
geographic distance.   

For constrained linguistic distance, there is a strong correlation with geographic 
distance as one would expect (r=0.36, p<0.02), but also with number of migrations after 
controlling for geographic distance (r=-0.05, p<0.01: negative because the more 
migrations there are, the less the linguistic distance between two languages).  When the 
proportion of migrations is made symmetrical (number of migrations between two 
languages divided by the total number of migrations involving either language), this 
correlation increases to r=-0.07.  For unconstrained linguistic distance, there is a much 
higher correlation with geographic distance (r=0.64, p<0.02), and a small correlation 
again with migrations after controlling for geographic distance (r=-0.03, p<0.01).   11

These results are similar to those obtained by Dediu (2007:275), which finds that the 
correlation between genetic distance and linguistic genealogical distance is small (r = 
0.1041, p = 0.0308, and the correlation between genetic distance and typological distance 

 The fact that unconstrained linguistic distance correlates more strongly with geography 11

than constrained linguistic distance is slightly unexpected, given the impression that some 
of the clades discovered in the unconstrained phylogenetic analysis are not very 
geographically contiguous, such as a large clade covering almost the whole of Eurasia; or 
the inclusion of some Scandinavian languages such as Nynorsk in a clade of languages 
mostly in India.  From another perspective, it is perhaps to be expected that if the 
unconstrained analysis is picking up on language contact, then this will correlate well 
with geographical distance (although it is not clear why this correlation would be stronger 
than that for language families).
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is non-significant (p.244).  One could conclude from this test, as Dediu does, that ‘the 
correlation between linguistic (family) distribution and genetics is mostly explained by 
geography, confirming previous conclusions’ (2007:275).  But this does not mean that 
genetics can be ignored when explaining linguistic diversity.  The main analysis in this 
chapter showed that a model which uses information from migrations has a higher 
likelihood than a model which does not, and helps to explain linguistic similarity both 
among languages which are known to be related (Maltese and Semitic languages, or 
varieties of Chinese), and also languages in northern Eurasia which are more similar 
phonologically than expected because there has been widespread migration between these 
places.  A further difference between the main analysis and the Mantel test is that the 
main analysis uses a non-linear function to map geographic distance onto linguistic 
distance (a polynomial function which levels off at around 5000 km); even with a model 
that fits the function mapping from geographic distance to linguistic distance as closely 
as possible, genetic distance still turns out to make the predictive model more accurate. 

One might ask whether improving the accuracy of a predictive model is the same as 
explanation (see for example Schmueli 2010).  From some points of view, it is worth 
making a distinction between a correlation and a causal explanation, and there are 
statistical techniques such as causal graphs that can help disentangle the interactions of 
variables (Pearl 1995).  This study cannot be said to have demonstrated a causal 
relationship between migration and linguistic similarity, in the sense that it has not 
included every other conceivable confounding variable and used a technique such as 
causal graphs; but most studies do not reach this high bar for a demonstration of 
causality, instead usually relying on testing an association between two variables, 
controlling for plausible confounds, and having a causal theory for why one variable 
would affect the other, such as independent evidence for a causal relationship between the 
two.  In this case, it is perfectly plausible that the migration between two places can cause 
similarity between the languages of those two places; trivial examples include the 
migration of English to North America, or the migration of Japonic languages to the 
Ryukyuan islands, while more speculative but not implausible cases would include the 
movement of people bringing related languages, or the movement of people across 
communities resulting in structural convergence of languages.  The association between 
migration and linguistic similarity was tested, controlling for the most obvious confound, 
that both variables are affected by geographical distance; in this sense, it is justified to 
say that the number of migrations helps to explain (not just predict) linguistic similarity 
between languages. 
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Conversely, it means that linguistics can help explain data from genetics which might 
otherwise seem to be without much pattern.  The migration pathways reconstructed from 
mtDNA data in this chapter, for example, show a lot of Brownian motion, as one might 
expect.  But there are also statistically supported, non-trivial patterns which emerge once 
this data is compared to languages.  This includes movements between locations known 
to have related languages, such as mainland Japan and the Ryukyu islands, the Middle 
East and Malta, or Spain and Portugal; but also includes migrations across Northern 
Eurasia, which are predicted to have occurred despite the large distances involved, purely 
because of the phonological similarity between languages there.  Although many papers 
have commented on patterns such as this (e.g. comparing the spread of mtDNA 
haplogroups in the Pacific to the spread of Austronesian languages, Kayser et al. 2008), 
this chapter provides a way of demonstrating these associations statistically, and factoring 
out trivial associations which arise purely because of the correlation of both genes and 
languages with geographical distance. 

5. Conclusion 

This chapter reconstructed mtDNA migrations using Bayesian phylogeography, and 
presented patterns of concerted migrations.  Section 4 showed how these migrations 
contributed to making languages more similar, beyond what is expected from their 
geographical distance.  

Future work on the relationship between migration and language should use whole 
genome data rather than just mtDNA data, particularly because of recent advances in 
computational methods for inferring genealogies from whole genomes (e.g. Kelleher et 
al. 2019, Wohns et al. 2022); and also include ancient DNA samples, which gives a fuller 
picture of genetic diversity that has not survived in modern populations (e.g. Haak et al. 
2015). 

The correlation between linguistic distance and migrations is not very strong, in line 
with previous studies, and as expected since language is rarely a barrier to genetic 
admixture (Pakendorf 2014).  Many migrations will be therefore between languages 
without contributing to making these languages more similar.  However, information 
from migrations does significantly improve models predicting the similarity of languages 
(when using linguistic distance with clade constraints), lending support to the demic 
hypothesis discussed elsewhere in this thesis (e.g. Chapter 1 section 3) that the 
distribution of structural linguistic features sheds light on patterns of concerted migration.   
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The following chapter summarises this idea in the context of the rest of the thesis: 
that linguistic areas can be identified (Southeast Asia, Northern Eurasia, and the 
Caucasus/Middle-East) from the phylogenetics of language structures, and because of the 
relationship between linguistic similarity and migration demonstrated in this chapter as 
well as in the fieldwork case study in Chapter 4, these linguistic areas are likely to have 
been partially formed by movement of people across language communities. 
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Chapter 6: Future Directions 

1. Summary 

This thesis focused on inferring linguistic areas and explaining why they exist by 
reference to migration patterns.  Chapter 2 explores the history of a particular areal 
feature, tone, and attempts to explain why it clusters areally, arguing against a rival 
hypothesis that tone is influenced by climate (Everett et al. 2015).   Chapter 3 uses a 
phylogenetic method to infer clusters of languages that share common history due to 
relatedness or language contact, using phonological data from the World Phonotactics 
Database (Donohue et al. 2013).  Chapter 4 is a case study in language contact, showing 
how migrations of Tai speakers into areas of Palaungic languages may cause syntactic 
and semantic changes in these languages.  Chapter 5 reconstructs migrations according to 
mitochondrial DNA data using Bayesian phylogeography, and provides some preliminary 
suggestions for why these are relevant to understanding the shape of linguistic areas by 
comparing these findings with the phylogenies inferred in Chapter 3.  This chapter 
summarises these findings in more detail, and provides some areas for further research in 
conclusion. 

2. Main points of the thesis 

Chapter 2 discusses an example of how a single structural feature can be revealing 
about language history.  Tone clusters in particular areas, showing that it is likely to have 
spread through families by language contact.  In particular, it shows significant decreases 
in complexity from particular points, suggesting that it was simplified as it expanded.  
This is supported by a phylogenetic analysis of tonal language families, which lose tone 
as they move towards non-tonal language families.  This was contrasted with an 
alternative line of explanation from Everett et al. (2015), that tone is influenced by 
humidity.  Language contact is a confound for their hypothesis, as is demonstrated by 
simulations of the spread of tone from random locations.  These simulations ends up 
producing correlations with humidity, using the same statistical tests and controls for 
genealogy, as much as 60-80% of the time.  The correlation holds up in addition within 
two macro-areas 47% of the time, and in three macro-areas as much as 21% of the time, 
suggesting that the association between humidity and tone may be an artefact of language 
contact. 

Chapter 3 shows that languages form clusters according to their phonological and 
phonotactic properties, and that these clusters can be detected by phylogenetics.  These 
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clusters include languages broadly covering southeast Asia; a smaller group of languages 
in south China; India and western southeast Asia; western and northern China; Europe 
and a large part of Siberia; eastern and southern India, mostly comprising Dravidian and 
Austroasiatic languages; and an area comprising the Caucasus, the Middle East, and 
northwest India.   

If clade constraints are added, a simpler picture emerges of three main areas: southeast 
Asia, a Caucasus/Middle East area, and a large area covering the remainder of Eurasia.  
In either case, the general picture is that sounds convey information about history, in 
particular the relative isolation of southeast Asia from the rest of the continent (although 
with a lot of interaction with India); the massive amounts of movement within the rest of 
Eurasia; and the relative isolation of the Caucasus and Middle East. 

The identification of linguistic areas may provide an explanatory framework for other 
disciplines such as genetics and archeology.  This is especially true to the extent that the 
movement of linguistic features reflects the movement of people.  This type of language 
contact is referred to in this thesis as demic diffusion, and the hypothesis that some types 
of language contact reliably indicate migration of people is referred to in some sections as 
the demic hypothesis (see Chapter 1 section 3). 

A case study on how this demic process of language contact might work is in Chapter 
4.  The phonology, syntax and semantics of Palaungic languages in southwest China vary, 
and appears to have been influenced by Tai languages to differing degrees.  Some 
languages show evidence of Tai contact, such as using Tai numerals, having the calque 
‘eye of the day’, using subject-verb order rather than verb-subject order, and perhaps 
other features such as having more numeral classifiers and fewer ingestion verbs.  

In keeping with demic hypothesis, there is a relationship between the distribution of 
Tai features in Palaungic languages, and the proportion of Tai speakers in each location 
where they are spoken.  The calque ‘eye of the day’ shows the strongest relationship, with 
the average ratio of Tai speakers to Palaungic speakers being 5.59:1 in languages which 
have that calque, and 0.87:1 in languages without.  A permutation test shows that the 
average ratio of Tai to Palaungic speakers in languages with that calque would be that 
high in only 1.4% of random samples, giving some quantitative support for the 
hypothesis that they are correlated.  Similarly, Tai numerals are associated with high 
ratios of Tai speakers (p=0.037) and the use of subject-verb order (p=0.01). 

 This seems to vindicate the demic hypothesis on a local level, namely that some 
features can be a reliable predictor of the presence of speakers of a different language 
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(and where they are in fact in a majority), and that these features often do not diffuse  
further into regions beyond that.  The speakers of these languages interviewed are not 
bilingual between Palaungic and Tai-Kadai languages, and are also not aware of the 
properties that languages such as Tai have.  The Tai-like properties are therefore instead 
tentatively suggested in the conclusion of that chapter to be due to past bilingualism,  in 
which speakers who were more dominant in the Tai language that they adopted than in 
the language of their Palaungic community.  A more detailed analysis of the social 
interactions between these communities is one direction for further research, as would be 
an analysis of the genetics of these populations, with the prediction being that there 
should have been more gene flow from Tai populations into Palaungic populations which 
speak languages that are more structurally similar to Tai. 

Chapter 5 explored the demic hypothesis on a continental scale, constructing a dataset 
of mitochondrial DNA sequences and using a phylogeographic method to reconstruct 
ancestral movements of maternal lineages.  It was found that there are statistically 
significant differences in the directions that people have tended to move in different 
regions, which may relate to the shape of linguistic areas.  For example, there is a 
tendency for horizontal movement (i.e. moving along lines of latitude) across the 
Himalayas, for instance, which may be behind the linguistic areas crossing from India to 
Southeast Asia.  Another linguistic area contained Indo-European and Turkic languages, 
an area which covers a large distance from east to west, in line with the tendency for 
there to be concerted horizontal movement in the region between Europe and northern 
China.  Finally, the crescent of languages from the Middle East and the Caucasus to 
northwest India is also seen here, since there is a tendency for horizontal movement in 
this region. 

There are also some striking areas where vertical movement (at a greater than 25 
degree angle) has predominated.  This is most true in Africa, where the angles of 
migrations have tended to be above 45 degrees, mirroring the southern expansion of 
Bantu languages.  It is also true in island southeast Asia, probably due to the Austronesian 
expansion; and in China and southeast Asia, where several vertical clusters of languages 
were discovered in Chapter 3 based on similarity of phonology.  This is plausibly 
associated with the expansion of particular language families, such as the southern 
movement of Tai-Kadai speakers out of China to the rest of southeast Asia (Enfield 
2005). 

A tendency for concerted movement in particular directions (east-west, or north-
south) may be what drives the linguistic homogenisation of some regions.  A mass 
migration southwards in Southeast Asia, for instance, may be detectable both from 
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genetics as a statistical tendency to move in a particular direction (southwards, at a 
greater than 25 degree angle), and also from linguistics, from the similarity of languages 
in this region in their structural properties.   

The association between migration of people and linguistic similarity is then tested in 
a quantitative way, by using measures of phonological similarity developed in Chapter 3; 
these measures of similarity are referred to as ‘constrained’ and ‘unconstrained’, 
depending on whether known language families were included as constraints.  The 
number of migrations between locations helps to predict the similarity between two 
languages, even after taking their geographical distance into account.  This is shown first 
by a Bayesian approach, comparing the likelihood of two models, one predicting 
linguistic similarity from geographic distance, and the other including a term predicted 
from the number of migrations between the two languages.  The correlations are also 
tested using partial Mantel tests, with the result that the number of migrations shows a 
small but significant correlation with linguistic similarity after controlling for geographic 
distance.  Geographic distance is the primary determinant of how similar languages are, 
but migrations are also an indispensable part of any explanation for why languages over 
large distances can end up being similar, and hence why large linguistic areas are formed. 

3. Areas for further research 

In many ways, the studies in this thesis are preliminary and offer clear paths for 
improvement and further research.   

Chapter 2 raises issues that have to do with what non-linguistic factors can affect 
phonological properties such as tone.  If it is true that tonal languages are more likely to 
be found in humid environments, or in populations that have a higher frequency of 
particular genetic variants, then this is a potential confound to using these properties to 
study language contact.  In order to properly test these causal claims, it is best to study 
variation among speakers of a language, for instance, if it could be shown that speakers in 
dry environments really do find it harder to speak a tonal language than in humid 
environments.   

As it stands, this type of evidence for their causal claims is lacking (the latter 
experiment has not been done for instance), and language contact is a confound to their 
claims.  These methods for demonstrating this statistically are preliminary, and do not 
exploit the richness of the results of Chapter 3, which identifies structured linguistic areas 
rather than proxies for contact such as geographical distance.  A particularly interesting 
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possibility is using the phylogenetic trees discovered in Chapter 3 to conduct a 
phylogenetically controlled test of whether tone correlates with humidity or genetic 
variants (using the same technique as described in Dunn et al. 2011 for word order 
correlations). 

The study in Chapter 3 on detecting linguistic areas could also be improved in some 
ways, such as taking into account functional dependencies between linguistic features.  A 
more radical improvement would be to build a phylogenetic model which uses more than 
one tree.  The mathematical framework for this method exists, having been described in 
Pagel and Meade (2004).  Gray, Greenhill and Ross (2010) allude to this framework, 
adding that this method has not been applied to cultural data: ‘We suggest that Bayesian 
phylogenetic mixture models (Pagel and Meade 2004) could be used to investigate 
complex histories at the level of specific characters. Instead of forcing all the characters 
onto a single tree, these mixture models allow different models of evolution to be applied 
to each character in the data. Essentially this allows the characters to “choose” between 
alternative trees. A multiple topology mixture model is currently implemented in Bayes 
Phylogenies (Pagel and Meade 2004) but, to the best of our knowledge, has not yet been 
used in studies of cultural evolution.’  This remains true at the time of writing, and the 
application of a multiple topology model is particularly appropriate for structural data.  A 
mixture model which also constrains trees to be correlated with each other would be 
especially effective, since features rarely have entirely independent transmission 
histories. 

The case study in Chapter 4 presented fieldwork on syntactic and semantic structures.  
Although there is some quantitative support for the relationship between Tai structural 
features and the presence of Tai speakers, more features and languages would be needed 
for a proper statistical demonstration.  It may also be good in future to conduct fieldwork 
on phonology, given the demonstration in Chapter 3 that phonological features are 
informative about history.  More investigation would be needed on the demographics of 
Tai speakers, and genetics of these populations would help clarify how much Tai 
influence on Palaungic languages correlates Tai admixture with Palaungic speakers.  

Chapter 5 attempted a quantitative study of the relationship between migration and 
linguistic similarity.  While the analysis focused on mtDNA as an exercise in 
phylogeography, as a way to reconstruct the migrations of individuals, using whole 
genome data or SNPs is a better way of modelling the history of populations.  More 
generally, using models of migrations with whole genome data and time calibrations from 
ancient DNA (such as from Haak et al. 2015 on the spread of Indo-European speakers) 
would be a better basis for comparing genetics to linguistics in the future. 
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A more ambitious project would therefore be the use of mixture models with 
correlated phylogenies to model language data, perhaps drawn from fieldwork, with a 
greater range of structural features (semantic and phonological in particular) and at a 
more fine-grained dialectal level; and alongside greater demographic detail, perhaps with 
genetic data and more sophisticated modelling of migration. 

This thesis hopes to have demonstrated the rationale for pursuing these more 
sophisticated projects.  Linguistic areas are statistically supported, geographically 
coherent clusters that emerge from phylogenetics of linguistic structures.  Particular 
linguistic areas receive strong support in the analysis presented here, such as Southeast 
Asia, northern Eurasia, and the Caucasus/Middle-East, which like language families can 
provide frameworks for understanding the history of Eurasia.   In particular, it shows the 
history of migration, as demonstrated on a local scale in the fieldwork study on how 
different features have been spreading with Tai speakers among the Palaungic languages, 
and on a continental scale in the correlation between migrations and linguistic similarity.  
Finally, the fieldwork study also showed the surprising diversity of linguistic structures 
among closely related dialects, especially in less explored domains such as semantics.  
More local, fine-grained linguistic studies, along with more detailed demographic and 
genetic data, will provide richer accounts of language contact and human prehistory. 
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Appendix 1: Supplementary Information 

1.1  Material on GitHub 

Data and code is available on GitHub, at https://github.com/JeremyCollinsMPI/
Thesis-Supplementary-Materials, aside from data taken from the World Phonotactics 
Database, which was publicly available at the time of writing but has since been taken 
offline.  This data can be obtained by contacting the author requesting data.csv for 
Chapter 3 or text files for Chapter 2; see the Github repository for the latest status of the 
data availability. 

The following section provides directories for individual chapters, and a summary of 
the files. 

1.2 Chapter 2 

The directory is at https://github.com/JeremyCollinsMPI/Thesis-Supplementary-
Materials/tree/master/Chapter%205/Agricultural%20Spreads%20and%20Humidity.  The 
following files are included: 

1.R : R script for analysing the relationship between tone and humidity, and 
phylogeographic analyses. 

africatree.txt, asiatree.txt, glottologtree.txt: tree files for use in the 
phylogeographic analysis. 

epicentersafrica.txt, epicentersasia.txt, epicentersmexico.txt, 
epicenterspapua.txt, epicentersworld.txt: data on number of tones in different regions 
(Africa, Asia, Mexico, Papua New Guinea, and globally) from the World Phonotactics 
Database.  Please contact the author for access to these files, or see the Github repository 
for the latest status. 

humidity.csv, humidityiso.csv: data on humidity. 
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1.3 Chapter 3 

The directory is at https://github.com/JeremyCollinsMPI/Thesis-Supplementary-
Materials/tree/master/Chapter%202.  The following files are included: 

1.log, 1.tree, 1.trees, 1.xml, 1.xml.state: files relating to the run of the phylogenetic 
analysis of languages without clade constraints.  These are the log file of states, the 
consensus tree, the trees, the xml file, and the xml.state files respectively. 

2.log, 2.tree, 2.trees, 2.xml, 2.xml.state: files relating to the clade-constrained 
phylogenetic analysis. 

data.csv: data from the World Phontactics Database (Donohue et al. 2013) in csv 
format: please contact the author for access to this file, or see the Github repository for 
the latest status. 

nameeditor.py: a python script for editing names in tree files. 

point_generator.py: a python script for generating maps from a set of coordinates. 

template_beginning.xml: a xml script for use in Google Earth for generating maps. 

additional_code/main.py: script for producing a dendrogram using the UPGMA 
algorithm  

1.4 Chapter 4 

The directory is at https://github.com/JeremyCollinsMPI/Thesis-Supplementary-
Materials/tree/master/Chapter%204.  The following files are included: 

analyses.txt: a transcription of data used in the chapter. 

classifier_list.txt: a list of classifiers elicited in each language. 

classifiers.kml: a kml map of number of classifiers in each language. 

coordinates.txt: the coordinates of each language location. 

demography.kml: a kml file of cities from which demographic data came. 

demography_coordinates.txt: a table of languages and the nearest city for which 
there is demographic data. 
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demography_ratio.kml: a kml file of the ratio of Tai speakers to speakers of 
Palaungic languages. 

demonstratives.kml: a kml file of demonstrative-noun order in each language. 

eat_rice.kml: a kml file of ‘eat rice’ in each language. 

eat_verbs.txt: a table summarising verbs relating to ‘eat/drink’ in each language. 

eatverbs.png: a figure showing the geographical distribution of ‘eat/drink’ verb 
systems. 

eatverbscoloured.numbers: a table of probabilities relating to usage of ‘eat/drink’ 
verbs. 

eye_of_the_day.kml: a kml file of the word for ‘sun’ in each language. 

glottolog.kml: a kml file of Glottolog names for each language. 

template_beginning.xml: a template for maps in Google Earth. 

additional_code/main.py: script for finding distance of languages to nearest towns 

An additional repository https://github.com/JeremyCollinsMPI/palaungic-data-cldf 
contains files in cross-linguistic data format (CLDF 1.2, Forkel et al. 2018): see the 
README in this repository for an updated description of the files. 

1.5 Chapter 5 

The directory is at https://github.com/JeremyCollinsMPI/Thesis-Supplementary-
Materials/tree/master/Chapter%203.  The following files are included: 

/Data and Preprocessing: 

31485 documents.gb: mtDNA sequences for 31,845 individuals downloaded from 
GenBank (Benson et al. 2013). 

all-aligned.tar.gz: a file showing aligned mtDNA sequences used in this chapter. 

all.txt: a file of unaligned mtDNA sequences used in this chapter. 

ancient.py, ancient.txt, ancient_check.py, ancient_check.txt, 
ancient_check_results.txt, ancient_taxa.txt: files relating to giving time calibrations to 
ancient DNA samples. 
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cambridge.py, cambridge.txt: files relating to partitioning sequences. 

countries_new.txt: a file containing names of locations of sequences. 

longconverter.py, longitude_hack.py: a file for preprocessing longitudes before the 
phylogeographic analysis. 

mtdnaanalysis.py, pruner.py: a script for sampling sequences for the phylogenetic 
analysis and preparing the nexus file. 

native_names.txt: names of Native American mtDNA sequences included. 

/Run 1: 

1.xml, 1.xml.state, output.tree, output.trees, output.kml: files relating to the time-
calibrated analysis of mtDNA sequences. 

ages.txt: time calibrations for sequences. 

eurasianlanguages.kml: a kml file for languages in Eurasia. 

kmleditor.py: a script for producing kml files used in the chapter. 

southeastasianlanguages.kml: a kml file for languages in Southeast Asia. 

/Run 2: 

1.xml, 1.xml.state, beast.log, output.kml, output.tree, output.trees: files relating to 
the phylogeographic analysis of 2000 sequences. 

migrations.r: R script for analysing migration routes. 

migrations7.r: R script for predicting language similarity from number of migrations 
between languages. 

movement_model.py: python script for processing migration route data. 

movements2000.csv: csv file of reconstructed migration routes. 
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squares.kml, squares10.kml, squares11.kml, squares2.kml, squares3.kml, 
squares4.kml, squares5.kml , squares6.kml, squares7.kml, squares8.kml, 
squares9.kml: kml files showing tendencies in direction of migration in Eurasia and 
Africa. 

additional_code/test.py: script for submitting fasta sequences to MtHap to find the 
haplogroups 

1.6 Demographic Data for Chapter 4 

This section gives data from a set of online sources, and the calculation to produce the 
ratio of Tai to Palaungic speakers. 

Menglian 

Source: http://webcache.googleusercontent.com/search?
q=cache:kKhEKV36K4YJ:xxgk.yn.gov.cn/Z_M_011/
Info_Detail.aspx%3FDocumentKeyID%3D2E22EBC4A6D84AB2B1461B5B34122A61
+&cd=1&hl=en&ct=clnk&gl=hk 

Original text: ‘民族与⼈⼜ 孟连傣族拉祜族佤族⾃治县成⽴于1954年6⽉16⽇。
县内居住着傣族、拉祜族、佤族、汉族、哈尼族、彝族、景颇族等民族。2010年全
县总⼈⼜13.55万⼈，少数民族⼈⼜为10.71万⼈，占总⼈⼜的79.01%。其中傣族⼈
⼜为2.56万⼈，占总⼈⼜的18.85%︔拉祜族⼈⼜为3.81万⼈，占总⼈⼜的28.13%︔
佤族⼈⼜为2.75万⼈，占总⼈⼜的20.31%’ 

Summarised translation: In 2010 the total population was 135,500 people, of which 
107,100 are ethnic minorities…of which Tai people number 25,600, and Wa number 
27,500. 

Ratio of Tai to Wa speakers: 25600/27500 = 0.93 

Ximeng 

Source: https://zh.wikipedia.org/wiki/西盟佤族⾃治县 

Original text: ‘县内居住着以佤族为主的24个少数民族，佤族、拉祜族和傣族为
世居少数民族，少数民族占总⼈⼜的94%，其中：佤族⼈⼜占总⼈⼜的72%，分布
在全县各乡（镇）︔拉祜族占全县总⼈⼜的18%’ 
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Summarised translation: Ethnic minorities make up 94% of the population, including 
Wa who make up 72% of the population, and Lahu (non-Tai) who make up 18% of the 
population. 

Ratio of Tai to Wa speakers: the maximum number of Tai speakers would be 4% of 
the population (given that 94% of the population is made up of ethnic minorities and 90% 
is Wa and Lahu).  Assuming the maximum number, then the ratio is 4%/72% = 0.06. 

Menghai 

Source: https://baike.baidu.com/item/勐海县#5 

Original text: ‘2007年，全县总⼈⼜73846户302943⼈，少数民族中，傣族117168

⼈，占总⼈数的38.67%，哈尼族63231⼈，占20.87%，拉祜族39801⼈，占
13.13%，布朗族32624⼈，占10.76%’ 

Summarised translation: There are 117,168 Tai people, and 32,624 Bulang people. 

Ratio of Tai to Bulang speakers: 117168/32624 = 3.59 

Jinghong 

Source: https://baike.baidu.com/item/%E6%99%AF%E6%B4%AA/400271?
fromtitle=%E6%99%AF%E6%B4%AA%E5%B8%82&fromid=2278149#4 

Original text: ‘2010年末，景洪市有12.23万户，总⼈⼜（户籍）39.92万⼈。其
中，非农业⼈⼜16.2万⼈，占总⼈⼜的40.57%︔少数民族⼈⼜28.01万⼈，占总⼈
⼜的70.17%。居住有傣族、哈尼族、拉祜族、布朗族、彝族、基诺族、瑶族、壮
族、回族、苗族等13个世居民族。主要少数民族⼈⼜：傣族13.85万⼈，占总⼈⼜
的34.68%︔哈尼族7.03万⼈，占总⼈⼜的17.62%︔布朗族8230⼈，占总⼈⼜的
2.06%︔基诺族2.91万⼈，占总⼈⼜的0.55%。⼈⼜⾃然比2009年增长率为4.12%’ 

Summarised translation: There are 138,500 Tai people, and 8,230 Bulang people. 

Ratio of Tai to Bulang speakers: 138500/8230 = 16.83 

Dehong 

Source: https://zh.wikipedia.org/zh-hk/德宏傣族景颇族⾃治州#民族 
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Original text: 傣族 349840, 德昂族 14436, 佤族 1203 

Summarised translation: Tai 349840, De’ang (Palaungic) 14436, Wa 1203 

Ratio of Tai to De’ang and Wa speakers: 349840/(14436 + 1203) = 22.37 

Baoshan 

Source: https://zh.wikipedia.org/zh-hk/保山市#民族 

Original text: 傣族 43049, 布朗族 9834, 佤族 4833 

Summarised translation: Tai 43049, Bulang 9834, Wa 4833 

Ratio of Tai to Bulang and Wa speakers: 43049/(9834 + 4833) = 2.94  

Lincang 

Source: https://zh.wikipedia.org/zh-hant/临沧市#民族 

Original text: 傣族 114312, 佤族 235165, 布朗族 40434 

Summarised translation: Tai 114312, Wa 235165, Bulang 40434 

Ratio of Tai to Wa and Bulang speakers: 114312/(235165 + 40434) = 0.41 

Cangyuan 

Source: https://baike.baidu.com/item/沧源佤族⾃治县 

Original text: ‘2010全县辖6乡4镇，93个村民委员会，⼀个国营勐省农场，总⼈
⼜18万⼈，少数民族⼈⼜占93.4%，佤族⼈⼜占总⼈⼜的85.1%’ 

Summarised translation: Ethnic minorities make up 93.4% of the population, and Wa 
people make up 85.1% of the population. 

Ratio of Tai to Wa speakers: a maximum of 8.3% are Tai (93.4% - 95.1 %).  
Assuming this maximum number, then the ratio is 8.3%/85.1% = 0.1 

Pu’er 

Source: https://zh.wikipedia.org/wiki/
%E6%99%AE%E6%B4%B1%E5%B8%82#%E6%B0%91%E6%97%8F 
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Original text: 傣族 144117, 佤族 150164, 布朗族 15543 

Summarised translation: Tai 144117, Wa 150164, Bulang 15543 

Ratio of Tai to Wa and Bulang speakers: 144117/(150164 + 15543) = 0.87 

Table S1: Distances of locations to nearest towns with demographic data. 

Location Nearest Town with 
Demographic Data

Distance (km)

Kunge Jinghong 23

Bulangshan Menghai 58

Zhanglang Menghai 44

Bada Menghai 53

Wengwa Menglian 46

Manghong Menghai 30

Mangjing Ximeng 36

Menglian Menglian 0

Gongxin Menglian 27

Ximeng Ximeng 0

Wengding Cangyuan 15

Bangxie Lincang 46

Xiaomenge Lincang 44
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Appendix 2: Supplementary Figures 

Supplementary Figure S1:1-11 Phonotactics tree using Bayesian inference 
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Supplementary Figure S2:1-11 Phonotactics tree using UPGMA 

S2.1 

206



 

S2.2 

207



 

S2.3 

208



 

S2.4 

209



 

S2.5 

210



 

S2.6 

211



 

S2.7 

212



 

S2.8 

213



 

S2.9 

214



S2.10 

215



S2.11 

216



Supplementary Figure S3:1-52 MtDNA Maximum Clade Credibility Tree 

Numbers on nodes are posterior probabilities; each taxon has the format {location 
name}_{latitude}_{longitude, transformed in order to center the Pacific}_{haplogroup 
according to Mthap}. 
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Supplementary Figure S4: Primary branches of the MtDNA Phylogeny from 
Phylotree (image from https://www.phylotree.org/tree/index.htm, van Oven and 
Kayer 2009). 
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Summary 

This thesis explores using language structures, such as grammatical and phonological 
features, to understand language history and human migration patterns. In particular it 
investigates language families in Mainland Southeast Asia, such as Austroasiatic, Tai-
Kadai, and Sino-Tibetan, focusing on structural data from linguistic databases and 
fieldwork. 

Chapter 1 introduces concepts such as linguistic areas (groupings of languages that are 
often unrelated but show similarities in their grammatical or phonological structures) and 
Bayesian phylogenetics, an approach from evolutionary biology for reconstructing the 
way that species are related to each other which has been adapted to studying the history 
of language families. 

Chapter 2 examines the history of one particular linguistic feature that has a striking 
geographical distribution, namely lexical tone, the property of using pitch to differentiate 
words.  Tonal languages are predominantly found in equatorial, humid climates such as in 
Africa and Southeast Asia.  It is proposed that these clusters reflect both the history of 
large language families and the influence of language contact, where features like tone 
spread between different language families.  A hypothesis explored in this section is that 
the complexity of tonal languages should decrease the further away they are from where 
tone was originally innovated in that region.  This is because an expanding society 
speaking tonal languages would encounter populations speaking both tonal and non-tonal 
languages; when this happens, the number of contrasting tones typically decreases, 
because tones are difficult for second language learners to acquire if their native language 
is non- tonal (Gottfried and Suiter 1997), and they tend to simplify the tonal system.   
This hypothesis is plausibly borne out in a phylogenetic analysis of Sino-Tibetan and 
Niger-Congo as they expanded in their respective regions.  This chapter also explores the 
hypothesis that climate influences the development of tonal languages (Everett, Blasi and 
Roberts 2015), arguing through the use of simulations that this additional explanation 
may not be needed once language contact is accounted for. 

Chapter 3 employs a phylogenetic method to analyse data from the World Phonotactics 
Database to find how languages cluster based on 184 features, and using these to 
understand language history and the impact of language contact. This analysis reveals 
significant clusters across Eurasia, indicating interactions between unrelated languages in 
areas such as the Caucasus, India, and Southeast Asia.  These clusters reveal language 
contact that is described in a non-quantitative way in previous studies such as Chirikba 
(2008) on the Caucasus, or Emeneau (1956) and Masica (1976) on India.  Some larger 
linguistic areas also receive strong support in the analysis presented here, such as 
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Southeast Asia, Northern Eurasia, and the Caucasus/Middle-East.  Like language 
families, these clusters can provide frameworks for understanding the history of Eurasia. 

Chapter 4 examines recent language contact through fieldwork on East Palaungic 
languages in Southwest China in Chapter 4, revealing diversity in linguistic features 
influenced by nearby Tai-Kadai languages.  There are differing numbers of Tai speakers 
in each Palaungic-speaking region: this is reflected in cultural differences between these 
regions, such as with Buddhist temples being mainly found further east in Tai-majority 
areas such as in Bada, Zhanglang and Mangjing; while traditional Wa symbols such as 
the bull skull is used on clothes and buildings further west, such as Ximeng, Wengding 
and Gongxin.  The proportion of Tai speakers in each region is shown to predict some 
linguistic properties such as the use of Subject-Verb rather than Verb-Subject order, the 
use of the construction ‘eye of the day’ for ‘sun’, and the use of Tai numerals.  In 
addition, data is presented on the surprising way that the verbs ‘eat’ and ‘drink’ vary 
across East Palaungic languages, in which languages vary from one extreme of having 
different verbs for different types of object of the verb ‘eat’ (e.g. ‘eat meat’, ‘eat rice’ and 
‘eat vegetables’) to a more Tai-like system of using a single verb covering all types of 
eating and drinking. 

Chapter 5 links linguistic structures with human migration patterns, using genetic data to 
reconstruct migrations and comparing this with linguistic similarity.  The study uses 
mitochondrial DNA (mtDNA) data from GenBank (Benson et al. 2013) and Bayesian 
phylogeography to reconstruct common migration routes.  A set of 2000 mtDNA 
sequences from 423 locations around the world was analysed using a spatial model 
implemented in BEAST by Bouckaert (2016).  This chapter may be the first model-based 
reconstruction of mtDNA migration routes, despite the large literature on analysing the 
geographical distribution of mtDNA haplogroups (e.g. Harcourt 2016), and despite the 
use of Bayesian phylogeography for other domains (such as the transmission of viruses, 
Lemey et al. 2009, Magee et al. 2017; and the spread of languages, Bouckaert et al. 
2012).  The relationship between migration and languages is then examined, by 
modelling how they are correlated with each other and with geographical distance.  The 
relationship between geographical distance and linguistic distance is first modelled, by 
using the results of the phylogenetic analysis of Eurasian languages in Chapter 3.  The 
number of mtDNA migrations between linguistic communities is then included in the 
model, to find out whether they increase its predictive accuracy.  It is found that there is a 
large increase in accuracy once migrations are included, in the case of predicting 
linguistic similarity from the clade-constrained phylogenetic analysis; but that there is no 
increase in accuracy in predicting linguistic similarity from the non-constrained 
phylogenetic analysis, which turns out to be very well correlated with geographical 
distance.  The main conclusion of this is that, from one measure of linguistic similarity, 
linguistic areas have been shaped in part by migrations and not just by sharing of features 
by linguistic communities in close proximity. 
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In summary, this thesis provides insights into language history, with the main findings 
being that linguistic areas are statistically supported, geographically coherent clusters that 
emerge from phylogenetics of linguistic structures; and that language contact in some 
cases reflects the history of migration, as demonstrated on a local scale in the fieldwork 
study on how different features have been spreading with Tai speakers among the 
Palaungic languages, and on a continental scale in the correlation between migrations and 
linguistic similarity. 
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Samenvatting 

Deze dissertatie onderzoekt het gebruik van taalstructuren, zoals grammaticale en 
fonologische kenmerken, om taalgeschiedenis en menselijke migratiepatronen te 
begrijpen. Het richt zich in het bijzonder op taalfamilies in Zuidoost-Azië, zoals 
Austroaziatisch, Tai-Kadai en Sino-Tibetaans, met de focus op structurele gegevens uit 
taalkundige databases en veldwerk. 

Hoofdstuk 1 introduceert concepten zoals taalgebieden (groeperingen van talen die vaak 
ongerelateerd zijn maar overeenkomsten tonen in hun grammaticale of fonologische 
structuren) en Bayesiaanse fylogenetica, een benadering uit de evolutionaire biologie 
voor het reconstrueren van de manier waarop soorten aan elkaar gerelateerd zijn, wat is 
aangepast voor het bestuderen van de geschiedenis van taalfamilies. 

Hoofdstuk 2 onderzoekt de geschiedenis van een specifieke taalkundige eigenschap met 
een opvallende geografische distributie, namelijk lexicale toon, de eigenschap van het 
gebruik van toonhoogte om woorden te onderscheiden. Tonale talen worden voornamelijk 
gevonden in equatoriale, vochtige klimaten zoals in Afrika en Zuidoost-Azië. Er wordt 
voorgesteld dat deze clusters zowel de geschiedenis van grote taalfamilies als de invloed 
van taalcontact weerspiegelen, waarbij kenmerken zoals toon zich verspreiden tussen 
verschillende taalfamilies. Een hypothese die in deze sectie wordt onderzocht, is dat de 
complexiteit van tonale talen zou moeten afnemen naarmate ze verder verwijderd zijn 
van waar toon oorspronkelijk werd geïnnoveerd in die regio. Dit komt omdat een 
uitbreidende samenleving die tonale talen spreekt, populaties zou tegenkomen die zowel 
tonale als niet-tonale talen spreken; wanneer dit gebeurt, neemt het aantal contrasterende 
tonen doorgaans af, omdat tonen moeilijk te verwerven zijn voor tweedetaalleerders als 
hun moedertaal niet-tonaal is (Gottfried en Suiter 1997), en ze hebben de neiging om het 
tonale systeem te vereenvoudigen. Deze hypothese wordt aannemelijk ondersteund in een 
fylogenetische analyse van Sino-Tibetaans en Niger-Congo terwijl ze zich uitbreidden in 
hun respectievelijke regio's. Dit hoofdstuk onderzoekt ook de hypothese dat klimaat de 
ontwikkeling van tonale talen beïnvloedt (Everett, Blasi en Roberts 2015), waarbij wordt 
betoogd via het gebruik van simulaties dat deze extra verklaring mogelijk niet nodig is 
zodra taalcontact wordt meegenomen. 

Hoofdstuk 3 maakt gebruik van een fylogenetische methode om gegevens van de World 
Phonotactics Database te analyseren om te ontdekken hoe talen clusteren op basis van 
184 kenmerken, en deze te gebruiken om taalgeschiedenis en de impact van taalcontact te 
begrijpen. Deze analyse onthult significante clusters door heel Eurazië, wat wijst op 
interacties tussen niet-verwante talen in gebieden zoals de Kaukasus, India en Zuidoost-
Azië. Deze clusters onthullen taalcontact dat op een niet-kwantitatieve manier wordt 
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beschreven in eerdere studies, zoals Chirikba (2008) over de Kaukasus, of Emeneau 
(1956) en Masica (1976) over India. Sommige grotere taalgebieden krijgen ook sterke 
ondersteuning in de analyse die hier wordt gepresenteerd, zoals Zuidoost-Azië, Noord-
Eurazië en de Kaukasus/Midden-Oosten. Net als taalfamilies kunnen deze clusters kaders 
bieden voor het begrijpen van de geschiedenis van Eurazië. 

Hoofdstuk 4 onderzoekt recent taalcontact door veldwerk over Oost-Palaungische talen in 
Zuidwest-China, waarbij diversiteit in taalkundige kenmerken wordt onthuld die zijn 
beïnvloed door nabijgelegen Tai-Kadai-talen. Er zijn verschillende aantallen Tai-sprekers 
in elke Palaungisch-sprekende regio: dit weerspiegelt zich in culturele verschillen tussen 
deze regio's, zoals met boeddhistische tempels die voornamelijk verder naar het oosten 
worden gevonden in Tai-meerderheidsgebieden zoals in Bada, Zhanglang en Mangjing; 
terwijl traditionele Wa-symbolen zoals de stierenkop gebruikt worden op kleding en 
gebouwen verder naar het westen, zoals in Ximeng, Wengding en Gongxin. Het aandeel 
Tai-sprekers in elke regio blijkt enkele taalkundige eigenschappen te voorspellen, zoals 
het gebruik van de Subject-Werkwoord in plaats van Werkwoord-Subject volgorde, het 
gebruik van de constructie ‘oog van de dag’ voor ‘zon’ en het gebruik van Tai-nummers. 
Daarnaast worden gegevens gepresenteerd over de verrassende manier waarop de 
werkwoorden ‘eten’ en ‘drinken’ variëren in Oost-Palaungische talen, waarin talen 
variëren van het ene uiterste van het hebben van verschillende werkwoorden voor 
verschillende soorten object van het werkwoord ‘eten’ (bijvoorbeeld ‘vlees eten’, ‘rijst 
eten’ en ‘groenten eten’) tot een meer Tai-achtig systeem van het gebruik van één 
werkwoord dat alle soorten eten en drinken omvat. 

Hoofdstuk 5 koppelt taalstructuren aan menselijke migratiepatronen, waarbij genetische 
gegevens worden gebruikt om migraties te reconstrueren en dit te vergelijken met 
taalkundige gelijkenis. De studie maakt gebruik van mitochondriaal DNA (mtDNA) 
gegevens van GenBank (Benson et al. 2013) en Bayesiaanse fylogeografie om 
gemeenschappelijke migratieroutes te reconstrueren. Een set van 2000 mtDNA-
sequenties van 423 locaties over de hele wereld werd geanalyseerd met behulp van een 
ruimtelijk model geïmplementeerd in BEAST door Bouckaert (2016). Dit hoofdstuk kan 
de eerste op modellen gebaseerde reconstructie zijn van mtDNA-migratieroutes, ondanks 
de grote literatuur over het analyseren van de geografische distributie van mtDNA-
haplogroepen (bijvoorbeeld Harcourt 2016), en ondanks het gebruik van Bayesiaanse 
fylogeografie voor andere domeinen (zoals de overdracht van virussen, Lemey et al. 
2009, Magee et al. 2017; en de verspreiding van talen, Bouckaert et al. 2012). De relatie 
tussen migratie en talen wordt vervolgens onderzocht, door te modelleren hoe ze met 
elkaar en met geografische afstand gecorreleerd zijn. De relatie tussen geografische 
afstand en taalkundige afstand wordt eerst gemodelleerd, door gebruik te maken van de 
resultaten van de fylogenetische analyse van Euraziatische talen in Hoofdstuk 3. Het 
aantal mtDNA-migraties tussen taalgemeenschappen wordt vervolgens opgenomen in het 
model, om te ontdekken of ze de voorspellende nauwkeurigheid ervan verhogen. Er 
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wordt geconstateerd dat er een grote toename is in nauwkeurigheid zodra migraties 
worden opgenomen, in het geval van het voorspellen van taalkundige gelijkenis uit de 
clade-beperkte fylogenetische analyse; maar dat er geen toename in nauwkeurigheid is bij 
het voorspellen van taalkundige gelijkenis uit de niet-beperkte fylogenetische analyse, die 
blijkt zeer goed gecorreleerd te zijn met geografische afstand. De belangrijkste conclusie 
hiervan is dat, vanuit één maatstaf van taalkundige gelijkenis, taalgebieden gedeeltelijk 
zijn gevormd door migraties en niet alleen door het delen van kenmerken door 
taalgemeenschappen in nauwe nabijheid. 

Samengevat biedt deze dissertatie inzichten in de taalgeschiedenis, waarbij de 
belangrijkste bevindingen zijn dat linguïstische gebieden statistisch ondersteunde, 
geografisch samenhangende clusters zijn die voortkomen uit de fylogenetica van 
taalstructuren; en dat taalcontact in sommige gevallen de geschiedenis van migratie 
weerspiegelt, zoals aangetoond op lokale schaal in de veldstudie over hoe verschillende 
kenmerken zich hebben verspreid onder de Tai-sprekers binnen de Palaungische talen, en 
op continentaal niveau in de correlatie tussen migraties en taalkundige gelijkenis. 

277



278



Curriculum Vitae 

Jeremy Collins (born 1987) obtained a BA(Hons) in Chinese at Wadham College, 
Oxford and MPhil in Linguistics from the University of Hong Kong in 2012, for which 
he received the Li Ka Shing Outstanding Research Student Award for best MPhil 
dissertation in the humanities. He worked in the Centre for Language Studies at Radboud 
University and the Max Planck Institute for Psycholinguistics in Nijmegen during his 
PhD from 2012 to 2016, and in the Glottobank Consortium as a designer of the 
Grambank database.  He has worked in Hong Kong since 2018 in HSBC and other 
companies as a machine learning engineer, and is currently working as lead data engineer 
in Rida, a logistics company in Singapore. 

279


