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A B S T R A C T

The presence of bubbles in a turbulent flow changes the flow drastically and enhances the mixing. Adding salt
to the bubbly aqueous flow changes the bubble coalescence properties as compared to regular demineralized
water. Here we provide direct experimental evidence that also the turbulent thermal energy spectra are strongly
changed. Experiments were performed in the Twente Mass and Heat Transfer water tunnel, in which we can
measure the thermal spectra in bubbly turbulence in salty water. We find that the mean bubble diameter
decreases with increasing concentration of salt (NaCl), due to the inhibition of bubble coalescence. With
increasing salinity, the transition frequency from the classical −5∕3 scaling of the thermal energy spectrum
to the bubble induced −3 scaling shifts to higher frequencies, thus enhancing the overall thermal energy. We
relate this frequency shift to the smaller size of the bubbles for the salty bubbly flow. Finally we measure the
heat transport in the bubbly flow, and show how it varies with changing void fraction and salinity: Increases
in both result into increases in the number of extreme events.
1. Introduction

Understanding turbulent mixing is relevant for both industrial pro-
cesses (e.g. chemical reactors, heat exchangers) and naturally occurring
processes (e.g. erosion in rivers, merging at estuaries). At high Reynolds
numbers the turbulent velocity fluctuations show an approximate −5∕3
scaling in the inertial range of the energy spectrum (Kolmogorov,
1941; Obukhov, 1949). Mixing properties of high Reynolds number,
turbulent, flows have been the subject of theoretical, numerical and
experimental studies (Warhaft, 2000; Dimotakis, 2005; Villermaux,
2019). On top of mixing, by turbulence, an extra enhancement of
mixing can be achieved by adding bubbles into the flow. Indeed, rising
bubbles, either in a water column or water channel with concurrent
pressure driven flow, agitate their surroundings (Magnaudet, 2000;
Mazzitelli et al., 2003; Riboux et al., 2010; Roig et al., 2012; Alméras
et al., 2015a,b; Alméras et al., 2017, 2018; Risso, 2018; Alméras
et al., 2019; Ruiz-Rus et al., 2022). Previous studies have shown the
emergence of a bubble-induced scaling in the kinetic energy spectrum,
with a −3 scaling exponent (see for example Lance and Bataille, 1991;
Riboux et al., 2010, 2013; Risso, 2018; Mathai et al., 2020; Dung et al.,
2023, and others), both in experiments and numerical simulations.
Note that in simulations a resolved bubble wake is important for the
emergence of this scaling. If the bubbles are modelled as point particles,
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this scaling is not observed (Mazzitelli and Lohse, 2009), whereas
experiments with finite sized particles, fixed in the flow, do show this
scaling (Amoura et al., 2017).

The properties of the scalar spectrum in a turbulent flow show
remarkable similarity to the kinetic energy spectrum. According to the
Kolmogorov–Obukhov–Corrsin theory (Kolmogorov, 1941; Obukhov,
1949; Corrsin, 1951), the scalar spectrum shows a −5∕3 scaling in
the inertial-convective regime, for high Péclet and Reynolds num-
bers (Monin and Yaglom, 1975). This only holds when the scalar
does not induce buoyancy forces in the flow. Once the scalar can no
longer be considered as passive, additional effects and different scaling
properties may emerge, for example for turbulent Rayleigh–Bénard
convection (Lohse and Xia, 2010).

Recent work, both experimental (Dung et al., 2023) and DNS (Hid-
man et al., 2022) shows the emergence of a bubble induced −3 scaling
in the (passive scalar) thermal spectrum too, similar to the kinetic
energy spectrum of bubbly flow.

By dissolving certain salts into bubbly water, the ability for bub-
bles to coalesce is inhibited, as was shown by Craig et al. (1993),
who also gave an overview of ion-pairs that alter the coalescence
properties. A recent study by Duignan (2021) offers a quantifiable
explanation for the inhibition of bubble coalescence by certain ion-pair
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combinations, based on surface potentials and resulting changes of the
Gibbs–Marangoni pressure. Salts that are found in the ocean are among
the salts that exhibit this effect. Evidence of this effect can be seen in
the foams that are present on shorelines where waves break on the
beach, and the absence in fresh water creeks or rivers. Even in very
turbulent rivers, the bubbles produced by entrainment of air in rapids
disappear quickly. In industrial applications froth flotation comes to
mind. Here, air is injected into a mixture of mineral ores, other mining
waste products, and water. The ore will act as a surfactant and stick
to the bubble. Jointly they rise to the air–water interface (‘‘flotation’’),
where the ore is separated from the unwanted waste products.

In this work we first study the transition from a single phase
−5∕3 scaling in the thermal energy spectrum of the turbulent flow
towards the bubble-induced −3 scaling. We do this by performing
experiments in our vertical water channel setup where we introduce a
small lateral temperature gradient, enough for heat transfer to exist but
not enough for the thermally induced buoyant forces to be important.
We study the influence of the bubble size, controlled through the salt
type and concentration, on the transition frequency between these
two scalings. Next, we study the local heat transport properties in
these flows, by measuring temperature and velocity simultaneously.
We are particularly interested in the effect of the bubble size on the
local heat transfer in the flow, again controlled by changing the salt
concentration. The paper is organized as follows: Sections 2 and 3
describe the experimental setup and how we determine the bubble
size, respectively. Section 4 presents the scalar spectra. In Section 5 we
show the individual velocity and temperature statistics before looking
at the local transport properties in section. The paper ends with further
discussion and conclusions (Section 7).

2. Experimental setup & procedure

To study turbulent bubbly flow, we use the Twente Mass and
Heat Transfer water channel (TMHT), a recently developed and built
vertical multiphase water tunnel for studying a variety of turbulent
flows (Gvozdić et al., 2019). The measurement section has a cross
section of 4 cm × 30 cm and a height of 100 cm, a schematic sideview
of the tunnel can be seen in Fig. 1a. The driving velocity of the
fluid was set to 0.5m∕s, giving a Reynolds number of 𝑅𝑒 = 2 · 104.
Twelve heating rods (Watlow, Firerod J5F-15004) with a diameter of
12.7mm are positioned horizontally with a centre-to-centre distance
of 37.5mm. Six of the twelve heating rods were utilized, all located
on the left side of the tunnel, in 𝑥-direction. The heating rods were
powered in pairs by 3 power supply units of 750W each. We use a
ontroller to operate the heating rods at constant power and their
emperatures are monitored. As soon as bubbles enter the tunnel, we
ee a slight drop in temperature, which settles at a constant value
fter a short time. The mean horizontal temperature profile in the
est section is presented in Gvozdić et al. (2019). The active turbulent
rid was driven by 15 motors using an algorithm to generate isotropic
urbulence (Poorte and Biesheuvel, 2002), although turbulence created
n our case is not perfectly isotropic (Dung et al., 2023). Bubbles were
roduced by injecting air through a needle bed with 5 transverse rows
ith 28 needles each, adding up to a total of 140 capillary needles.
ir was injected at several different flow rates to generate different
oid fractions (𝛼) of bubbles in the water, in a range of 0–4.7%. We
hanged the mean bubble diameter by adding Sodium Chloride (NaCl),
n a salinity range of 0–6% 𝑤𝑡 (expressed in weight percentage) to our
ystem, which restricts the coalescence of bubbles (see Craig et al.,
993) after they have passed through the turbulent grid. Restriction of
oalescence results in a lower average bubble diameter, compared to a
ystem without the presence of coalescence restricting electrolytes.

High speed imaging techniques were used to study the bubbles.
he images were taken with a Photron Mini AX200 at a framerate of
kHz. An LED lamp with a diffuser was used for backlighting. Images
ere recorded for 5 s, resulting in 5001 images for each set with the
2

aforementioned framerate. The imaging setup is schematically shown
in Fig. 1a. Images were taken at midheight of the test section. Typical
images for several different configurations can be seen in Fig. 1b. Next
we describe how we measured the flow velocity. A common technique
to study fluid flow velocities is constant temperature anemometry. The
benefit of this technique is the very good temporal resolution and thus
the ease of studying structure functions and energy cascades. However,
in multiphase flow bubble probe interactions make the application of
this technique harder as each phase has a different thermal diffusivity.
It is possible to overcome this complication as has been shown in
other works (Bruun, 1996; Rensen et al., 2005; Alméras et al., 2017;
Dung et al., 2023), however, with the goal of also studying heat
transport, which requires temperature and velocity to be measured
simultaneously, we chose to use Laser Doppler Anemometry (Dantec
Dynamics) to record velocity data for the liquid medium. Any possible
problems with unwanted interactions between salt and CTA probe, or
probe–probe interactions are avoided with this method. The water was
seeded with polyamide particles with a monodisperse size of 5 μm,
resulting in a particle Stokes number of Stk = 𝑡0

𝜏𝜂
≈ 3 · 10−5, where

0 =
𝜌𝑝𝑑2𝑝
18𝜇 is the relaxation time of the particle (subscript 𝑝) in the water,

𝑢′⟩ is the averaged single phase flow velocity fluctuations, and 𝑙0 is a
haracteristic length scale of the water tunnel; in this case taken to be
he length in 𝑦−direction.

A fast response thermistor (Amphenol Advanced Sensors
P07DB204N) was used to record the instantaneous temperature. The
hermistor has a response time of 7ms and a calibrated precision of

mK. Calibration of the thermistor was performed with a water bath
PolyScience PD15R-30) and PT100 temperature sensor and fitting the
hermistor response to the PT100 measurement using a first order fit
o the Steinhart–Hart equation (Steinhart and Hart, 1968). The voltage
otential of a bridge circuit, in which the thermistor acts as a variable
esistance, was measured with a lock-in amplifier (Zurich Instruments
FLI), at a sampling frequency of 13.39 kHz.

To quantify the change of the mixing behaviour in bubbly turbulent
lows, as compared to single phase flow, we measured the turbulent
eat transport, i.e. the product of the horizontal velocity fluctuations
nd the temperature fluctuations (𝑢′𝑥𝑇

′). We are interested in this
quantity since this, and the turbulent heat variance transport ⟨𝑢′2𝑥 𝑇

′
⟩,

appears in the balance equation of the passive scalar variance in incom-
pressible flow (Morel, 2015; Dung, 2021), and accurate measurements
could prove useful in modelling this quantity. In an ideal experimen-
tal setup the measurements of temperature and velocity would take
place at the same time and same location. However, this leads to
some practical challenges, as mentioned before. When using LDA, we
observed an increased sensitivity of the thermistor probe to bubble-
probe interactions: where there was no noticeable change in signal
before, there are spikes in the signal when LDA is used simultaneously,
when the measurements are done in proximity. As origin of this artefact
we identified that when the laser from the LDA is reflected inside
of bubbles, and directed at the probe, it heats the probe enough to
cause a change in the thermistor signal. This artefact can be avoided
by increasing the distance between the measurement location of the
thermistor and the LDA. We will use Taylor’s hypothesis to translate
the acquired signals in time, using the mean liquid velocity, such that
they correspond to being acquired at the same location.

While the presence of a large scale temperature gradient leads
to a non-isotropic situation (Warhaft, 2000), for characterization of
the flow we assume isotropy. Measurements for characterization were
done in single-phase flow only. Using CTA, with Taylor’s hypothesis,
the second order structure function was used to obtain Dung (2021),
Dung et al. (2023) an estimate of the energy dissipation rate 𝜖 using
𝐷𝐿𝐿 = ⟨(𝑢(𝑥 + 𝑟, 𝑡) − 𝑢(𝑥, 𝑡))2⟩𝑡 = 𝐶2(𝜖𝑟)2∕3. This was then used to
et the Kolmogorov length scale (𝜂 = (𝜈3∕𝜖)1∕4 = 0.22 mm), viscous

dissipation timescale (𝜏𝜂 = (𝜈∕𝜖)1∕2 = 49 mm) and Taylor microscale
(𝜆𝑢 =

√

15𝜈(2𝑘∕3)∕𝜖 = 4.9 mm). Using the dissipation rate, the Taylor–
Reynolds number was estimated to be 𝑅𝑒 = (2𝑘∕3)1∕2𝜆 ∕𝜈 = 130. In a
𝜆𝑢 𝑢
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Fig. 1. (a) Schematic of the TMHT system and setup of the measurement device. Not to scale. LDA and imaging experiments are not performed simultaneously. The camera is
located just in front of the LDA transceiver and is raised before recording to align the field of view of the camera with the measurement location of both the thermistor and LDA.
(b) Snapshots of the bubbly flow for low void fraction and high void fraction, and increasing salinity. The length of the scale bar is 20mm. (c) Violin plot of the bubble size
distribution as function of the gas volume fraction and salinity. Note that some distributions have an edge at the small diameter end of the violin. This is due to the lower limit
(indicated by a small dashed line) of the resolution at which the images were taken and bubble detection was not possible.
similar fashion, the scalar dissipation rate and Taylor microscale were
estimated. The resulting Péclet and scalar Péclet numbers, based on the
velocity and temperature microscales, were Pe𝜆𝑢 = 870 and Pe𝜆𝜃 = 520
respectively. We only give global parameters of the flow here, for more
details of the characterization of the flow we refer to Dung (2021) and
Dung et al. (2023).

3. Bubble detection and characterization

We characterize the injected bubbles with imaging techniques. The
images taken with the high speed camera were subjected to a few
post processing steps. First, a background subtraction was performed
using images that were taken without the presence of bubbles. Next,
a circular Hough transform was applied to detect the bubbles, their
3

locations, and their radii. A particle tracking algorithm was then used to
couple and track bubbles through subsequent images. From the bubble
locations in subsequent images, the bubble velocity was determined.
Fig. A.9 in Appendix A shows a typical result of the Hough transform
overlaid on the image that was subjected to the transform.

Fig. 1c shows the size distribution of the bubbles as function of both
void fraction and salinity in a violin plot. The violin shapes correspond
to the size distribution of the bubbles. For every value of salinity
we plot three different void fractions, 0.3% ≤ 𝛼 ≤ 4.7%. For zero
salinity, the results agree with previously found results by Alméras et al.
(2017). In particular, we reproduce the slight increase of the mean
bubble diameter with increasing void fraction. With increasing salinity
however, we see a decrease in bubble diameter, similar to what Gvozdić
et al. (2019) describe. The presence of only a small amount of salt
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Fig. 2. Temperature spectra, normalized by their respective variance, for varying salinity and void fractions. Note that all spectra have a cut-off at 140Hz, due to the response
time of the thermistor. The dashed grey lines in each figure correspond to the classic −5∕3 scaling and the bubble induced −3 scaling. (a) Thermal spectrum as function of 𝛼,
or salinity 𝑆 = 0%. (b) Thermal spectrum as function of 𝛼 for high salinity 𝑆 = 2%. (c) Thermal spectrum as function of salinity for single phase flow. (d) Thermal spectrum as
unction of salinity for high void fraction 𝛼 = 4.7%.
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lready has an effect on the size of the bubbles. This is attributed to the
act that NaCl prevents the coalescence of bubbles (see e.g. Craig et al.,
993). The bubbles passing through the active grid are fragmented
y the large shear forces, resulting in smaller bubbles than initially
reated, as also described in Prakash et al. (2016) and Alméras et al.
2017). In fresh water (𝑆 = 0%) the bubbles collide and coalesce before
eaching the measurement location in the test section. However, when
aCl is added, the coalescence is inhibited, resulting in smaller bubble
iameters. Values for the mean bubble diameter can be found in Table 1
nd the distribution of the size in Fig. 1c.

We note that the average bubble size decreases with increasing
alinity. In addition, the width of the distribution (characterized by the
tandard deviation, and given as a ± value in Table 1) also decreases
ith increasing salinity (the polydispersity decreases). We quantify the

hange in surface tension with increasing salinity. The surface tension
f fresh water at 20 ◦C is 𝛾𝑤 = 72.3 mN∕m and that of seawater
𝑆 = 35.28 g∕kg, 𝑇 = 20.92 ◦C) is 𝛾𝑠𝑤 = 73.48 mN∕m. This results
n a negligible change in capillary number (Ca = 𝜇𝑈bub

𝛾 ). The capillary
number represents the ratio between viscous forces and surface tension
forces, and in these experiments it is much smaller than one ((10−6)).

apillary numbers relevant to the experimental settings can be found in
able 1, where it can be seen that the difference between experiments

s small. From Nayar et al. (2014) we find a fit for the surface tension
s function of the salinity, which is used to calculate the surface tension
oefficients that are found in Table 1. The change in capillary number
s so small that we conclude that a change in surface tension due
o increasing salinity cannot be the driving mechanism behind the
4

p

hanging bubble size, but rather the physical destruction by passing
hrough the active grid, and the following restriction in the ability
o coalesce, as described by Duignan (2021). In a flow devoid of any
urface active agents and salts the bubble size distribution is the results
f an intricate dynamic equilibrium, where on the one hand turbulence
ontinuously breaks up the bubbles, but on the other hand it is also
he turbulence that collides bubbles, allowing them to coalesce. This
ynamic equilibrium is disturbed by the presence of surfactants and
alts, inhibiting the coalescence (Craig et al., 1993; Katsir and Marmur,
014; Katsir et al., 2015) and thus disturbing this dynamic equilibrium
esulting in smaller bubbles. Effectively this means that bubbles with
e > 1 are broken up by the turbulence until they are We = (1)

such that the surface tension is strong enough that they only are weakly
deformable and thus not further break up. We see exactly this effect in
Fig. 1c.

4. Temperature spectra

Fig. 2 shows the temperature spectra obtained from measurements
with the thermistor. We performed measurements for a duration of
20 min. Fig. 2a shows the spectra as a function of 𝛼, with a constant
and zero salinity. Fig. 2b shows the spectra for low 𝛼 as function of
salinity. Fig. 2c shows the spectra for high salinity 𝑆 = 2.0% as function
of 𝛼. Finally, Fig. 2d shows the spectra for high 𝛼 as function of the
alinity. The grey dashed lines correspond to the single phase −5∕3
caling and the bubbly flow −3 scaling. Fig. 2c, essentially the single
hase comparison figure, shows similar results as observed in previous
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Table 1
Experimental parameters as function of void fraction 𝛼 and salinity S. Surface tension 𝛾 taken from Nayar et al. (2014). Viscosity 𝜇 taken as sea water salinity equivalent from
Chen et al. (1973), in mPa s. Viscosity for S = 0.5% interpolated from other values. Saline density values taken from Millero and Huang (2009). Single phase channel velocity
and Reynolds number are 𝑈flow = 0.52 m∕s and 𝑅𝑒 = 2.2 · 104 respectively. Velocity fluctuations for the horizontal (𝑢𝑥) and vertical (𝑢𝑧) components are given as standard deviation
of the fluctuations, and obtained by LDA measurements. Bubble Reynolds numbers are calculated with the velocity difference relative to the channel flow. 𝑏 is the bubblance
parameter.
𝑆 𝛼 𝛾 𝜌 𝜇 𝜎(𝑢′𝑥) 𝜎(𝑢′𝑧) ⟨𝑑⟩ ⟨𝜒⟩ ⟨𝑉bub⟩ 𝑅𝑒bub Webub Ca 𝑏 𝑓𝑡 𝑓𝐿
(% wt) (%) (mN/m) (kg/m3) (mPa s) (m/s) (m/s) (mm) (m/s) (Hz) (Hz)

0 0.012 0.038 – – – – – – 0 – –
0.6 0.015 0.061 2.5 ± 0.5 1.6 ± 0.6 0.69 ± 0.12 436 1.06 0.0095 2.7 14.3 0.91

0.0 1.4 72.3 997 1.002 0.017 0.058 2.6 ± 0.6 1.8 ± 0.7 0.66 ± 0.11 374 0.75 0.0091 4.7 7.99 0.94
3.0 0.020 0.082 2.5 ± 0.4 1.9 ± 0.7 0.61 ± 0.11 250 0.35 0.0084 2.1 4.93 0.86
4.7 0.024 0.100 2.6 ± 0.4 2.0 ± 0.6 0.59 ± 0.11 214 0.25 0.0081 1.3 4.07 0.79

0 0.015 0.033 – – – – – – 0 – –
0.6 0.018 0.056 1.6 ± 0.3 1.49 ± 0.3 0.63 ± 0.11 169 0.25 0.0068 1.5 17.1 0.97

0.5 1.4 72.5 1001 1.012 0.025 0.074 1.7 ± 0.3 1.45 ± 0.3 0.68 ± 0.09 255 0.54 0.0061 4.2 12.5 0.91
3.0 0.028 0.101 1.8 ± 0.2 1.50 ± 0.3 0.70 ± 0.06 290 0.66 0.0056 5.7 6.01 0.97
4.7 0.033 0.120 1.8 ± 0.2 1.47 ± 0.3 0.69 ± 0.05 237 0.44 0.0054 5.6 4.82 0.96

0 0.012 0.046 – – – – – – 0 – –
0.6 0.020 0.076 1.6 ± 0.2 1.18 ± 0.2 0.55 ± 0.10 26 0.01 0.0067 0.06 18.2 0.95

1.0 1.4 72.7 1005 1.022 0.027 0.080 1.6 ± 0.2 1.20 ± 0.2 0.59 ± 0.08 58 0.03 0.0060 0.7 11.0 0.89
3.0 0.034 0.096 1.6 ± 0.1 1.15 ± 0.2 0.61 ± 0.06 78 0.05 0.0079 1.8 7.44 1.05
4.7 0.037 0.106 1.6 ± 0.1 1.21 ± 0.2 0.61 ± 0.06 75 0.05 0.0089 2.3 6.54 1.07

0 0.021 0.038 – – – – – – 0 – –
0.6 0.026 0.062 1.1 ± 0.1 1.11 ± 0.2 0.60 ± 0.08 63 0.05 0.0077 0.7 18.7 0.95

2.0 1.4 72.9 1013 1.042 0.029 0.074 1.2 ± 0.1 1.15 ± 0.2 0.65 ± 0.07 114 0.16 0.0063 3.1 11.0 0.82
3.0 0.035 0.090 1.2 ± 0.1 1.17 ± 0.2 0.65 ± 0.06 119 0.17 0.0054 4.4 9.11 0.50
4.7 0.041 0.103 1.2 ± 0.1 1.15 ± 0.2 0.63 ± 0.06 112 0.15 0.0054 3.9 6.69 0.42
work by Dung et al. (2023). Comparing Fig. 2a and b, we note that
in the frequency range between 5 and 20 Hz a −3 scaling is reached
lready at lower void fractions for high salinity than for low salinity.
ig. 2d shows that a −3 bubble induced scaling exists for all values of
alinity at high void fraction. Note that a peak occurs around 0.6 Hz in
ll figures. This is an effect caused by the setup, and is present in all
esults. Considering flow velocities, contraction ratio, and the size of
he heaters, this is likely related to thermal vortex shedding from the
eaters.

For different void fractions the frequency at which the transition
rom a −5∕3 scaling to a −3 scaling occurs is dependent on the void frac-
ion. To investigate this transition frequency, we apply the parametriza-
ion (Dung et al., 2023):

𝜃(𝑓 ) =
(𝑓∕𝑓𝐿)𝜁𝑏

[1 + (𝑓∕𝑓𝑡)2]
𝜁𝑏−𝜁𝑎

2

(1)

where 𝑓𝐿 and 𝑓𝑡 are fitting parameters related to the height of the fit
and the transition frequency from the limiting cases 𝑓 𝜁𝑏 to 𝑓 𝜁𝑎 , where
𝜁𝑏 = −5∕3 (Kolmogorov, 1941; Monin and Yaglom, 1975) and 𝜁𝑎 =
−3 (Lance and Bataille, 1991; Risso, 2018) are the scaling exponents
before and after the transition, respectively. The fit is applied in the
frequency range from 1Hz to 20Hz. Fig. B.10 in Appendix B shows an
example of this fit in the transition region for two temperature spectra.
This fit was first used in Batchelor (1951) for the second order structure
function, and is the same fit that was used in Dung et al. (2023).
We apply this fit to all sets of measurements to extract the transition
frequency as a function of void fraction and salinity. Fig. 3 shows this
transition frequency as a function of the void fraction 𝛼; the colour
scheme indicates increasing salinity from pink to cyan. Data from Dung
et al. (2023) (𝑆 = 0%) are shown in black, and our single-phase
results correspond well with these data. There are two notable trends
visible in this figure. First, the transition frequency decreases with
increasing void fraction. Second, the transition frequency increases
with increasing salinity. The appearance of the −3 scaling is caused by
the presence of the bubbles (Dung et al., 2023; Risso, 2018) and specif-
ically their wakes since previous numerical work (see e.g. Mazzitelli
and Lohse, 2009) does not show this effect for point particles. In the
frequency range of the −5∕3 scaling, energy is cascading by momentum
5

transfer from large eddies to smaller eddies, i.e. to larger frequencies.
If changing the bubble size influences the spectral power in this region,
the typical bubble size should be deducible from the spectra. That is,
the eddies produced by the bubbles are related to the bubble size,
and influence the thermal and kinetic energy spectra (Dung et al.,
2023). Since the transition frequency and the bubble size change with
salinity and void fraction, they surely are connected. Indeed, what we
find is that the transition frequency increases with increasing salinity.
We relate this to a smaller length scale that triggers this changing
scaling, a decrease in bubble diameter (Fig. 1c). We are confident
that the bubble size and its resulting wake are affecting the transition
frequency. We quantify this by calculating the so–called bubblance
parameter 𝑏 = 𝛼𝑉 2

𝑟
2⟨𝑢′2𝑧 ⟩

, as defined by van den Berg et al. (2006), where
𝑉𝑟 = 𝑉bub − 𝑈flow is the rise velocity with respect to the mean flow
velocity. The bubblance parameter compares the kinetic energy of the
bubbles to the kinetic energy of the velocity fluctuations. The numerical
values for the bubblance parameter for each experiment can be found
in Table 1. We indeed see a correlation between the changing transition
frequency and bubblance parameter, for the higher salt concentrations.
For smaller salt concentrations we see no trend, indicating that the
bubblance parameter might not be the parameter of choice to quantify
the changing transition frequency. Note that there is a very ‘steep’
region in the low void fraction region. The frequencies in this region
can be inaccurate, since a −3 scaling region is not fully developed in the
energy spectra for these low void fractions. However, it can be seen that
for low salinity a change in transition frequency is already apparent.

5. Individual velocity and temperature distributions

Before we look at the turbulent heat transport, we will look at the in-
dividual contributions of its components, the velocity and temperature
and their distributions. We use LDA to acquire (105) data points which
cover a duration of 20 min. Fig. 4 shows probability distributions of the
velocity in horizontal direction. Fig. 4a shows the horizontal velocity
distribution (standardized as �̃�𝑥 = (𝑢𝑥−⟨𝑢𝑥⟩)

𝜎(𝑢𝑥)
) as a function of the void

fraction, for a salinity of 𝑆 = 2%, and Fig. 4b and c show the horizontal
velocity distribution as a function of salinity for single phase and high
void fraction, respectively. For the zero salinity results we refer to Dung
(2021). The distributions show agreement with this earlier results for



International Journal of Multiphase Flow 173 (2024) 104719P. Waasdorp et al.

t

z
a
h
b
i
n

Fig. 3. Transition frequency from a −5∕3 scaling to a −3 scaling, as function of void fraction 𝛼 and salinity 𝑆. Included are also data from Dung et al. (2023), acquired using the
same setup, in black squares. The error bars are given on several locations, ensuring good visualization with the log scale on the vertical axis. The error in 𝑓𝑡 is determined from
the error of the fit. The error in 𝛼 is determined from the accuracy of the pressure transducer in the setup. (For interpretation of the references to colour in this figure legend,
he reader is referred to the web version of this article.)
Fig. 4. Probability distribution function of the horizontal liquid velocity as a function of void fraction and salinity.
ero salinity. With increasing void fraction the distribution narrows
round the mean, and increases in the tails. This increase in the tails
ighlights the increased occurrence of extreme events (as described
y Warhaft, 2000, among others) and mixing in the liquid due to the
ncreasing amount of energy injected by the bubbles. In Fig. 4c we
6

ote that a similar increase in intermittency due to the presence of the
bubbles is seen. However, this is more pronounced for higher salinity.
This change can be related to the changing bubble size and aspect ratio.

Next we will discuss the temperature distributions. As for velocity,
the temperature was measured for both increasing void fraction and
increasing salinity. The void fraction was varied from 0–5% and salinity

was varied from 0–2.0%. Fig. 5a and b show the measured temperature
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Fig. 5. Probability density function of the standardized temperature �̃� = 𝑇−⟨𝑇 ⟩
𝜎(𝑇 )

, as function of salinity. (a) Single phase temperature distributions. (b) Temperature distributions
or 𝛼 = 4.7%.
Fig. 6. Normalized variance of temperature and velocity as a function of void fraction and salinity.
istributions as functions of void fraction and salinity. The temperature
ere is normalized by subtracting the mean and dividing by the stan-
ard deviation, �̃� = 𝑇−⟨𝑇 ⟩

𝜎(𝑇 ) . Fig. 5a shows the temperature distribution
for the single phase case, for varying salinity. As can be expected this
hardly varies, since there are no bubbles. Fig. 5b shows the PDF of the
temperature for high void fraction. Here we see a better defined trend
with an increase of the salinity, where the tails get wider with salinity.
Note that the high salinity distribution is skewed. We attribute this to
the fact that measurements are done in the middle of the test section of
our water tunnel setup. As was shown by Dung (2021) (Section 5), it is
possible that the equilibrium location where homogeneity is best shifts
with increasing void fraction. The increased skewness for high salinity
indicates that the bubble properties attribute to this shift as well.

Consider a very small volume in the liquid that is subjected to a
flow with larger bubbles with aspect ratios ≫1, and a flow with small
bubbles with aspect ratio ≈1, separately at two different times. One
can imagine that the larger bubbles produce larger fluctuations, but
less of them, due to their size and the limited inflow of air. For given
gas volume, smaller bubbles are larger in number and produce more
agitations, even though they might be smaller. This can explain the
increased intermittency with increasing salinity as well as increasing
void fraction, since for higher 𝛼 there are more bubbles present creating
he agitations. This is indicated by the Weber number decreasing with
dded salinity as compared to the non-saline conditions. Note that this
ecrease does not seem to be monotonic with an increase of salinity, but
hanging velocity, shape, and diameter are also contributing factors.

Fig. 6 shows the variance of both temperature and velocity (in hori-
ontal and vertical direction) as a function of void fraction and salinity.
he variances here are normalized by the single phase variance. Trends
hat are present for zero salinity water are shown here as well with
7

ncreasing salinity, but a clear monotonic trend with salinity is absent.
6. Turbulent heat transport

The efficiency of a process where mixing of a single or multiple
scalars is desired, is highly dependent on the scalar flux and its distribu-
tion. Fig. 7a and b show the standard deviations of the measured heat
flux signals. We call heat flux the product of the fluctuations of horizon-
tal velocity and temperature, since this describes a transport of heat. It
can be seen that for both increasing void fraction and increasing salinity
the standard deviation increases, confirming our earlier findings, that
mixing is enhanced by adding bubbles of different shapes and sizes.
Fig. 8 shows the detailed distributions of the measured heat flux. Fig. 8a
shows the heat flux for zero salinity, as a function of void fraction,
where Fig. 8b shows the heat flux for high salinity. Finally, Fig. 8c
shows the heat flux for high void fraction as a function of salinity.
Similar trends as have been discussed are visible here. That is, the tails
of the distributions increase both with void fraction and with salinity,
indicating that the reducing bubble size, and changing bubble shape
increase the intermittency of this property, ultimately increasing the
mixing properties of the flow. In the definition of Villermaux (2019),
‘‘Mixing is stretching-enhanced diffusion...’’, our results show enhanced
mixing of the scalar field (temperature) in our experiments. Recall that
the imposed temperature gradient is small such that the temperature
acts as a passive scalar, and does not induce any buoyancy driven
flow. An increase in intermittency then means that small parcels of
relatively hot or cold fluid are increasingly moved around the fluid
field. The advective timescales are larger than the diffusive timescales,
meaning the movement of these parcels will have a stretching effect
on the parcels. So by stirring the fluid through the forced turbulence
from the turbulent grid, and the induced turbulence from the bubbles,
the mixing of the scalar field is enhanced. The amount of additional

stirring is dependent on the shape and size of the bubbles.
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Fig. 7. (a) Standard deviation of the heat transport fluctuations as a function of salinity and void fraction. Note that the single phase case is included and stays more or less
constant. (b) Standard deviation of the heat transport fluctuations as function of salinity and void fraction, now with 𝛼 on the horizontal axis.
Fig. 8. PDFs of the heat flux as a function of void fraction 𝛼 and salinity 𝑆. (a) PDFs for varying 𝛼 for 𝑆 = 0%. (b) PDFs for varying 𝛼 for 𝑆 = 2%. (c) PDFs for varying 𝑆 for
= 4.7%.
M

⟨

To get more insight into the measured heatflux we will look at the
assive scalar variance balance equation, for incompressible Navier–
tokes flow (Monin and Yaglom, 1975; Morel, 2015). Using the as-
umptions that the flow is statistically stationary and unidirectional,
he mean temperature gradient is in horizontal direction, and diffusive
ariance flux can be neglected. Using a boundary layer approximation
or the turbulent boundary layer, the passive scalar variance equation
an be written as (Monin and Yaglom, 1975; Libby, 1975; Larue and
ibby, 1981; Larue et al., 1981; Ma and Warhaft, 1986; Lumley, 1986;
8

orel, 2015; Dung, 2021):

𝑢𝑧⟩
𝜕⟨𝑇 ′2

⟩

𝜕𝑧
= −2⟨𝑢′𝑥𝑇

′
⟩

𝜕⟨𝑇 ⟩
𝜕𝑥

− 𝜕
𝜕𝑥

⟨𝑢′𝑥𝑇
′2
⟩ − 2𝜖𝜃 , (2)

with the 𝑥 and 𝑧 referring to the horizontal and vertical direction,
respectively, and the scalar fluctuation dissipation rate 𝜖𝜃 ≡ 𝜅⟨(∇𝑇 ′)2⟩.
In Fig. 8 we see that the distribution of the heatflux becomes wider
with increasing 𝑆. The question now is, is this due to 𝑢′ or 𝑇 ′? From
Table 1 we see that there is a clear upward trend in the horizontal
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Fig. A.9. Example image from one of the datasets acquired during the experiments (𝛼 = 1.4%, 𝑆 = 0%). The red overlaid circles are the result of applying the circular Hough
transform. The scale bar has a length of 1 cm. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
velocity fluctuations with increasing 𝛼 and a slightly less pronounced
upward trend in horizontal fluctuations as 𝑆 increases. From Fig. 5
we see that the temperature profile only marginally increases in width
for increasing 𝑆, from this we can then conclude that the increase in
the quantity 𝑢′𝑇 ′ is dominated by the increase in velocity fluctuations.
Especially interesting is the question whether the heat flux can be ac-
curately modelled. Following Libby (1975), Pope (2000) and Combest
et al. (2011) and using the eddy diffusivity hypothesis, both the heat
flux and variance flux can be written as:

− ⟨𝑢′𝑥𝑇
′
⟩ ≡ 𝜅𝑡,𝑥𝑥

𝜕⟨𝑇 ⟩
𝜕𝑥

, (3)

− ⟨𝑢′𝑥𝑇
′2
⟩ ≡ 𝐾𝑥𝑥

𝜕⟨𝑇 ′2
⟩

𝜕𝑥
, (4)

with non-universal diffusivities 𝜅𝑡,𝑥𝑥 and 𝐾𝑥𝑥. Accurate measurements
can provide information on the modelling of these diffusivities. Fig. 8a
through c show the heat flux as functions of void fraction and salinity,
as discussed before. Our measurements however are not appropriate
for the approximation of either of the diffusivities mentioned above. We
find that 𝑢′ and 𝑇 are not correlated 𝐶(𝑢′, 𝑇 ′) = 0.0015, this underscores
the assumption that we consider 𝑇 as a passive scalar; the fluctuations
of the product 𝑢′𝑇 ′ are not generated by temperature changes but are
dominated by the (bubbly) turbulence.
9

7. Conclusions

In this work we investigated the influence of NaCl on several aspects
of a turbulent bubbly water flow with a thermal mixing layer. First,
we have looked at the spectrum of a passive scalar (temperature) and
how it evolves with increasing void fraction and salinity. We have
shown that an increase in void fraction 𝛼 leads to a decrease in the
transition frequency 𝑓𝑡 between the −5∕3 scaling and the −3 scaling
in the temperature spectra, whereas an increase in salinity leads to an
increase in the transition frequency. The changing transition frequency
is attributed to the changing bubble properties, while varying void
fraction and salinity. Second, we have looked at transverse heat transfer
in thermal turbulent bubbly flow. It is found that the mean of the
product of velocity and temperature fluctuations does not change,
and these quantities are not correlated in the experiments we have
performed. We have, however, shown a monotonic increase in the
standard deviation of the same quantity, with increasing void fraction
and salinity. More specifically, this is only apparent when bubbles are
injected. We conclude from this that the presence of bubbles enhances
the mixing properties, and that their size is a very relevant parameter
for the change in mixing properties.
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Fig. B.10. Example of Batchelor fit applied to two temperature spectra in the frequency range where the transition from −5∕3 to −3 happens, for 𝑆 = 2%. The fit is calculated
between 𝑓𝑧 = 1 Hz and 𝑓𝑧 = 20 Hz.
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Appendix A. Bubble imaging experiments

Fig. A.9 shows an example of the result of the circular Hough
transform applied to one of our experimental images. Note that this
transform is aimed at finding circular objects. This means that there is
an inherent error in this detection, since at lower salinities and lower
void fractions, a number of bubbles have a non-circular shape. We
investigated the aspect ratio of the bubbles manually, and results of
this can be seen in Table 1. In Fig. A.9, a number of very small bubbles
can be seen. The circular Hough transform needs a minimum amount of
pixels to be able to identify circles. This is the reason of a sudden end on
the lower end of the bubble size distribution in Fig. 1c, especially clear
10

for low void fractions at zero to low salinity. Nevertheless, the trend in
bubble size is clear, and not dependent on the detection of an amount
of smaller bubbles. We have cross-checked our data by manually fitting
ellipses to bubbles, here we find approximately the same bubble size
distribution. During the manual investigation of aspect ratios, these
smaller bubbles are taken into account.

Appendix B. Accuracy of the fit in the thermal spectra

Fig. B.10 shows an example of two fits as compared to the data they
fit, for low and high void fraction and salinity 𝑆 = 2%. The fit is done
using the generalized Batchelor parametrization shown in Eq. (1). The
grey dashed lines indicate the −5∕3 and −3 scaling from lower to higher
frequencies respectively.
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