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GW190521 is a remarkable gravitational-wave signal on multiple fronts: its source is the most
massive black hole binary identified to date and could have spins misaligned with its orbit, leading
to spin-induced precession; an astrophysically consequential property linked to the binary’s origin.
However, due to its large mass, GW190521 was only observed during its final 3-4 cycles, making
precession constraints puzzling and giving rise to alternative interpretations, such as eccentricity.
Motivated by these complications, we trace the observational imprints of precession on GW190521 by
dissecting the data with a novel time domain technique, allowing us to explore the morphology and
interplay of the few observed cycles. We find that precession inference hinges on a quiet portion of
the pre-merger data that is suppressed relative to the merger-ringdown. Neither pre-merger nor post-
merger data alone are the sole driver of inference, but rather their combination; in the quasi-circular
scenario, precession emerges as a mechanism to accommodate the lack of a stronger pre-merger
signal in light of the observed post-merger. In terms of source dynamics, the pre-merger suppression
arises from a tilting of the binary with respect to the observer. Establishing such a consistent picture
between the source dynamics and the observed data is crucial for characterizing the growing number
of massive binary observations and bolstering the robustness of ensuing astrophysical claims.

I. INTRODUCTION

At a total mass of ∼150 M⊙, GW190521 [1, 2] is the
current record-holder among massive black hole bina-
ries confidently detected through gravitational waves by
LIGO [3] and Virgo [4]. Such high-mass systems are es-
sential probes of the role of hierarchical mergers [5–9]
and pair-instability physics [10–15] in binary formation
and evolution. Observationally, massive binaries merge
toward the low edge of the detectors’ bandwidth and are
only detectable for a short time. One third of the binaries
in the the latest gravitational-wave catalog have a median
detector-frame total mass > 100 M⊙ [16], corresponding
to ∼5 signal cycles at more than half a standard deviation
above the noise. The short duration makes characteriz-
ing these signals and inferring astrophysical properties
such as spin challenging.

Spin is a key signature of the physics behind angular
momentum transport in stellar interiors, black-hole for-
mation, black-hole retention in dense environments, and
more [17–22]. Gravitational-waves provide one of the few
ways to measure spins for stellar-mass black holes di-
rectly. Spin components parallel to the binary’s orbital
angular momentum affect the signal duration [23] and are
approximately conserved during the inspiral as the “ef-
fective spin” [24, 25]. Spin components perpendicular to
the orbital angular momentum, i.e., in the orbital plane,
cause the binary to precess, leading to signal modula-
tions as the emission pattern varies relative to the line
of sight [26, 27]. Although typically weak [28–30], this

effect is highly sought-after: spin-induced precession and
the associated in-plane spins could differentiate between
dynamical and field binary formation, e.g., [17, 31, 32].

The elusiveness of precession is exacerbated for heavy
systems. The precession timescale can be longer than
the observed inspiral for large masses [33], making mod-
ulations difficult to identify. The exact imprint of pre-
cession on the ensuing merger and ringdown remains
poorly understood and analytically intractable, although
numerical-relativity and data-analysis studies suggest
that imprints do exist [34–39]; for example, Ref. [35]
suggests, based on simulations, that high-frequency data
typically associated with the merger-ringdown can con-
strain precession. This uncertainty makes it difficult to
distinguish precession from eccentricity, another highly-
valuable binary property [40–42]. Interpretation is fur-
ther complicated by the high sensitivity of the mea-
surability of precession to the system’s true parame-
ters [34, 35, 43, 44] and the priors [45].

In light of this, the massive system that sourced
GW190521 stands out for its informative precession con-
straint, when analyzed assuming a quasicircular orbit.
Precession can be quantified by the effective precessing
spin χp [46–48] that is motivated by inspiral dynam-
ics. A value of zero (one) indicates no (maximal) pre-
cession. Under the assumption of a quasicircular orbit,
GW190521 has χp = 0.68+0.25

−0.37 at 90% credibility [1, 2],
the largest inferred χp and the one whose posterior is
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the most informative to date [16, 49, 50];1 similar con-
clusions are reached under alternative parametrizations
for precession [54, 55].2 The combined high mass and
large in-plane spin make GW190521 an essential probe
of hierarchical black hole mergers [7, 56, 57], dense stel-
lar environments such as nuclear star clusters [19, 58, 59],
active galactic nuclei disks [60–62], and more [2, 15, 63–
67].

The high mass of GW190521 and its few observable
cycles open the door to competing astrophysical inter-
pretations. Romero-Shaw et al. [40] and Gayathri et al.
[68] find that the data are consistent with eccentricity,
though this interpretation is not supported by Iglesias
et al. [69] and Ramos-Buades et al. [70]. Gamba et al.
[71] propose a hyperbolic capture scenario. Nitz and Ca-
pano [67] suggest a highly asymmetric, but still precess-
ing, binary interpretation. More exotic explanations in-
clude boson stars [72] and cosmic strings [73]. Any of
these alternatives would have important implications if
confirmed [74, 75]. Additionally, random detector noise
can have an outsized impact on the inference of poorly-
constrained effects, although Biscoveanu et al. [35] and
Xu and Hamilton [76] show that the inference of χp away
from zero in GW190521-like systems cannot be due to
Gaussian noise alone. The fact that full-scale parameter
estimation allows for competing interpretations suggests
that different physical effects can result in similar obser-
vational imprints over GW190521’s few cycles. Similarly
to precession and eccentricity, these imprints are often
not analytically tractable.

Toward bolstering the interpretation of massive bina-
ries, it is essential to gain intuition about the observ-
able imprint of physical effects of interest and how their
measurability is affected by mismodeling. Lacking ana-
lytical equations for precession in the merger phase, we
introduce a novel approach that traces its imprint along
the signal and identifies the role of each cycle on the
χp constraint. We dissect the data in the time-domain
and compare inference between different data subsets.
We provide a cycle-by-cycle physical picture of source
dynamics and explore the interplay of different data re-
gions. Our work focuses on the data aspect that drives
the inference of precession within a quasi-circular merger
scenario. Extensions to further physical effects of inter-
est such as orbital eccentricity can be tackled under a
similar framework; we leave those to future work.

1 GW200129, another massive binary [16], has a potentially com-
parable constraint. When averaged over waveform models, its
χp is unconstrained [16]; when restricting to the NRSur7dq4 [51]
model, GW200129 is inferred to be precessing [52]. This inter-
pretation is however complicated by data quality issues [53].

2 These and further ways to quantify precession are elaborated
upon in Appendix C.

II. METHODS

Gravitational-wave parameter estimation is typically
conducted in the frequency domain for computational ef-
ficiency. Leveraging the stationarity of detector noise,
noise components at different frequencies are indepen-
dent which leads to a diagonal covariance matrix in like-
lihood calculations [77, 78]. However, frequency-domain
methods are non-local in time; thus isolating temporal
features of source dynamics and their imprint on the data
requires nontrivial likelihood modifications [79, 80].3 We
instead adopt direct time-domain inference to isolate dif-
ferent signal cycles, an approach originally conceived for
black hole ringdowns [84–87]. We truncate data from
LIGO Livingston, LIGO Hanford, and Virgo at different
times ranging from t = −50Mref to 50Mref with respect
to coalescence.4 We independently infer the signal prop-
erties solely from data before and after each cutoff as well
as the full span of data.

We model the signal with the numerical relativity
surrogate model NRSur7dq4 [51], which assumes quasi-
circular orbits and includes precession and higher-order
modes. Within its region of validity, NRSur7dq4 dis-
plays the lowest mismatches against numerical relativ-
ity among existing models [51]. We adapt the time-
domain inference code from Isi et al. [86] and sample the
multidimensional posterior for the binary masses, spin
magnitudes and tilt angles, azimuthal inter-spin angle,
azimuthal precession cone angle, inclination, luminosity
distance, and phase of coalescence. The time of coales-
cence, right ascension, declination, and polarization angle
are fixed for computational efficiency.5.

We report precession constraints using the canonical
effective precessing spin, χp [46–48]:

χp = max

[
χ1 sin θ1,

(
3 + 4q

4 + 3q

)
q χ2 sin θ2

]
∈ [0, 1) . (1)

Here χi ∈ [0, 1) are the dimensionless spin magnitudes
and θi are the tilt angles between the spin and orbital
angular momentum vectors. Subscripts i ∈ {1, 2} denote
each black hole with mass mi and q ≡ m2/m1 ≤ 1.

3 Frequency truncation enables consistency checks [81, 82], inves-
tigations of data-quality issues [53, 83], or alternative studies of
the measurability of precession in simulated data [35], but this
is not equivalent to cuts in time.

4 We define t with respect to geocenter GPS time
1242442967.405764 s. Under geometric units we adopt the
median detector-frame remnant mass scale Mref = 1.27ms [2];
in standard units Mref = 258.3M⊙. The choice of remnant
rather than total mass, was inspired by ringdown analyses [88].

5 We have verified that these choices do not affect our conclusions.
All parameter estimation settings, priors, and consistency checks
are given in Appendix A
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FIG. 1. Evolution of GW190521 inference for representative cutoff times t ∈ {−40,−20,−10, 20, 30}Mref from the time
of coalescence (top to bottom; vertical black dashed lines where applicable). Left: Posterior for χp from the pre- (blue),
post-cutoff (orange), and full (black solid) analysis and prior (gray dotted). The inset shows the whitened maximum-posterior
waveform (with χp = 0.62, detector-frame total mass M = 267M⊙, and q = 0.89) from the full analysis (black) along with
the whitened LIGO Livingston data (gray). The blue/orange shaded regions highlight the data informing the same-color χp

posterior. Center and Right: Waveform reconstruction draws for LIGO Livingston from the pre- (center, blue) and post-cutoff
(right, orange) analyses and maximum-posterior waveform for the full analysis (black). Median and 90% credible intervals for
the matched-filter network SNRs are given in-figure. Gray shading denotes data excluded from each analysis. See Ref. [89] for
an animation of this figure including more cutoff times.
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III. RESULTS

Figure 1 shows the inferred GW190521 properties from
data before (blue) and after (orange) five representa-
tive cutoff times (vertical lines) as well as the full signal
(black) for comparison.6 Insets in the left panels visu-
alize the truncation in LIGO Livingston, selected as the
detector in which GW190521 is the loudest. The left col-
umn shows the posterior for χp at a reference frequency
of 11 Hz [1, 2]. For the earliest cutoff time (top row), the
post-t = −40Mref χp posterior is almost identical to that
of the full analysis, while the pre-cutoff one is identical
to the prior. This is due to the fact that the post-cutoff
analysis includes the full available signal, while none of
it is contained in the pre-cutoff data (see inset). As the
cutoff moves to later times (top to bottom), the pre- and
post-cutoff posteriors gradually exchange places as the
data preceding each cutoff become more informative and
the data following become less so.

The ∼40ms between t = −40Mref and −10Mref are
crucial to constrain precession for GW190521. This re-
gion roughly corresponds to the final cycle before the on-
set of merger. The χp posterior obtained from data after
t = −40Mref (first row, orange) is consistent with that
from the full analysis, i.e., precession is constrained.7 On
the other hand, data after t = −10Mref (third row, or-
ange), result in a χp posterior that is nearly identical
to the prior, i.e., uninformative. Between these times,
the posterior shifts smoothly between the full measure-
ment and the prior; e.g., the post-t = −20Mref analysis
(second row, orange). The reduction in the signal-to-
noise ratio (SNR) from excluding data is negligible be-
tween −40Mref and −10Mref suggesting this qualitative
change in precession inference is not due to an SNR drop,
see Fig. 8 in Appendix D.

Neither the inspiral nor the merger/ringdown data
alone are fully responsible for precession constraints in
GW190521. The data both pre- and post-t = −10Mref

alone are uninformative about precession (third row, or-
ange and blue). Moreover, the pre-t = 30Mref analysis
that excludes the final ringdown cycle (fifth row, blue) is
consistent with the full analysis. It is therefore not solely
the final pre-merger cycle that informs precession, but
rather its combination with the subsequent 2 merger and
early-ringdown cycles. This does not rule out ringdown
imprints of precession that are too weak to discern at this
SNR or with this waveform.

The center and right columns of Fig. 1 investigate fea-
tures of the waveforms. The blue and orange waveforms
are informed only by data in the unshaded regions and
extended coherently into the shaded regions. As pro-
gressively less data are analyzed (center bottom to top,

6 Results for further cutoff times are included in our accompanying
Github repository [90].

7 By “constrained,” we specifically mean “visibly different from
the prior.”
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FIG. 2. Results from the full (black) and from the post-
t = −10Mref analysis (orange) that are informative and un-
informative about precession respectively. Top: 50% credi-
ble intervals for the whitened waveforms in LIGO Livingston
in units of standard deviations of the noise. Data are plot-
ted in gray. Gray shading denotes data excluded from the
post-t = −10Mref analysis. The inset zooms in around
t = −15Mref (blue dashed line), the minimum of the final
pre-merger cycle. Bottom: Posteriors for χp, the absolute

value of the whitened strain |ĥ|, and the inclination angle rel-
ative to edge-on configurations |ι−π/2|. Quantities labeled in
blue are plotted at t = −15Mref . Contours denote 50% and
90% credible regions. The whitened strain is anticorrelated
with χp and correlated with |ι−π/2|. Large χp is paired with
smaller pre-merger signal and more edge-on configurations.
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FIG. 3. Posteriors for χp,M (detector frame total mass), and
q (mass ratio) for the same cutoff times as Fig. 1. Posteriors
from the full analysis and priors are plotted in black solid and
dotted respectively. Contours denote 50% credible regions.
Information about spin-precession is lost post-t = −10Mref

(shaded light orange), while the total mass and mass ratio
posteriors are informative at post-t = 20Mref (green). See
Ref. [91] for an animation showing corner plots for mass and
spin parameters for the pre- and post-cutoff analyses at more
cutoff times.

right top to bottom), the waveform reconstructions agree
less with the full-analysis waveform, eventually becom-
ing incoherent. The right column reveals the morpho-
logical imprint of precession on the signal during the
transition from an informative χp posterior (first row)
to the prior (third row). When the χp inference returns
(close to) the prior, the final pre-merger cycle is extrap-
olated to be larger than when χp is constrained to take
higher values, c.f., the waveform peak at t ∼ −30Mref

and trough at t ∼ −15Mref . Again there is a progres-
sion: the post-t = −40Mref inferred waveforms (orange)
are consistent with the full analysis (black), while the fi-
nal pre-merger cycle subtly increases in strength toward
post-t = −10Mref (top row to third row).

To further explore the pre-merger waveform suppres-
sion, we compare the full analysis (black) in which pre-
cession is constrained and the post-t = −10Mref anal-
ysis where the data are uninformative about preces-
sion in Fig. 2. In order to focus on waveform features
that are informative compared to the noise, we plot the
whitened waveform.8 In the top panel the grayed-out re-

8 Whitened waveforms are obtained by dividing the Fourier-
domain waveform by the noise amplitude spectral density and
then inverse Fourier-transforming. See Appendix B for details.

gion denotes data available to the full analysis but not
the post-t = −10Mref one. The inset focuses around
t = −15Mref , an extremum of the final pre-merger cycle.
The reconstructions are inconsistent at the 50% credi-
ble level, with the post-t = −10Mref analysis resulting
in a larger amplitude (in absolute value). This inconsis-
tency only occurs at the extrema of the final pre-merger
cycle, i.e. the peak around t ∼ −30Mref and trough at
t ∼ −15Mref , see Fig. 9 in Appendix D.

The bottom panel shows marginal posteriors for select
quantities: the effective precessing spin χp, the absolute

value of the whitened strain |ĥ| (units of standard devi-
ations σ of the noise), and the difference between ι—the
angle between the direction of maximum signal emission
and the line of sight [92]—and π/2 at t = −15Mref . As

expected from Fig. 1, χp and |ĥ| are anticorrelated (albeit
weakly): when the full data are analyzed (black), the fi-
nal cycle is constrained to be weaker, resulting in a larger
χp; when this cycle is excluded from the analysis (or-
ange), the extrapolated waveform is not required to have
such a small value, obviating the need for a higher χp. In
summary, precession in GW190521 is informed by a sup-
pression of the gravitational-wave in the observed wave-
form’s last cycle before merger. This is also the region
in which the waveform is overall quietest: the whitened
signal is less than 1σ above the noise, compared to the
subsequent merger cycles that are over 2σ.

The origin of the signal suppression can be attributed
to the evolution of the emission direction. As a binary
precesses, the angle between the dominant emission di-
rection and the line-of-sight evolves, changing the ampli-
tude of the observed signal. Systems with ι ∼ π/2 are
quieter than those with ι ∼ 0 or ∼ π. To explore these
dynamics, we plot the absolute difference between the
inclination angle and π/2 at the time t = −15Mref in
Fig. 2. As expected, χp and |ι−π/2| are anti-correlated,

while |ĥ| and |ι−π/2| are correlated. When precession is
constrained, ι is found to be closer to edge-on at the last
pre-merger cycle than when precession is unconstrained,

leading to a suppressed cycle and smaller |ĥ|.
We investigate the impact of data truncation on other

source parameters in Fig. 3. Information about χp, M
and q is not lost or gained in lockstep as a function of
cutoff time. At post-t = −20Mref (dark orange), the
χp posterior shifts away from the full analysis posterior;
however, for M and q, this does not happen until multi-
ple cycles later. Post-t = −10Mref (shaded light orange),
i.e., at the end of the final pre-merger cycle, the χp pos-
terior is close to the prior, while the detector-frame total
mass M and mass ratio q both resemble the posteriors
from the full analysis. Thus, the lack of an informative
χp posterior post-t = −10Mref does not simply arise
from poor parameter constraints over-all due to lower
SNR; rather, the suppression of the final pre-merger cy-
cle is informative specifically about precession(under the
assumption that the system has a quasi-circular orbit).
We also confirm that the χp inference is not driven by a
conditional measurement based on the typically better-
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measured aligned spins in Appendix C.

IV. CONCLUSIONS

Precession inference for the massive, distant binary
black hole signal GW190521 is subtle. It originates
from contrasting a ∼40 ms slice of data from the final
pre-merger cycle between t = −40Mref and −10Mref

with the loud merger cycles following it. The merger
of GW190521 is 2 loud cycles that reach 2.5σ above
the noise and is informative about the source’s masses.
However, precession is only constrained away from the
prior when the merger is observed in tandem with the
final pre-merger cycle, which does not rise more than 1σ
above the noise. The measurement is linked to a relative
suppression of the aforementioned final cycle, caused by
the binary tilting toward an edge-on configuration due
to precession. This picture qualitatively agrees with the
interpretation posited in Ref. [1] by comparing precess-
ing and spin-aligned waveform reconstructions for the full
signal, and is supported by simulations [42].

Siegel et al. [88] carried out a complementary study
seeking a description of the the GW190521 ringdown
consistent with the NRSur7dq4 full analysis.9 Ringdown
mode content encodes information about the preceeding
binary dynamics [38, 96, 97], meaning it is (in theory)
possible to identify signatures of precession in the ring-
down. Siegel et al. [88] found support for the presence
of at least two modes; consistency with NRSur7dq4 sug-
gests a configuration including the 220 and 210 funda-
mental modes. A large 210 mode amplitude could be ex-
pected under strong precession [88]. The fact that past
GW190521 ringdown-only analyses cannot unequivocally
infer precession is consistent with our finding that a post-
peak analysis is not sufficient to constrain precession.

Our study highlights the delicate nature of preces-
sional imprints on observed signals, providing a new view
of spins in massive systems beyond the frequency do-
main [1, 35, 76]. For GW190521, the difference between
the most informative precession inference to date and the
prior boils down to a single, quiet pre-merger cycle that
needs to be measured to better than half a standard de-
viation, cf., the difference between the black and orange
waveforms in Fig. 2. This is quantitatively in agreement
with the conclusions of Payne et al. [53] who explored
the impact of data quality on our ability to obtain an
unbiased measurement at that level.

Our novel time-domain approach of tracing the obser-
vational imprint of interesting physical effects cycle-by-
cycle can provide physical intuition about how key source
properties are inferred in relation to observed data fea-
tures. In anticipation of further massive observed signals,

9 Capano et al. [80, 93] provided an alternative interpretation
based on waveform models of the Phenom family [94, 95].

such a correspondence between source dynamics and ob-
served data can help pinpoint the most informative data
in order to assess data quality and waveform systemat-
ics, and enable us to morphologically study competing
physical interpretations that are likely to keep arising.

DATA AVAILABILITY

Posterior samples from all our pre- and post-cutoff
analyses – including those from additional cutoff times
not included in the main text – are available on Zenodo
at Ref. [98]. We release posteriors for all cutoff times in
intervals of 10Mref , from t = −50Mref to 50Mref . Cutoff
times in intervals of 2.5Mref between t = −30Mref and
20Mref were additionally explored to more finely resolve
the transition between informative and uninformative χp

posteriors.
Scripts to generate the waveform reconstructions and

inclination angles are on Github at Ref. [90], as are note-
books to plot all the figures appearing in the text. The
repository additionally contains animations showing re-
sults from for all pre- and post-cutoff analyses in intervals
of t = 2.5Mref :

• Ref. [89]: Animation of χp posteriors, whitened re-
constructions, and colored reconstructions for all
time slices; similar to Fig. 1.

• Ref. [91]: Animation of a corner plot for χp, χeff,
M , and q at all time slices; similar to Figs. 3 and
6.
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Appendix A: Parameter estimation settings and
priors

During parameter estimation, we sample the masses,
spin magnitudes and tilt angles, azimuthal inter-spin an-
gle, azimuthal precession cone angle, inclination angle,
luminosity distance, and phase of coalescence. The time
of coalescence, right ascension, declination, and polariza-
tion angle are fixed for computational efficiency; we have
ensured that further sampling over these parameters does
not alter our conclusions, as is shown in Fig. 4. Priors for
all parameters are given in Table I. We use slightly dif-
ferent mass and distance priors than Ref. [1] but – as we
show in Fig. 5 – obtain consistent results when analyzing
the full signal.10

Parameter estimation settings are listed in Table II.
All analyses make use of the three detector network
of LIGO Livingston, LIGO Hanford, and Virgo, us-
ing strain and event power spectral densities publicly
available on the Gravitational-wave Open Science Cen-
ter [108, 109].11 We use a lower and reference frequency
of 11 Hz, a maximum frequency of 1024 Hz, and a sam-
pling rate of 2048 Hz.12 Each analysis conducted before
a given cutoff time begins at the GPS time at geocenter
1242442966.9077148 s; those conducted after a given time
all end at 1242442967.607715 s. To translate the cutoff
times from geocenter to the times at the three detectors,
we use a right ascension of α = 6.075 rad, a declination
of δ = −0.8 rad, and polarization angle of ψ = 2.443 rad.

Appendix B: Whitening Waveforms

Whitened waveforms are obtained by dividing the
Fourier-domain waveform by the noise amplitude spec-
tral density and then inverse Fourier-transforming. In

the frequency domain, the whitened waveform ĥ(f) is
obtained from the original waveform h(f) by:

ĥ(f) =

√
fs

2Sn(f)
h(f) (B1)

10 We use the NRSur7dq4 [51] posterior samples (specifically
GW190521 posterior samples.h5) released by LIGO/Virgo at
Ref. [107] for this comparison.

11 Specifically we download the “32 sec, 16KHz” strain data up-
loaded to Ref. [110].

12 We opt for a minimum frequency of 11Hz which is consistent
with Refs. [16, 49], but not the more recent Ref. [50].

Parameter Symbol Value

Detector-frame total mass M(1+ z) U(200, 500)M⊙

Mass ratio q U(0.17, 1)

Primary spin magnitude χ1 U(0, 1)

Secondary spin magnitude χ2 U(0, 1)

Primary spin tilt θ1 isotropic

Secondary spin tilt θ2 isotropic

Azimuthal inter-spin angle ϕ12 U(0, 2π)

Azimuthal cone precession
angle

ϕJL U(0, 2π)

Inclination angle ι isotropic

Luminosity distance dL U(103, 104)Mpc

Phase of coalescence φ U(−π, π)

TABLE I. Priors used in parameter estimation. U(a, b) means
uniform between a and b. An isotropic prior for an angle x
means that the prior on cosx is uniform between −1 and 1.
Right ascension, declination, polarization, and time of coales-
cence are fixed to the values given in Table II.

Parameter Symbol Value

Start GPS time of
“before” segments

tstart 1242442966.907715 s

End GPS time of
“after” segments

tend 1242442967.607715 s

Coalescence GPS time t0 1242442967.405764 s

Mass-time scaling
relation

1Mref 0.00127 s

Right ascension α 6.075 rad

Declination δ -0.800 rad

Polarization angle ψ 2.443 rad

Minimum frequency fmin 11Hz

Maximum frequency fmax 1024Hz

Sampling rate fsamp 2048Hz

Reference frequency fref 11Hz

TABLE II. Settings for the time-domain parameter estima-
tion for GW190521. The pre-cutoff analyses all begin at tstart,
while the post-cutoff ones end at tend. These times are calcu-
lated with respect to the geocenter time t0 and then shifted
between detectors using the extrinsic parameters α, δ, and ψ.

where Sn(f) is the power spectral density and fs is the
sampling rate of the data. Though we sample the data
at 2048 Hz for inference, we use 1024 Hz when plotting
whitened waveforms for direct comparison to Ref. [1].
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FIG. 4. Posteriors for the detector-frame total mass M , mass ratio q, effective spin χeff, and effective precessing spin χp for
parameter estimation with (lighter color) and without (darker color) sampling over time of coalescence t0 and sky position –
referring to the right ascension, declination, and polarization angle – for the full signal (black; top row), the post-t = −10Mref

(orange; middle row), and the post-t = −40Mref (pink; bottom row). All results are consistent, the only difference being a
slightly wider total mass posterior.
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from this work (black), Ref. [1] (LIGO/Virgo data release; light blue), and this work reweighted to the priors of Ref. [1] (dark
blue). Our inference is consistent with Ref. [1] under the same priors.
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FIG. 6. Posteriors for χp and χeff for GW190521 in-
formed by data after five representative cutoff times: t =
{−40,−20,−10, 20, 30}Mref in pink, red, orange, green, blue
respectively, compared to the full signal analysis (solid) and
the prior (dotted) in black. Contours of the 50% credible re-
gions are shown for the two-dimensional posteriors. The two
spin parameters are not correlated, meaning that inferences
on χp at the various cutoff times do not simply arise from
conditional priors from χeff.

Appendix C: Quantifying precession

Spins aligned with the orbit are characterized at lead-
ing order by the effective spin χeff,

χeff =
χ1 cos θ1 + q χ2 cos θ2

1 + q
∈ (−1, 1) , (C1)

which is conserved to at least the second post-Newtonian
order in the inspiral [24, 25]. Precession – stemming
from mis-aligned spins – is typically characterized via
the “effective precessing spin” parameter [48], as defined
in Eq. (1) in the main text. Posteriors for χeff versus
χp for five representative cutoff times (compared to the
full signal posterior and the prior) are shown in Fig. 6.
Though typically χeff is better constrained than χp, this
is not the case for GW190521: χeff is never inferred to
be far from its prior with only slight deviations from the
prior that occur at different times from when we best
constrain χp. Furthermore, because the χp and χeff are
not correlated at any time slice, inferences of χp – and
thus our main conclusions – do not arise from a condi-
tional measurement driven by χeff [55]. In other words,
we are not just identifying differences in the spins from
χeff that then propagate into differences in χp, but rather
we are directly identifying differences in the in-plane spin
components’ inference.
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FIG. 7. From top to bottom: posteriors for χp, generalized
χp, and ||χ⃗⊥|| for the full analysis (black), and the post-t =
−40Mref (pink) and post-t = −10Mref (orange) analyses. All
parametrizations of precession lead to qualitatively similar
conclusions about spin inference and GW190521.
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However, χp is a parameter motivated by inspiral pre-
cession dynamics [46–48]. The angles θi associated with
each black hole’s spin vector – used to calculate χp –
are defined with respect to the binary’s orbital angular
momentum, a quantity that becomes meaningless dur-
ing the merger as the two black holes cease orbiting each
other. Indeed, the canonical equations describing preces-
sion dynamics (Eq. (11) of Ref. [26]) are only accurate
through the second post-Newtonian order, an expansion
which is only valid when the black holes are moving sub-
stantially slower than the speed of light, i.e. during the
inspiral [26, 27, 111–113]. Once entering the merger, pre-
cession becomes no longer analytically tractable.

Alternative parameterizations of precession have been
proposed, though they are all still inspired by intuition
gained from the inspiral precession equations. Gerosa
et al. [54] note that in the definition of χp, some – but
not all – of the precession-timescale oscillations are av-
eraged over. To rectify this and retain all variation over
the precessional timescale [33], they define a “general-
ized χp” in their Eq. (15). Defined on the range [0, 2),
the generalized χp has the advantage that it can help dis-
tinguish between binaries in which one versus both spins
are precessing. While binaries with generalized χp < 1
can have one or both spins precessing, the case in which
generalized χp > 1 only arises in the both-precessing
scenario. Thomas et al. [114] amend the fact that χp

does not accurately account for higher order multi-polar
modes by defining the “effective precession spin vector”
χ⃗⊥ – their Eq. (9). This parameter accounts for more
degrees of freedom and could facilitate a better repre-
sentation of precession in the strong-field regime. The
magnitude of the effective precession spin vector ||χ⃗⊥||
is a scalar measure of precession, analogous to the tra-
ditional χp. A third way to quantify the observability
of spin-precession is through the precessional SNR ρp, as
defined in Fairhurst et al. [43, 115]. Based on the idea
that precession is only inferred when two gravitational-
wave harmonics are observed, ρp is related to the SNR in
the second most significant waveform harmonic, defined
in Eq. (39) of Ref. [43].

Posteriors for generalized χp and ||χ⃗⊥|| are plotted in
Fig. 7 for the post-t = −40Mref (pink) and −10Mref

(orange) analyses, compared to the full analysis posteri-
ors (black). We do not plot ρp, as the current code to
compute it [116] necessitates a frequency domain wave-
form, which NRSur7dq4 is not [51]; Hoy et al. [117] pre-
sented ρp constraints for GW190521 using a different set
of waveform models. Both gen. χp and ||χ⃗⊥|| follow the
same trend as the traditional χp, shown in the top panel
of Fig. 7 for comparison. The inference of precession is
closer to that from the full signal in the post-t = −40Mref

analysis than the t = −10Mref .

The above quantities are all defined based on the in-
spiral dynamics; precession representations motivated by
merger dynamics are not available to the best of our
knowledge. Furthermore, all of the above quantities, as
well as χp itself, are quoted at the reference frequency
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FIG. 8. (Lower subplot) Network matched-filter SNR for the
pre-cutoff (blue) and post-cutoff (orange) analyses as a func-
tion of the cutoff time t. Points indicate the median SNR and
error bars represent the 90% credible region. The horizontal
black line represents the median SNR recovered by the full
analysis, with the 90% credible region shaded in gray. (Upper
subplot) Whitened strain data in LIGO Livingston (gray), and
whitened waveform reconstruction for the maximum posterior
(abbr. “max P”) draw from the full analysis (black), plotted
to help visualize the signal alongside the SNR evolution. In
both subplots, the red shaded region – between t = −40Mref

and −10Mref – is that which is identified as crucial for con-
straining χp.

of 11 Hz. Since quantifications of precession are time
varying–albeit slowly [46]–we expect their measurement
to change as a function of reference frequency. However,
crucially we do not expect the choice of reference fre-
quency to affect our conclusions. As long as the same
reference frequency is used for all pre-/post-cutoff anal-
yses, the posteriors for χp (and related quantities) are
expected to vary with the cutoff time in a similar way to
the results presented in Fig. 7.

Appendix D: Signal strength over time

We track the time-bounded matched-filter signal-to-
noise ratio (SNR) in the LIGO Livingston, LIGO Han-
ford, and Virgo detector network recovered by our anal-
yses, as defined in Eqs. (52) and (53) of Isi and Farr [84].
Figure 8 shows the SNR evolution for the pre- (blue)
and post-cutoff (orange) analyses. The change in SNR
is negligible between t = −40Mref and −10Mref (red
shaded region) for both the pre- and post-cutoff analy-
ses, suggesting that the change in inferred χp between
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FIG. 9. Identification of regions in time (pink shaded) during which the 50% credible intervals (CI) of the reconstructed

waveform strain ĥ are inconsistent between the full (black; labeled ĥfull) and post-t = −10Mref (orange; labeled ĥ−10) analyses.
This occurs around the two extrema of the final pre-merger cycle (t ∼ −30Mref and t ∼ −15Mref ; indicated with vertical black

dashed lines), when δĥ—the difference between the 75% CI of one analysis and the 25% CI of the other (green and blue)—is
negative (enlarged in the inset).

these times is not simply due to a drop in SNR.
To investigate correlations between signal strength and

χp (see Fig. 2 in the main text), we compare the 50%
credible intervals (CI) of the reconstructed waveform
strain for two analyses, one in which precession is in-
ferred (full analysis) and one in which it is not (post-
t = −10Mref analysis) . The top panel in Fig. 9 shows

the 50% CIs for the strain ĥ for these two analyses in
black and orange respectively. In the bottom panel, we

plot the differences δĥ between the 75% CI of one analysis
and the 25% CI of the other in green and blue. When ei-
ther difference is negative, the two sets of waveform recon-
structions are inconsistent at the 50% CI. This inconsis-
tency only occurs at the extrema of the final pre-merger
cycle, i.e. the peak around t ∼ −30Mref and trough at
t ∼ −15Mref , as indicated by the time-slices shaded in
pink. These regions are enlarged in the inset.
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