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Controlling two-electron systems in their excited state by an intense laser
field: Strong-field ionization of atomic helium & Wave-packet manipulation in
molecular hydrogen
In this work fundamental light–matter interaction is studied in excited-state two-
electron systems under the influence of an intense laser field in two respects: First,
motivated by the results of a numerical simulation on the role of initial-state elec-
tron correlation for the ionization process, strong-field ionization out of selectively
prepared doubly excited states (DESs) in helium is studied in a two-colour extreme
ultraviolet (XUV)–infrared (IR) experiment using a reaction microscope (REMI).
Detected recoil-ion and photoelectron momentum distributions help to identify a
variety of different IR-induced ionization pathways for both single and double ion-
ization out of different DESs as the initial state for strong-field interaction. Turning
the focus from the atomic to the molecular two-electron system, in the second study,
a novel all-optical approach enables visualisation of the dynamics of a vibrational
wave packet in an electronically excited state of neutral H2 through molecular self-
probing by the ground state encoded in the reconstructed time-dependent dipole
response of the excited system from XUV spectroscopy data. In a pump–control
scheme, an additional interaction with a 5-fs near-infrared (NIR) pulse of adjustable
intensity modifies the vibrational wave-packet revival. The adoption of an impul-
sive control mechanism together with state-resolved extraction of the accumulated
strong-field induced phases leading to the observed revival shift brings access to
state-dependent polarizability of different vibronic states in the excited wave packet.
In future, both experimental approaches can be applied to multi-electron systems to
study and control correlation in specifically prepared excited quantum systems.





Kontrolle von Zwei-Elektronen-Systemen in derem angeregten Zustand durch
ein intensives Laserfeld: Starkfeldionisation von atomarem Helium &
Wellenpaket-Manipulation in molekularem Wasserstoff
In dieser Arbeit wird die fundamentale Licht-Materie-Wechselwirkung in Zwei-
Elektronen-Systemen in ihrem angeregten Zustand unter dem Einfluss eines in-
tensiven Laserfeldes in zweierlei Hinsicht untersucht: Erstens, motiviert durch die
Ergebnisse einer numerischen Simulation zur Rolle der Anfangszustandselektro-
nenkorrelation für den Ionisationsprozess, wird die Starkfeldionisation aus selek-
tiv präparierten doppelt angeregten Zuständen (DESs) in Helium in einem zwei-
farbigen Extrem-Ultraviolett (XUV)-Infrarot (IR)-Experiment unter Verwendung
eines Reaktionsmikroskops (REMI) untersucht. Die detektierten Impulsverteilun-
gen von Rückstoß-Ionen und Photoelektronen helfen bei der Identifizierung einer
Vielzahl verschiedener IR-induzierter Ionisierungspfade sowohl für die Einzel- als
auch für die Doppelionisation aus verschiedenen DESs als Ausgangszustand für
die Starkfeldwechselwirkung. In der zweiten Studie wird der Schwerpunkt vom
atomaren auf das molekulare Zwei-Elektronen-System verlagert. Ein neuartiger
rein optischer Ansatz ermöglicht die Visualisierung der Dynamik eines Vibra-
tionswellenpakets in einem elektronisch angeregten Zustand von neutralem H2
durch molekulares Self-Probing durch den Grundzustand, kodiert in der aus XUV-
Spektroskopiedaten rekonstruierten zeitabhängigen Dipolantwort des angeregten
Systems. In einem Pump-Kontroll-Schema modifiziert eine zusätzliche Wech-
selwirkung mit einem 5-fs-Nahinfrarotimpuls (NIR) mit einstellbarer Intensität
den Revival des Vibrationswellenpakets. Die Annahme eines impulsiven Kon-
trollmechanismus in Verbindung mit einer zustandsaufgelösten Extraktion der
akkumulierten, durch das starke Feld induzierten Phasen, die zu der beobachteten
Revivalverschiebung führen, ermöglicht den Zugang zu der zustandsabhängigen
Polarisierbarkeit der verschiedenen vibronischen Zustände im angeregten Wellen-
paket. In Zukunft können beide experimentellen Ansätze auf Mehrelektronensys-
teme angewendet werden, um die Korrelation in speziell präparierten angeregten
Quantensystemen zu untersuchen und zu kontrollieren.
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1
⃓⃓⃓

INTRODUCTION

Physics as a word to describe "the scientific study of matter and energy and
the relationships between them" has its origin in the Greek word φυσική, meaning
"natural things" [15]. As the definition claims, the key subject in physics is the study
of matter, or the "physical substance that everything in the world is made of" [16].
In the same lines, this thesis investigates quantum matter under the influence of
external electromagnetic fields, aiming at understanding the structure and properties
of the matter of interest and especially the possibilities to influence and even control
those by the applied light fields.

With the invention of the first lasers [17, 18] two different directions in studies
of light–matter interaction with fully coherent light emerged. On the one side, the
development of highly stable laser sources with precisely defined narrow bandwidth
has made possible high-resolution spectroscopy for the operation of atomic clocks,
defining standards for frequency and through this also time [19]. On the other side,
laser sources with ever decreasing pulse duration [20–24] have enabled tracking
quantum dynamics in atoms and molecules on the natural timescales of the involved
processes, all faster than nanoseconds, while also opening the way for studies of
non-linear light–matter interaction, for which the short high-energy laser pulsed
radiation is necessary.

The relevant timescales in quantum dynamics start at the level of picoseconds
(1ps = 10−12 s), which is fast enough to follow molecular rotation, while even
shorter pulse duration in the femtosecond regime (1fs = 10−15 s) is required to re-
solve molecular-bond dynamics. Here, ultrashort mode-locked lasers [20–24] have
provided the temporal resolution for time-resolved investigation of chemical reac-
tions in the field of femtochemistry [25] introducing the concept of quantum con-
trol in pump–probe spectroscopy studies [26]. The attosecond domain, however,
(1as = 10−18 s), in which electronic processes evolve, remained out of reach until
the discovery of high-order harmonic generation (HHG) [27–29], providing coher-
ent broadband extreme ultraviolet (XUV) radiation in the form of attosecond pulse
trains [30] or even isolated attosecond pulses [31]. The field of attosecond science
aiming at real-time control of the electron motion in matter [32] was born.

In parallel, synchrotron facilities and their advanced version, free-electron lasers
(FELs), have also developed to deliver XUV radiation with small bandwidth. While
synchrotron light is not coherent, the radiation delivered by FELs is partially coher-
ent, allowing pulse duration down to the femtosecond regime, thus fast enough for
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studies of ultrafast dynamics. Additionally, FEL XUV radiation can reach high in-
tensities in the XUV, which in contrast to HHG-based XUV light, restricted to the
perturbative regime of light–matter interaction, can induce non-linear interactions
in the studied quantum systems.

Extreme ultraviolet radiation for the excitation of matter from free-electron
lasers as well as from high-harmonic generation has been used in the experimen-
tal studies, discussed in this thesis. In the two presented experiments the XUV
sources have been utilised as a pump for the preparation of the studied systems,
atomic helium and molecular hydrogen, in an excited state. The narrowband free-
electron radiation allows for the selective excitation of specific doubly excited states
in helium, while the broad XUV spectrum of the (nearly) isolated attosecond pulse
excites a multitude of states, thus forming a molecular vibrational wave packet in
an electronically excited state of neutral H2. Having the initial state of interest pre-
pared, an additional interaction with a moderately strong field (i.e. barely or not
ionizing or changing the neutral system in its ground state, but very much influenc-
ing the excited state under investigation) is introduced as a control over the final
state after interaction. In the case of helium, the IR pulse ionizes the system out
of the specifically excited state, which allows to study the role of the initial-state
electron correlation in strong-field ionization, as discussed in chapter 5, presenting
the results of this project. In the H2 study the dynamics of the excited molecular
vibrational wave packet is visualised through the time-dependent electronic dipole
reconstructed from XUV absorption spectra, while the few-fs short NIR field just
impulsively changes the wave-packet’s evolution without destroying it, thus allow-
ing for control over the studied molecular vibration.

Structured around those two experiments, this thesis first introduces the fun-
damental concepts in light–matter interaction between classical light and quantum
matter in chapter 2, distinguishing between the perturbation case and the strong-
field interaction case, where both absorption and ionization are discussed. The focus
is then shifted to the two-electron systems under study, presented in sections 2.2.1
and 2.2.2, respectively. Chapter 3 then introduces the laser sources employed for
both presented experiments, while also delivering information on the basics of ul-
trashort laser pulses, as well as the working principles of free-electron lasers and
high-harmonic generation. Not only different light sources are used in the two ex-
periments, but also two complimentary in their concept experimental setups, both
presented in chapter 4. While in the case of He the target is ionized, thus an appa-
ratus for the detection of ionization products, here a reaction microscope (REMI)
introduced in section 4.1, is required, the excited vibrating H2 molecule remains
intact after the interaction process and the bound-state dynamics is accessed in an
XUV time-domain absorption spectroscopy setup, section 4.2. The next two chap-
ters present both experimental studies, giving details on the experiments and the
data evaluation procedure before presenting the results, either motivated by or com-
pared to model simulations. Here, chapter 5 elaborates on strong-field ionization of
the FEL-prepared doubly excited states in the helium atom, whereas in chapter 6
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laser control over a vibrational wave packet in the hydrogen molecule is demon-
strated. The final chapter 7 provides a summary of the findings in both studies of
light–matter interaction.
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⃓⃓⃓

CLASSICAL LIGHT AND
QUANTUM MATTER

This chapter aims to bring an insight into the key physical concepts addressed
throughout this thesis, all centred around light–matter interaction. The light fields
are treated throughout classically, while matter is considered to be fully quantised in
the adopted semiclassical formalism, section 2.1.1. Different photoabsorption and
photoionization processes are discussed in the context of perturbation theory, sec-
tion 2.1.2, and in the strong-field limit in section 2.1.4.5, as well as from the macro-
scopic perspective 2.1.3. Those types of processes are studied in the benchmark
two-electron systems – atomic helium and molecular hydrogen, where the presence
of two interacting electrons opens possibilities to the occurrence of dynamics not
otherwise observed in single-active electron systems. Relevant structural details of
both systems under investigation are presented in section 2.2. While the ionization
process is characterised by ion yields and photoelectron momentum distributions,
the absorption process is best studied in spectroscopy experiments able to detect
changes of the observed absorption Beutler-Fano resonance line shapes discussed
in section 2.3.

2.1 Light–matter interactions

The subject of this thesis is the investigation of matter under the influence of
external electromagnetic light fields, which makes the following discussion of light–
matter interaction unavoidable.

2.1.1 Semiclassical description

Two systems of matter are studied throughout this thesis - atomic helium and
molecular hydrogen, both in the gas phase. Both systems are considered quantum
and are treated in the scope of quantum mechanics. The involved light sources inter-
acting with the quantum matter, on the other side, are classical and can be entirely
described using classical electrodynamics. Therefore, all quantum-mechanical con-
siderations throughout this thesis are semiclassical.
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2.1.1.1 Classical light fields

Classical light fields can be fully described using classical electrodynamics with
Maxwell’s equation at its heart, from which also the wave equation can be derived:

∇2u−
1
c2
∂2u
∂t2
= 0. (2.1)

Its solutions u are possible optical waves describing electromagnetic radiation. The
simplest solution of the wave equation (2.1) is a monochromatic wave with har-
monic time dependence,

u(r, t) = ũ(r)cos(ωt+ϕ(r)), (2.2)

with the (in general) position-dependent amplitude ũ(r) and phase ϕ(r) of the wave
having an angular frequency ω = 2πν.

Since complex-valued functions are mathematically easy to work with, it is con-
venient to represent the real wave function u(r, t), being an observable in the real
world, in terms of a complex function

U(r, t) = ũ(r)expi(ωt+ϕ(r)), (2.3)

such that the monochromatic wave in Eq. (2.2) is restored through taking the real
part of expression (2.3):

u(r, t) = ReU(r, t) =
1
2

[U(r, t)+U∗(r, t)]. (2.4)

Here, U(r, t) is known as the complex wave function and completely describes the
wave. It also satisfies the wave equation. Defining the complex-valued position-
dependent amplitude of U(r, t) as

U(r) = ũ(r)expiϕ(r) (2.5)

and rewriting Eq. (2.3), one arrives at the Helmholtz equation:

∇2U + k2U = 0, (2.6)

with the definition of the wavenumber k = ω/c. The choice of boundary conditions
leads to different solutions of the Helmholtz equation, with the simplest being a
plane wave and a spherical wave [33].

For the purpose to describe the fundamental principles of light–matter interac-
tion, it is sufficient to consider monochromatic plane waves with the electric field
vector F(r, t)) given through the expression

F(r, t)) =
i
2

F0
(︂
eei(kr−ωt)− e∗e−i(kr−ωt)

)︂
, (2.7)
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where F0 is the field amplitude, e the unit polarization vector and k the wave vector,
with the previously defined wavenumber being its amplitude. The optical intensity
of the field is given through the square of the field amplitude

I =
1
2
ϵ0cF2

0 . (2.8)

2.1.1.2 Quantum matter

Matter, on the other side, is treated fully quantum-mechanically and its station-
ary states ψn(r) are eigenvectors of the time-independent Schrödinger equation

Ĥ0ψn(r) = Enψn(r), (2.9)

where Ĥ0 is the stationary Hamilton operator and En the eigenenergies belonging
to each of the stationary states. Their time evolution is found as a solution of the
time-dependent Schrödinger equation (TDSE)

iℏ
∂

∂t
ψn(r, t) = Ĥ0ψn(r, t), (2.10)

leading to the time-propagation of a state, given by

ψn(r, t) = e−
i
ℏEntψn(r, t = 0) = e−iωntψn(r) (2.11)

with En = ℏωn.
An arbitrary time-dependent wave packet describing the free system is then a

linear superposition of all possible states

Ψ(r, t) =
∞∑︂

n=0

cn(t)e−iωntψn(r), (2.12)

where cn(t) are the time-dependent probability amplitudes of the states ψn(r) with
the population probability of the state given by the square of the coefficients cn(t)

𝑤n(t) = |cn(t)|2. (2.13)

2.1.2 Time-dependent perturbation theory

In the semiclassical approximation light–matter interaction can be treated in the
context of time-dependent perturbation theory. The following discussion closely
follows [34] and [35].

Time-dependent perturbation theory is applicable whenever the total Hamilto-
nian of the system can be represented as a sum of the stationary Hamiltonian of the
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unperturbed system Ĥ0 and a small time-dependent perturbation Ĥ
′
(t):

Ĥ(t) = Ĥ0+ Ĥ
′
(t). (2.14)

Here, the perturbation has a general time dependence but can typically be given
in relation to the time-dependent electric field F(r, t), as for example in the length
gauge of the dipole approximation. Considering a wave packet of states as an ansatz
for the solution of the TDSE corresponding to the time-dependent Hamiltonian, in
the bra-ket notation, which explicitly shows the orthogonality of the included states,
the time-dependent wave-function takes the form

|Ψ(t)⟩ =
∑︂

n
cn(t)e−iωnt |ψn⟩ . (2.15)

The TDSE to be solved then reads

iℏ
∂

∂t
|Ψ(t)⟩ =

[︂
Ĥ0+ Ĥ

′
(t)

]︂
|Ψ(t)⟩ . (2.16)

Evaluating Eq. (2.16) after insertion of expression (2.15) and making use of the
orthogonality of the states |ψn⟩, one arrives to a set of linear differential equations
for the time-dependent coefficients cn(t)

dcb(t)
dt
= −

i
ℏ

∑︂
n

cn(t) ⟨ψb|Ĥ
′
(t)|ψn⟩eiωbnt, (2.17)

with the angular transition frequency ωbn = (Eb−En)/ℏ.

Making use of the fact that the perturbation is small, in 0-th order, the initial
conditions will change very slightly, such that the population of the initial state a
will remain the same for all times, i.e. c(0)

a (t) = 1 and all other coefficients will
vanish, c(n)

a (t) = 0 for all n ≠ a. This leads to

dcb(t)
dt
= −

i
ℏ
⟨ψb|Ĥ

′
(t)|ψa⟩eiωbat. (2.18)

For an interaction starting at time t = 0, the time-dependent transition amplitude in
1-st order perturbation theory is given by

cb(t) = −
i
ℏ

∫︂ t

0
⟨ψb|Ĥ

′
(t′)|ψa⟩eiωbat′dt′ (2.19)

and the full solution in first order takes the form

|Ψ(t)⟩ ≈ e−iωat |ψa⟩+
∑︂
n≠a

cn(t)e−iωnt |ψn⟩ , (2.20)

while higher-order solutions can be obtained iteratively.
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Photoabsorption and photoemission naturally arise in time-dependent perturba-
tion theory, when the time-dependent perturbation is specified through a perturba-
tion amplitude dependent on an acting electromagnetic field as eF0, and a transition
operator T̂ with T̂ ba = ⟨ψb|T̂|ψa⟩, where typically the transition dipole operator is
considered.

One-photon interaction

The time-dependent transition amplitude in 1st order perturbation theory then
becomes

cb(t) =
eF0

2ℏ

∫︂ t

0

(︃
T̂ baei(ωba−ω)t′ − T̂ †baei(ωba+ω)t′

)︃
dt′ (2.21)

=
eF0

2ℏ

⎛⎜⎜⎜⎜⎜⎜⎝ T̂ baei(ωba−ω)t

i(ωba−ω)
−

T̂ †baei(ωba+ω)t

i(ωba+ω)

⎞⎟⎟⎟⎟⎟⎟⎠dt′. (2.22)

The two terms lead to significant contribution only in the cases ωba ∓ω ≈ 0,
since otherwise the exponential functions oscillate rapidly and disappear taking the
limit t→∞. Because the angular frequency of the electromagnetic field is defined
positive, ω > 0, the first term in Eq. (2.21) describes absorption and the second
emission of a single photon:

absorption b← a : ωba > 0 (2.23)
emission a← b : ωba < 0. (2.24)

The transition probability to state b from state a scales linearly with the laser-
field intensity, since

Rba(t) = |cb(t)|2 ∝ F2
0 ∝ I. (2.25)

Multi-photon interaction

The computation of the N-photon transition probability requires insertion of the
one-photon solution from Eq. (2.21) on the right hand side of Eq. (2.19) iteratively
N times. The obtained solution is valid for a transition from state |ψa⟩ to state |ψb⟩

in a quantum system S requiring N photons to become resonant:

S(|ψa⟩)+Nℏω→ S(|ψb⟩). (2.26)

The N-photon transition rate then becomes proportional to the N-th power of the
laser intensity I:

R(N)
ba (t) = σ(N)

ba Φ
N ∝ IN , (2.27)

with the generalised cross section σ(N)
ba and the photon flux Φ = I/(ℏω). Because of

the exponential scaling, N-photon processes become possible for higher intensities.
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2.1.3 Absorption in atoms and molecules

While the previous section discussed absorption in quantum systems in time-
dependent perturbation theory from the state-perspective, the following discussion
looks at absorption as a process occurring in a macroscopic system consisting of
many atoms or molecules of the same kind. If a considerable amount of atoms or
molecules in the target system absorb light with the same photon energy, then the
transmitted light spectrum would lack photons at a specific position in the spectrum.
The dips of the spectrum are called resonances and since they exactly correspond to
energy differences in the system, one finds information on the system’s structure in
the absorption spectra.

Due to the absorption, the transmitted light spectrum through the spectroscopic
sample will be attenuated. According to Lambert-Beer’s law of attenuation, in the
case of light propagation along the z direction, the transmitted signal is given by

I(ω,z) = I0(ω)e−α(ω)z, (2.28)

with the macroscopic absorption coefficient α(ω) proportional to the micro-
scopic absorption cross section σ(ω) of a quantum system through the number
of atoms/molecules ρN interacting with the incoming light of intensity I0(ω):

α(ω) = ρNσ(ω), (2.29)

with the assumption that all atoms/molecules in the target interact with the laser field
independently of each other. The absorption cross section obtained in this manner is
a phenomenological observable quantifying the probability of interaction between
an absorber and an incident photon with energy ℏω and has still to be related to the
intrinsic cross section for light–matter interaction of a quantum system.

The discussion in this section, following Ref. [36], shows that the absorption
cross section can be related to the microscopic dipole of a quantum system, thus
relating the microscopic response of a system to an interaction with a laser field
with the macroscopic observable of light attenuation passing through a medium.

Starting from the wave equation for a light electric field F(x, t) propagating
through a homogeneous medium without currents and charges(︄

∇
2−

1
c2
∂2

∂t2

)︄
F(x, t) = µ0

∂2

∂t2
P(x, t), (2.30)

with µ0 being the vacuum permeability and P(x, t) the linear polarization, one can
restrict the derivation for a plane wave propagating along the z direction. The one-
dimensional wave equation then takes the form(︄

∂2

∂z2 −
1
c2
∂2

∂t2

)︄
F(z, t) = µ0

∂2

∂t2
P(z, t). (2.31)
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In the frequency domain, this relation between the linear-response polarization and
the electric field takes the form

P̃(z,ω) = ϵ0χ(ω)F̃(z,ω). (2.32)

In general, χ(ω) is a tensor quantity. However, in the linear approximation only its
first order component is taken into account and the polarization is then just linearly
proportional to the electric field, as denoted in Eq. (2.32).

For the discussed case of a plane wave propagating in z direction approximating
the electric field, the dispersion relation takes the form

k2−
ω2

c2
(1+χ(ω)) = 0, (2.33)

with its usual form involving the index of refraction n restored through the rela-
tion n =

√︁
1+χ(ω). In complex notation, χ(ω) can be decomposed into a real and

imaginary part,
χ(ω) = Re[χ(ω)]+ iIm[χ(ω)]. (2.34)

For a dilute gas-phase sample χ(ω) is smaller than unity, such that

k ≈
ω

c

(︄
1+
Re[χ(ω)]

2
+

iIm[χ(ω)]
2

)︄
(2.35)

also takes a complex form. The real part of the complex wave number is related to
the dispersion whereas the imaginary part relates to the absorption coefficient α(ω)

α(ω) =
ω

c
Im[χ(ω)]. (2.36)

Thus, the atomic cross section can be related to the susceptibility and through
Eq. (2.32) to the polarization

σ(ω) =
1
ρN

ω

c
Im[χ](ω) =

1
ρN

ω

cϵ0
Im

[︄
P̃(ω)
F̃(ω)

]︄
(2.37)

Classically the polarization P̃(z,ω) is interpreted as the average dipole moment per
atom or molecule d(ω), multiplied by the atomic number density ρN. This leads to
the relation between the atomic cross section and the dipole moment

σ(ω) =
ω

ϵ0c
Im

[︄
d(ω)
F̃(ω)

]︄
. (2.38)
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(a) single-photon ionization (b) multi-photon ionization
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Figure 2.1: Ionization processes. (a) Single-photon ionization as a result of in-
teraction with one photon with energy ℏω > IP (purple arrow). (b) Multi-photon
ionization requiring interaction with n+ s photons (red arrows), with n photons be-
ing necessary to overcome the ionization potential barrier. (c) Tunnel ionization,
where the strong laser field lowers the potential and an electron can tunnel outside
the binding region of the potential (blue arrow).

2.1.4 Ionization processes

Light-matter interaction does not only lead to absorption and (stimulated) emis-
sion, which are bound-bound transitions but can also couple bound states to free
states, thus causing ionization with the emission of (at least) one photoelectron.

2.1.4.1 Single-photon ionization

To free an electron from its bound state in a system S , the electron has to absorb
a minimal amount of energy, corresponding to its binding energy Ip, with all the
excess energy being transferred to the freed particles upon ionization, Fig. 2.1 (a).
The induced transition takes place starting from a bound state |ψa⟩ and going to a
continuum state |ϵ⟩, describing a free electron with an asymptotic kinetic energy
ϵ. The continuum energy is a function of the wavenumber ke of the electron in the
asymptotic limit of being infinitely far away from the nucleus:

ϵ =
ℏ2k2

e

2me
. (2.39)

The photoionization reaction can be written schematically in the following notation:

S(|ψa⟩)+ℏω→ S++ e−(ϵ) with ϵ = ℏω− Ip. (2.40)
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The photoionization cross section in this case is similar to the photoexcitation cross
section for a one-photon transition, thus

σϵa(ℏω) = 4π2αℏω|T̂ ϵa|
2, (2.41)

where the transition-matrix element is defined between the initial bound state |ψa⟩

and the final continuum state |ϵ⟩.

2.1.4.2 Multi-photon ionization

As it was shown for the absorption process, at high enough intensities multiple
photons can be absorbed simultaneously to make a bound-bound transition possi-
ble. The N-th order process in perturbation theory can be used also to describe
bound-free transitions, i.e. multi-photon ionization, Fig. 2.1 (b). The photoioniza-
tion reaction of this process is given by

S(|ψa⟩)+Nℏω→ S++ e−(ϵ) with ϵ = Nℏω− Ip. (2.42)

Exactly as in the absorption case, the transition rate for multi-photon ionization
depends on the photon flux Φ and through this on the field intensity to the power of
N:

R(N)
ϵa (t) = σ(N)

ϵa Φ
N ∝ IN , (2.43)

with the generalised cross section for the bound-free transition σ(N)
ϵa .

As illustrated in Fig. 2.1 (b), it is possible that not just the minimal amount of n
photons are absorbed to overcome the ionization threshold but also that additional
absorption of s photons above the threshold, i.e. above-threshold ionization (ATI),
takes place. A signature of this process are discrete peaks in the electron-energy
distribution, ATI peaks, spaced by the energy ℏω of the ionizing field [37–39].

2.1.4.3 Tunneling ionization

At intensities of the interacting field where the laser electric field strength is
comparable to the binding potential strength, perturbation theory is not applicable
any more. In this case, the binding potential is strongly distorted by the interacting
field, as sketched in Fig. 2.1 (c). Here, an electron can tunnel through the created
Coulomb barrier. The rate of tunnel ionization can be derived from ADK-theory,
named after M. V. Ammosov, N. B. Delone and V. P. Krainov [40–42] treating the
atom in the single-active electron approximation:

ΓADK(t) =

√︄(︄
2e
n∗

)︄
1

2πn∗
(2l+1)(l+ |m|)!

2|m|(|m|)!(l− |m|)!
IP

(︄
3F(t)

π(2IP)3/2

)︄1/2

×(︄
2(2IP)3/2

F(t)

)︄2n∗−|m|−1

exp
[︄
−

2(2IP)3/2

3F(t)

]︄
.

(2.44)
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The ionization rate ΓADK does not only depend on the electric field F(t) but also on
the ionized quantum state with effective principal quantum number n∗ = Z/

√
2IP,

the angular momentum and magnetic quantum numbers l and m, as well as the
ionization potential Ip and charge number Z.

2.1.4.4 Over-the-barrier ionization

In the case that the Coulomb barrier is suppressed such that the initially bound
electron is freed in the laser field, over-the-barrier ionization takes places. Electric-
field strengths at which this process becomes relevant are achieved for fields higher
than a critical field

Fcrit
0 =

I2
P

4Z
, (2.45)

with the ionization potential IP and the charge after ionization Z. While this limit
holds in the case of a classical barrier and considering the electron as a particle with
a given momentum, it is only approximative when the electron is treated as a wave
function [43].

2.1.4.5 Strong-field ionization

If perturbation theory or ADK-theory should be considered for the description of
a particular ionization case, i.e. if multi-photon or tunneling ionization takes place,
can be decided, calculating the corresponding Keldysh parameter γ [44] quantifying
the transition from the multi-photon to the tunneling regime. The Keldysh parame-
ter is an adiabaticity parameter depending on the ionized target species through the
ionization potential IP, the laser intensity I and the carrier frequency ω:

γ = ω

√︃
2IP

I
. (2.46)

It can be expressed in terms of the ponderomotive potential, given by

UP =
e2F2

0

4meω2 =
I

4ω2 , (2.47)

which is defined as the averaged kinetic energy of an electron in a periodic laser
field of frequency ω and intensity I. With this,

γ =

√︃
IP

2UP
. (2.48)

For γ≪ 1 the ionization is best described by tunneling, whereas for γ≫ 1, or even
γ ≳ 1, multi-photon interaction should be considered. In reality, however, with laser
intensities of strong infrared (ℏω ≈ 1.6eV) lasers on the order of 1014 W/cm2 and
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ionization potential starting from the ground state ∼ 10eV, the Keldysh parameter
γ ≈ 1, so that no clear classification is possible.

The ponderomotive shift UP can be interpreted as an increase of the ionization
threshold with increasing intensity. In the same way, the bound states also get an
energy shift with increasing intensity due to the Stark shift

∆EStark = −
α

2
F2

0 , (2.49)

depending on the polarizability of the state α and the field strength F0. As α can
be state dependent, different states get a different Stark shift, and it was found that
loser bound states experience a bigger Stark shift [45, 46]. Both the ponderomotive
shift and the Stark shift thus affect the photoelectron kinetic energy gained upon
ionization.

2.1.4.6 Multiple ionization

In an ionization processes involving the liberation of multiple (at least two)
electrons, in contrast to single-ionization processes, multiple ionization takes place.
Here, the different electrons can be freed either independently one after each other
in the process of sequential ionization or together in non-sequential ionization. If
sequential ionization takes place, every step in the sequential process can be treated
as a single-electron ionization, but with a (typically) larger ionization potential IP
and a different initial and final charge state Z. If the obtained results would deviate
from the expected in the case of the sequential treatment, this would indicate the
occurrence of a non-sequential process, thus indicating electron correlations during
the ionization process.

A prominent example of electron correlation is occurring knee-like structure for
double-ionization yield as a function of increasing intensity [47, 48], where a sig-
nificant increase in the yield of doubly charged ions was found compared to the
predictions from ADK-theory. The discrepancy has been closed through consider-
ation of recollision, where the initially freed electron interacts with the ion, while
being driven back to it during the electric-field cycle [49, 50]. Different types of
processes can happen upon recollision [32]:

• radiative recombination leading to high-harmonic generation [27–29], as it
will be discussed in chapter 3.2.2;

• elastical back-scattering at the ion causing high-order above-threshold ioniza-
tion (HATI) used for characterisation of ultrashort laser pulses [51, 52];

• non-radiative recombination leading to frustrated tunneling ionization [53];

• inelastic recollision causing either ionization of the electron itself or ioniza-
tion of the ion in non-sequential double ionization (NSDI) [47, 48].
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2.2 Two-electron systems

In this work, both an atomic system and a molecular system having two elec-
trons are investigated - the helium atom and the hydrogen molecule, both being in
an excited state. The present section gives information on the main states in both
systems studied throughout this thesis.

2.2.1 The helium atom
The helium atom consists of two protons and two neutrons, bound together in a

nucleus, as well as two electrons in the electron shell of the atom. The total two-
electron wave function Ψ(e1,e2) can be written as a product of the spatial and spin
wave functions in the form [34]

Ψ(e1,e2) = Ψ(r1, r2)χ(s1, s2). (2.50)

In the cases discussed in this thesis, the spin degrees of freedom are decoupled
from the electron degrees of freedom. Thus, not considering spin-spin interaction,
the total spin quantum number is preserved in all studied transitions starting from
the ground state with S = 0, which implies that the spin wave function of the ex-
cited states is also antisymmetric and therefore the spatial wave function must be
symmetric according to Pauli’s principle for fermions.

The spectroscopic notation for two-electron systems is

2S+1Lπ, (2.51)

with L ∈ {0,1,2, . . . } ≅ {S,P,D, . . . } and S being the total angular momentum and
total spin quantum number, respectively. The parity of the state is given by π with
"o" for odd and "e" for even parity. For single-photon transitions in the dipole
approximation only coupling of different parity states is allowed, such as 1Se to
1Po.

Singly excited states of the helium atom can be understood as states, where only
one of the electrons is excited and the other one remains in the 1s shell. All singly
excited states have energies between 21.22eV, the energy level of the first excited
state, and the first ionization threshold I1 at 24.588eV. For dipole transitions involv-
ing absorption of just one photon, the 1snp singly-excited states series is accessible,
where n = 2,3,4, . . . . The energy levels of those states, converging to the N = 1 ion-
ization threshold, are listed in table 2.1 together with the states’ decay rate back to
the ground state.

All doubly excited states in the helium atom have energies higher than the first
ionization threshold and are classified in different series, converging to the higher
lying ionization thresholds In ∈ {I2, I3, I4, . . . , I∞}, where the lower excited electron
can be thought of being in the corresponding n shell and the other electron in a
higher excited shell. The ionization thresholds, relevant for the ionization studies
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Table 2.1: Energies and decay rates of considered singly and doubly excited states
in the helium atom [54–57].

Series State Energy Decay rate
configuration (eV) (a.u.) (meV)

Singly excited
states,
N=1

1s2 0 0
1s2p 21.2180 0.77979 0.0074
1s3p 23.0870 0.84847 0.0023
1s4p 23.7421 0.87255 0.0010
1s5p 24.0458 0.88371 0.0005
1s6p 24.2110 0.88978 0.0003
1s7p 24.3107 0.89345 0.0002

Doubly
excited states,

N=2

2s2p 60.147 2.2105 37.4
sp2,3+ 63.658 2.3395 8.2
sp2,4+ 64.466 2.3692 3.5
sp2,5+ 64.816 2.3821 1.8
sp2,6+ 65.000 2.3888 1.0
sp2,7+ 65.110 2.3929 0.7
sp2,8+ 65.179 2.3951 0.4
sp2,3− 62.758 2.3065 0.5
sp2,4− 64.135 2.357 0.3
sp2,5− 64.657 2.376 <0.1

Doubly
excited states,
N=3

3s3p 69.873(9) 2.568 181(10)
sp3,4+ 71.623(4) 2.632 82(5)
sp3,5+ 72.179(2) 2.653 39(3)

out of doubly excited states presented in chapter 5, are listed in table 2.2 according
to reference [56].

High-resolution studies of double-excitation states in helium [55, 56] have re-
vealed multiple series of states converging to the respective ionization threshold
of the excitation manifold. For the doubly excited states with N = 2, the possible
dipole-allowed configurations are the 2snp, 2pns and 2pnd. Initial detection of at
first only two series [58] has lead to the definition of superposition states as linear
combination of states [59]

sp2,n± =
1
√

2

(︁
2snp±2pns

)︁
(2.52)

forming a strong "+" and a weak "-" series, whereas the third even weaker series
has only been detected in spectroscopic studies with higher resolution [56, 57].
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Table 2.2: Energy positions of the ionization thresholds in the helium atom reported
in [56].

Ionization threshold Energy position
I1 24.588eV
I2 65.399eV
I3 72.957eV
I4 75.602eV
I5 76.826eV
I6 77.491eV
I∞ 79.003eV

The classification of doubly excited states for increasing lowest quantum num-
ber N becomes ever more challenging and in the context of this work is kept up to
the N = 3 series. Introduction of new set of correlation quantum numbers, which
classify correlations between the electrons in the radial and angular coordinates
(hyperspherical coordinates) allow for better classification of the highest Rydberg
series in the helium atom [60–63].

Being embedded in the single-ionization continuum, all doubly excited states
can autoionize through a configuration-interaction coupling to the continuum [64]
and have lifetimes ranging between 18fs for the 2s2p state and ∼ 100fs for the
higher excited states. The energies of states relevant to the ionization studies in
chapter 5, are listed in table 2.1 together with other important state parameters,
such as the decay rate, which is inversely proportional to the state’s lifetime.

2.2.2 The hydrogen molecule

The hydrogen molecule, just like the helium atom, has two electrons, but also
two separate nuclei, each consisting of one proton. Using the fact that the mass
of the electrons me is much smaller than the mass of its nuclei M, the nuclear and
electronic degrees of freedom can typically be decoupled adiabatically in the Born-
Oppenheimer approximation [65]. The total molecular wave function then reduces
to a product between the electronic and nuclear wave functions for a given electronic
state s and nuclear centre-of-mass coordinate R

Ψs(r1,r2,R) = η(R)ψs(R;r1,r2). (2.53)

The nuclear wave function η(R) describes both vibration and rotation for the elec-
tronic states s with its wave function ψs(R;r1,r2).

In analogy to the spectroscopic notation introduced for atoms, the electronic
state in the hydrogen molecule can also be characterized by a molecular term sym-
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Table 2.3: Character table for the point group of a two-atomic homonuclear
molecules. The symmetry operation of the point group are the identity E, the rota-
tion around the molecular axis Cϕ

∞, reflection at planes including the molecular axis
σν, inversion i, improper rotations around the molecular axis S ϕ

∞ and the 2-fold
rotations C2.

Molecular state Symmetry operations
E Cϕ

∞ σν i S ϕ
∞ C2

Σ+g 1 1 1 1 1 1
Σ+u 1 1 1 -1 -1 -1
Σ−g 1 1 -1 1 1 -1
Σ−u 1 1 -1 -1 -1 1
Πg 2 2cos(ϕ) 0 2 -2cos(ϕ) 0
Πu 2 2cos(ϕ) 0 -2 2cos(ϕ) 0
∆g 2 2cos(2ϕ) 0 2 2cos(ϕ) 0
∆u 2 2cos(2ϕ) 0 -2 -2cos(ϕ) 0

bol of the form
2S+1Λ±g,u, (2.54)

with S being the total spin and Λ ∈ {0,1,2, . . . } ≅ {Σ,Π,∆, . . . } the z-component of
the total angular momentum, whereas ± stands for symmetry, antisymmetry under
the σν transformation (reflection at a plane including the molecular axis) and the
subscript g,u for sgn(Λ) = 1,−1, respectively. Thus, the molecular term symbol
also shows the symmetry properties of the electron wave function under different
transformations, as listed in table 2.3.

To specify a certain electronic state in a molecule, a letter is typically also added
before the term symbol, where X is used for the ground state, as in the ground-state
notation of the H2 molecule X1Σ+g . The excited states are labelled alphabetically, in
ascending order, A,B,C, . . . or a,b,c, . . . . Here, capital letters are used for spin sin-
glet states (S = 0) and lower-case letters for triplet states (S = 1) [66]. For diatomic
molecules, also the one-electronic molecular-orbital designators for the united atom
configuration of the type 1sσ2pπ are typically given next to the term symbol, where
if an electron is assumed to be in the 1sσ orbital, only the orbital of the excited
electron is listed [67].

With XUV light having photon energies bellow 20eV, as used in the nu-
clear wave-packet study presented in chapter 6, one can reach the singly excited
electronic states in the H2 molecule, with the notation of the first lowest states:
B1Σ+u 2pσ, C1Πg2pπ B′ 1Σ+u 3pσ, D1Πu3pπ, which are all accessible via a dipole
transition from the molecular ground state X1Σ+g 1sσ. Those excited states can be
dipole-coupled to states which are dipole-forbidden for transitions from the ground
state as for example the EF1Σ+g 2sσ+2pσ2 or the H1Σ+g 3sσ. A summary of accu-
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Figure 2.2: Potential-energy curves of the most important states of the H2 molecule
after [67]. Figure reprinted from [68].

rate potential-energy curves for the hydrogen molecule, shown in Fig. 2.2, is given
in [67, 68].

Some of the singly excited states in the H2 molecule have a predissociating
character, because they are located above the H(1s)+H(2l) dissociation limit at



2.3 Beutler-Fano line shapes 21

14.676eV and can non-adiabatically couple to it as well as to other states. A promi-
nent example of a state with predissociative character is the D1Πu3pπ state. Al-
ready after the first observation of its absorption lines [69, 70] broadening due to
dissociation was identified and later asymmetrical Beutler-Fano line shapes were
measured, followed by many spectroscopic studies summarized in [71], with the
most accurate spectroscopic study [72] and theory description of predissociation in
the D vibronic resonances [73] to date. Due to the predissociative broadening of the
vibronic resonances of the D state, they are easier to detect spectroscopically in an
XUV absorption-spectroscopy experiment and thus were chosen as the focus of the
studies in chapter 6 investigating vibrational wave-packet dynamics in the excited
electronic state.

2.3 Beutler-Fano line shapes
Line shapes of resonances belonging to states with autoionizing or predisso-

ciative character have an asymmetric form arising due to couplings with the en-
ergetically degenerate continuum or dissosciation states through configuration in-
teraction [64]. A summary of Fano’s theory of configuration interaction is found
in [74, 75], leading to a general Beutler-Fano line shape profile described by its
absorption cross section

σ ∝
|q+ ϵ |2

1+ ϵ2 , (2.55)

depending on the reduced energy variable

ϵ =
E−Eres

Γ/2
. (2.56)

The linewidth Γ = 2π|VE |
2 depends on the interaction VE = ⟨cE |V̂|b⟩ between the

bound |b⟩ and continuum |cb⟩ states introducing a finite life time of the state τ ∝ 1/Γ
due to the loss channel in the continuum. The asymmetry parameter q is connected
to the strength of the interaction to the continuum and the transition probabilities
between the ground and bound state and between the ground and continuum state
in the system. Figure 2.3 illustrates the dependence of the generalised Beutler-Fano
profile on the asymmetry parameter q.

Experimentally obtained spectroscopic data is fitted with a Fano line profile of
the form

σexp = a
|q+ ϵ|2

1+ ϵ2 +σNR, (2.57)

with the parameter a scaling with the strength of the asymmetric profile and the
non-resonant background contribution σNR.
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LIGHT SOURCES

For the investigations presented in this thesis different light sources have been
used. This chapter discusses their most important characteristics, starting from the
used light sources with the longest time duration on the order of a few tens of
femtoseconds and going to light pulses with duration on the attosecond timescale.

3.1 Ultrashort laser pulses

Laser pulses with duration on the picosecond and femtosecond time-scale are
referred to as ultrashort laser pulses [76]. In this thesis, ultrashort laser pulses refer
to light fields with temporal duration less than 100fs, distinguishing between multi-
cycle laser pulses with duration ∼ 70fs and few-cycle laser pulses with duration
∼ 5fs.

In the time-domain, ultrashort laser pulses are described by a time-dependent
electric field F(t), typically defined as the product between a slowly varying enve-
lope F (t), often a Gaussian or a cos2 function [33], and an oscillating part with a
time-dependent phase ϕ(t):

F(t) = F (t)eiϕ(t), (3.1)

which for convenience, as noted in the discussion on classical light fields in section
2.1.1.1, is preferably treated in the complex plane. The temporal field F(t) is related
to the spectral field F̃(ω) in the frequency domain via a Fourier transformation F:

F̃(ω) = F{F(t)}(ω) =
1

2
√
π

∫︂ ∞

−∞

F(t)e−iωtdt, (3.2)

F(t) = F−1{F̃(ω)}(t) =
1

2
√
π

∫︂ ∞

−∞

F̃(ω)eiωtdω, (3.3)

with ω being the angular frequency of the oscillating field. The Fourier relationship
between the electric-field representation in the time and in the frequency domain
implies, that a stretch in one of the domains leads to a contraction and amplitude
change in the other domain. According to this inverse relationship between the
temporal ∆TFWHM and spectral ∆ωFWHM width ultrashort light pulses have to be
supported by a broadband spectrum.
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While a broad spectrum is a necessary condition for a short laser pulse, the
phase relationship of the frequencies in the laser pulse is the deciding factor for the
production of ultrashort light pulses. The temporal phase ϕ(t) can be expanded in a
Taylor series

ϕ(t) =
∞∑︂

n=0

ϕn

n!
tn = ϕCEP+ωct+Φ(t). (3.4)

Here, ϕCEP is the constant offset phase between the carrier oscillation and the
maximum of the envelope amplitude function, i.e. the carrier-envelope phase (CEP).
The carrier frequency ωc is typically defined as the average of all spectral compo-
nents or as the frequency with maximal spectral amplitude. The remaining term in
the expansion Φ(t) contains all higher-order phase contributions, which affect the
instantaneous pulse frequency ω(t), defined as the derivative of the temporal phase
with respect to time:

ω(t) =
d
dt
ϕ(t) = ωc+

d
dt
Φ(t). (3.5)

In the case that Φ(t) has no temporal dependence, the instantaneous frequency is
constant for all times and the resulting Fourier-transform limited pulse (FTL) has
the shortest possible duration supported by the spectral bandwidth of the pulse. If
d
dtΦ(t) ≠ 0, then ω(t) changes with time and the pulse is referred to as chirped, as
the frequencies increase or decrease during the time-propagation of the pulse, in the
cases of up-chirp and down-chirp, respectively. The temporal phase is connected
to the spectral phase of the pulse, which can also be expanded around the carrier-
envelope frequency ωc in a Taylor series

φ(ω)=
∞∑︂

n=0

φn

n!
(ω−ωc)n = φCEP+GD(ω−ωc)+

GDD
2

(ω−ωc)2+
TOD

6
(ω−ωc)3+ . . .

(3.6)
Here, as in the case of the temporal phase, the constant term corresponds to the CEP
offset. The group delay GD shifts the absolute time-position of the pulse, while the
higher components introduce a frequency-dependent delay of the different spectral
components. The group-delay dispersion GDD leads to a time-chirp of the laser
pulse, with positive GDD causing an up-chirped pulse (with increasing frequency
over time) and a negative GDD leading to a down-chirped pulse (with decreasing
frequency over time). The third-order dispersion TOD leads to pre- and post-pulses
around the main pulse. All higher-order frequency dependences, GD, GDD, TOD,
can be induced through propagation of the pulses in a medium over a given distance,
as for example through air, and have to be taken into account when designing the
optical path of a laser beam, such that the shortest possible pulse is detected at the
position of interaction with the target under study.
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3.1.1 Laser system for strong-field ionization of excited states in
the helium atom

In the experiments discussed in chapter 5 an ultrashort light pulse with intensity
on the order of 1013 W/cm2 is used to strong-field ionize initially prepared doubly
excited states in the helium atom. The laser setup for the production of those IR
pulses with central wavelength of ∼ 800nm is a flexible high repetition laser source
for pump-probe experiments at FLASH2 [77] based on the process of optical para-
metric chirped pulse amplification (OPCPA) [78]. It features a hybrid Yb:fibre laser,
Yb:YAG by Innoslab [79], as a pump and a YAG-generated supercontinuum seed
as a seed of the OPCPA setup. The output of the OPCPA delivers intensity-stable
output pulses with energy > 500µJ synchronised to the FLASH master oscillator in
a 10Hz burst mode and an intraburst repetition rate of 100kHz.

The OPCPA-output laser pulses are transported to two FLASH2 experimental
end-stations via a transport beamline with length more than 40m, which requires
pointing stabilisation of the laser beam. Directly at the FL26 end-station, where the
experiments of chapter 5 were performed, pulse diagnostics, pulse compression,
attenuation and focussing to the experimental chamber were carried out. Here, a
grating compressor is used for the adjustment of the time duration of the pulse, set
for the experiments ∼ 70fs, such that temporal overlap with the time-jittering FEL
pulses is ensured. The measured energy per pulse directly before incoupling in the
experimental setup amounts to ≈ 130µJ.

The IR beam is focussed in the experimental setup with an IR-focussing lens
with focal length of 50cm and is coupled in the FEL beamline under 90◦ by a
silver-coated planar mirror with a 4-mm whole in its center, through which the
FEL pulse can pass through. Both beams propagate collinearly downstream and
spatially overlap in the target-interaction region. While spatial overlap is found
optically on a Ce:YAG-coated screen, temporal overlap is found with nanosecond
precision with a fast photodiode placed in the reaction microscope [80] and with
femtosecond precision in a target with well-known pump–probe ionization signal,
like a ground-state noble gas. For the presented experiments Ar was used.

3.1.2 Laser system for the generation of short and strong laser
pulses

In the experiment discussed in chapter 6, demonstrating the all-optical visualisa-
tion of a vibrational wave packet in the neutral excited hydrogen molecule, together
with the possibility to control the wave-packet evolution, a short and strong NIR
pulse is used twofold:

1) as a driving pulse in the process of high-harmonic generation for the produc-
tion of coherent XUV radiation and

2) as a control pulse of the XUV-initiated wave-packet dynamics.
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Figure 3.1: Illustration of the main components of the laser setup for the generation
of ultrashort laser pulses.

For the first purpose, high peak intensity of the laser radiation, on the order of
1014 W/cm2, is required. Such intensities can be reached in the small focal size of
ultrashort laser pulses, on the order of a few tens of fs or shorter, delivering also
high pulse energy. Because the produced HHG XUV radiation has to span over all
resonances of the D1Πu3pπ potential-energy curve to excite the whole D vibrational
wave packet, a few-cycle laser pulse leading to the generation of continuous XUV
spectrum is needed. All those laser requirements are met by the specifications of the
commercially available laser system Femtopower™ HR/HE CEP4 by Femtolasers
GmbH in combination with a home-built hollow-core-fibre (HCF) based system for
spectral broadening followed by a suitable chirped-mirrors compression stage.

3.1.2.1 Femtosecond laser system

The Femtopower™ HR/HE CEP4 laser system delivers sub-20fs pulses cen-
tred at the wavelength of 790nm with repetition rate of 3kHz and energy per pulse
up to 3mJ. It consists of two main parts: an actively dispersion-controlled Kerr-
lens mode-locked oscillator [22,23] and a multi-pass chirped-pulse amplifier (CPA)
[81], both using a titanium-doped sapphire crystal (Ti:Sa, or Ti:Al2O3) as the gain
medium. A sketch of the laser system with its main components is shown in Fig. 3.1.

The oscillator Ti:Sa crystal is pumped by a Spectra Physics Millenia solid-state
laser with continuous power of 3.5W at 532nm to generate broadband, almost
octave-spanning, output pulses centred around 800nm with duration less than 10fs
and pulse energy up to 3.5nJ at 75MHz repetition rate. Before seeding the am-
plifier, the oscillator output pulses are carrier-envelope-phase (CEP) stabilised in
the CEP4 module by passing through an acousto-optic frequency shifter (AOFS),
where the fluctuating CEP is shifted by the amount measured in an f –2 f interfer-
ometer [82, 83].

In the amplifier, the passively CEP-stable pulses are first stretched to a duration
of a few-tens of picoseconds before entering the multipass section. After the first
four passes through the amplifier Ti:Sa crystal, pumped by a Q-switched pump laser
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(DM-50 by Photonics Industries) with average power of ∽ 50W the repetition rate
is reduced to 3kHz through selection of a single pulse from the pulse train by a
fast-switching Pockels cell. To compensate for higher order dispersion and reduce
the gain-narrowing in the amplification process by shaping the spectral amplitude
of the selected pulse from around the maximum of the gain envelope, the beam is
steered through an acousto-optic programmable filter (Dazzler by Fastlite). After
the following 4 passes through the amplifier crystal the beam divergence is changed
for the last two passes to prevent damage to the Ti:Sa crystal and optimize the effi-
ciency of the amplification process, arriving to pulse energies above 3.5mJ. After
the tenth and final pass through the crystal the beam is directed trough a grating
compressor combined with chirped mirrors to increase the peak intensity and lower
the pulse duration of the output pulses back to the sub-20fs range.

3.1.2.2 Laser pulse compression to the few-cycle regime

To come back to the single-digit femtosecond pulse length, i.e. to few cycle
laser pulses, the output pulses need to be spectrally broadened and all new light
frequencies have to be brought back together in phase. In the laser setup, sketched
in Fig. 3.2, a helium-gas-filled hollow-core fibre is used for the spectral broadening
through self-phase modulation of the light in the gas medium [84, 85]. The fibre
capillary with the inner diameter 310µm and length of 1.5m is cut in two equally
long parts in the middle and the two parts are again brought back together very
tightly in the original rotation to each other, with the proper procedure for fibre
installation described in [86, 87]. The separation of the glass capillary in two parts
enables the seamless propagation of the beam mode through the two adjacent parts,
while allowing for double differential pumping of the fibre system: the helium gas,
typically under 2bar pressure fills the fibre through the cut in the middle and is
pumped through both fibre ends down to ∽ 4mbar. Lowering the pressure on the in-
and out-coupling end of the HCF reduces plasma generation in the focus area due
to the high pulse power and with this extends the lifetime of the fibre.

The broad bandwidth of the laser pulse spectrum however does not necessar-
ily mean short pulses. Due to dispersion in the conversion medium and the non-
linearity of the self-phase modulation process, the spectral phase of the pulse is
chirped and all frequencies have to be brought back in phase. To achieve this, the
laser beam passes through a chirped mirror compressor with seven pairs of double-
angle chirped mirrors (PC70 by UltraFast Innovations GmbH), where each pair
introduces negative GDD of −40fs2, pre-compensating also the dispersion intro-
duced by the subsequent propagation in air over the distance of around 4m until
entrance of the vacuum beamline. Fine tuning of the dispersion is achieved with a
pair of motorized glass wedges (fused silica with anti-reflective coating in the range
450nm to 950nm and 4◦ apex angle by Lens Optics).
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Figure 3.2: Laser pulse compression to the few-cycle regime. (a) Setup for pulse
compression of ultrashort laser pulses from 20fs to < 5fs, including a differentially
pumped hollow-core fibre for spectral broadening, a pair of wedges for dispersion
control and a chirped mirror compressor. (b) Pulse broadening after propagation
through the hollow-core fibre as a function of input helium pressure. Data from [86].
Figure adapted from [87].

3.1.2.3 Laser pulse characterisation

Before guiding the NIR laser pulses used for both the HHG process and for
the target interaction in the experimental setup, the few-cycle NIR pulses are char-
acterised in a dispersion scan, or short D-Scan, setup [88, 89]. As the name sug-
gests, this pulse characterisation technique relies on the controlled change of the
dispersion in the pulse through glass insertion in the beam path. Measuring the
fundamental spectrum and spectra generated in a non-linear process around the op-
timum glass insertion for best pulse compression, in combination with a numerical
retrieval algorithm, allows for full temporal characterisation of the few-cycle short
NIR pulses.

A pulse characterisation trace together with the retrieved pulse shape and spec-
tral phase, measured directly before the experiment presented in chapter 6, is shown
in Fig. 3.3. The measured pulse spectrum, Fig. 3.3(c), spans between 1.2eV and
2.5eV. The measured temporal pulse shape shows a duration of FWHM = 4.45fs.
Because the retrieved spectral phase is not constant, the pulse duration is consid-
erably longer than the Fourier-transform-limited (FTL) pulse with FWHMFTL =

3.67fs. The peak intensity of the retrieved pulse is only around half of the peak in-
tensity of the FTL pulse, which is important for the intensity calibration, presented
in section 6.3.2.4.
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Figure 3.3: NIR-pulse characterisation applying the D-Scan technique. (a) Mea-
sured D-Scan trace, composed by the recorded SHG spectrum as a function of glass
insertion, i.e. pulse dispersion. (b) Retrieved D-Scan trace, obtained through varia-
tion of the spectral phase to fit the measured data. (c) Measured fundamental spec-
trum together with the retrieved spectral phase, yielding the shortest pulse in time
domain. (d) Shortest retrieved pulse in the time domain with duration of 4.45 fs ob-
tained via Fourier transformation, shown together with a Fourier-transform-limited
(FTL) pulse with a flat spectral phase.

3.2 Light sources for XUV radiation

To access excited states in the helium atom or the hydrogen molecule in a one-
photon transition, excitation pulses in the XUV spectral region should be used.
Here, different XUV sources are available. While monochromatic XUV radiation
can be used for precision measurements of line-shapes and absorption/ionization
cross section, pulsed (coherent) XUV laser sources are required for studies of dy-
namics in atoms and molecules. Two kinds of XUV pulsed radiation sources are
free-electron lasers (FELs) and high-order harmonic generation (HHG). While the
HHG process, depending on the properties of the driving pulse, can produce at-
tosecond pulse trains or single attosecond pulses with a broad spectral range allow-
ing simultaneous excitation of multiple transitions, FEL-produced XUV light has a
narrow bandwidth, enabling selective excitation to chosen states. Doe to those dif-
ferences, in the ionization study out of selectively prepared doubly excited states,
chapter 5, FEL XUV light was used, whereas in the studies of wave-packet dynam-
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Figure 3.4: Schematic representation of the working principle of an FEL, with
focus on the production of undulator radiation, together with illustration of the
microbunching induced in the SASE process over the length of the undulator. Fig-
ure adapted from [98].

ics in the H2 molecule, high-harmonic generation was the preferred technique for
XUV light production.

3.2.1 Free-electron laser radiation

A free-electron laser is an accelerator-based light source emitting light with
laser-like properties: low divergence, high photon density, spatial coherence and
(partial) temporal coherence. FEL light sources can produce light starting from
the IR [90], through the XUV [91–94] up to the X-ray regime [95–97]. The basic
principle of the light generation, sketched in Fig. 3.4, is discussed in the following.

For the generation of XUV and X-ray light in FELs, free electrons are accel-
erated to relativistic speeds, typically in linear accelerators [99], and forced on
sinusoidal motion perpendicular to their propagation direction by an arrangement
of oppositely poled magnets (undulators), which decelerates the electrons such that
they start emitting synchrotron radiation in a small cone along the propagation
direction [100]. The fundamental wavelength of the emitted radiation depends on
parameters of the electron bunch and the undulator:

λ0 =
λu

2γ2

(︄
1+

K2

2

)︄
. (3.7)

Here, λu is the period of the undulator segments, i.e. the distance between the differ-
ently poled magnets, γ =

√︁
1− 𝑣2/c2 is the Lorentz factor of the relativistic electrons

and K is an undulator parameter depending on the magnetic field strength B0 and
on the undulator period λu:

K =
eB0λu

2πmec
, (3.8)
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with e and me being the electron charge and mass, and c the speed of light. The rela-
tion in Eq. (3.7) shows that to change the wavelength, both the electron accelerator
settings as well as the undulator settings can be changed. In the majority of FEL
facilities the emitted photon wavelength is adjusted by changing the electron-
accelerator settings, while the FLASH2 facility features variable-gap undulators,
allowing for quick change of the photon wavelength [101]. This possibility has
been exploited for the measurements, presented in chapter 5.

While Eq. (3.7) describes the process of emitting synchrotron radiation by the
relativistic electrons, free-electrons lasers, in contrast to synchrotrons, are partially
coherent high-gain light sources, where the electrons emit in phase. The process
leading to high gain and partial coherence is called microbunching and is a self-
arrangement mechanism due to the ponderomotive back-action of the electromag-
netic field on the electrons. The process causes the emergence of microbunches
of electrons spaced at the radiation wavelength. The microbunching leads to in-
crease in the radiation power, which in turn further amplifies the bunching as in
a self-consistent feedback loop. If all electrons are bunched in phase, no further
amplification is possible and the FEL process is saturated. The microbunching pro-
cess starts from statistical fluctuations in the density of the electron beam, which
are then self-amplified, thus coining the term self-amplified spontaneous emission
(SASE) [102–104].

A characteristic feature of FEL radiation is the shot-to-shot fluctuation between
different light pulses in intensity, temporal structure as well as spectral distribution,
caused by the stochastic character of the SASE process. The temporal structure
of an FEL XUV pulse can be retrieved by THz streaking [105]. Here, the kinetic
energy of the photoelectrons ionized by the XUV pulse is modified by a super-
imposed THz streaking field. This allows for mapping of the temporal structure of
the electron wave packet induced by the ionizing XUV field onto the photoelectron
kinetic energy distribution after measuring the kinetic energy parallel and perpen-
dicular to the THz polarization. On the other hand, XUV spectrometers, based on
diffraction gratings and detection with a CCD camera, can measure the spectral
structure of SASE pulses [106–109] on a shot-to-shot basis, revealing a distinct
spikes in the spectrum.

The free-electron laser in Hamburg (FLASH)

The Free-electron LASer in Hamburg (FLASH) at DESY is a user facility
providing very intense and ultrashort-pulsed XUV and soft x-ray radiation for
light–matter interaction experiments with extremely intense and ultrashort-pulsed
XUV and soft x-ray radiation. FLASH operates two parallel SASE beamlines,
FLASH1 and FLASH2 [101], that share the same electron pulses. Radiation from
the FLASH2 beamline with its variable gab undulators for precise and quick adjust-
ment of the wavelength of the emitted light was used for the experiments presented
in chapter 5. Figure 3.5 illustrates the main components of the FLASH facility.
Details on the capabilities of the light sources at FLASH can be found in [101,110],
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Figure 3.5: Schematic drawing of the main components of the Free-electron laser
in Hamburg FLASH. The linear accelerator is shared for both beamlines FLASH1
and FLASH2, where the separation of the electron beam between both beamlines is
enabled with a fast-switching magnet. The FLASH-REMI endstation FL26 used for
the experiments presented in chapter 5 is located in the experimental hall "Kai Sieg-
bahn" of the FLASH2 beamline. Figure reprinted from reference [110], licensed
under CC BY 3.0.

while the following paragraph gives a short overview of the range of possible
FLASH2 settings.

The possible wavelength range of light radiation provided by FLASH2 spans
between 4nm and 90nm, which due to the shared electron accelerator is restricted
between 1 and 3 times the wavelength at FLASH1 for simultaneous operation of
both FLASH beamlines. Pulses with duration from 10fs to 200fs and energy rang-
ing between 1µJ and 500µJ are provided in burst mode of 10Hz, such that each
pulse train in the burst contains pulses with 1MHz repetition rate.

3.2.2 High-harmonic generation for the production of attosec-
ond pulses

High-harmonic generation is a non-linear process for the production of XUV
light pulses either in an attosecond pulse train or as a single isolated attosecond
pulse [32, 111, 112].

The process of high-harmonic generation requires a strong driving pulse, typi-
cally an IR or NIR pulse centred at a wavelength of around 800nm, focussed into
a conversion gas medium at intensities of at least 1014 W/cm2. With a peak field
strength approaching the order of magnitude of the binding potential in the target,
a laser pulse of this intensity considerably deforms the atomic potential, allowing a
part of the valence-electron wave function to tunnel out into the continuum. The free
electron is then accelerated away from the ionic core, gaining energy in the strong
laser electric field. Upon reversion of the laser field direction after its oscillation-
period maximum, the electron is decelerated, while being driven back towards the
atom. The returning electron, having gained energy in the laser field, can radiatively
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Table 3.1: Ionization potential Ip for neutral rare gas atoms, which are typically
used as the conversion medium in the process of high-harmonic generation.

Species Ionization potential, Ip
(eV) (a.u.)

helium 24.59 0.9036
neon 21.56 0.7925
argon 15.76 0.5792

krypton 14.00 0.5145
xenon 12.13 0.4458

recombine with the atom, releasing energy equal to the sum of the gained kinetic
energy Ekin and the ionization potential IP:

ℏωHHG = Ekin+ IP. (3.9)

where IP depends on the used conversion medium. The ionization potential of the
six noble gases typically used in HHG production are listed in table 3.1. The gained
kinetic energy by the electron reaches a maximum, depending on the laser field
strength, so that a cut-off in the frequency spectrum of the XUV radiation field
appears at energies:

ℏωcut-off = 3.17UP+ IP, (3.10)

with UP being the ponderomotive potential.

Despite involving highly non-linear light-matter interaction, including quantum-
mechanical tunneling, the process of high-harmonic generation can, to a good ap-
proximation, be described by a quasi-classical three-step model, considering inde-
pendent interaction of the laser field with the HHG target in separate steps [50,113].
The three steps are illustrated in Fig. 3.6: the first tunneling step takes place usually
at around the laser-field maximum, followed by the quasi-free propagation in the
next three-quarters of a cycle until the recombination at nearly zero electric field
strength. The three steps repeat every half a cycle of the driving laser field, so that a
three-step process takes place twice per cycle. The light irradiated upon recombina-
tion from the different three-step processes can interfere, which due to the half-cycle
periodicity leads to a harmonic spectrum, consisting of only the odd harmonics of
the fundamental laser frequency spaced by 2ℏω.

In a semiclassical treatment of the HHG process [114], the strong-field approx-
imation is applied to neglect the influence of the ion core after the tunneling ioniza-
tion process [115, 116]. Here, the conversion medium is considered fully quantum-
mechanically, such that the HHG process begins with part of the ground-state wave
function being ionized, which then propagates in the continuum before it interferes
with the remaining part of the wave function around the parent ion. This inter-
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Figure 3.6: The three-step model of high-harmonic generation: tunneling,
acceleration and radiative recombination. The points in time along the laser-field
amplitude illustrated when the different steps take place.

ference induces a rapidly oscillating dipole moment which is the source for the
emission of the high-energy harmonic radiation.

With a long incident pulse with many cycles, the emitted radiation appears
as a comb of intense isolated harmonics of the driving laser, corresponding to an
attosecond pulse train. To generate single XUV pulses with attosecond duration
[117], on the other hand, few-cycle incident NIR pulses (only a few fs long) should
be used in an intensity-gating [118] or a polarization-gating technique [119–122].

While ensuring excellent coherence and temporal properties of the produced
XUV radiation, the process of high-harmonic generation in a gas conversion
medium has a very low conversion efficiency, which in a simplistic argument
could be understood due to the low tunneling probability and the low probability
for radiative recombination, leading to conversion efficiency on the order 10−6.
Thus, HHG-produced XUV pulses with low intensity cannot initiate nonlinear pro-
cesses and interaction with them can be treated in the context of perturbation theory.
High-harmonic generation in liquids [123] or solid medium [124] are alternative
approaches to improve the XUV photon flux.
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EXPERIMENTAL INSTRUMENTATION

This thesis investigates two different two-electron targets - atomic helium and
the hydrogen molecule - both of them in an excited state being influenced by an
intense laser field. While in the case of helium the intense laser field ionizes the
atom out of specifically prepared initial states, for H2 a strong field is used only as a
control knob to change an excited wave packet inside the molecule, leaving it intact
after the interaction. The nature of those different kinds of experiments, one relying
on ionization products as observables for helium, and another investigating a bound
molecular system, requires different instrumentation to access the right observables.
For the helium measurement of strong-field ionization out of doubly excited states
a reaction microscope (REMI) capable of full-coincidence detection of ionization
products has been used. For the control of an excited wave packet in the neutral
hydrogen molecule, on the other hand, the bound state dynamics is accessed in an
XUV time-domain absorption spectroscopy setup. This chapter presents the details
on the experimental instrumentation utilised in both experiments, starting with the
reaction microscope setup in section 4.1 followed by the description of the setup for
XUV time-domain absorption spectroscopy in section 4.2.

4.1 The reaction microscope: an experimental setup
for full-coincidence measurements of ionization
products

A reaction microscope is a multi-particle coincidence spectrometer for kinemat-
ically complete studies of fundamental atomic and molecular processes [125]. It is
an extension of Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS)
[126] enabling the detection of all produced charged particles, ions and electrons,
upon laser interaction as well as electron or ion impact [127]. The reaction frag-
ments are accelerated onto large-area time- and position-sensitive detectors, mea-
suring the time-of-flight (TOF) and the particle’s impact position, from which the
initial three-dimensional momentum vectors of the particle can be reconstructed to
reveal information about the electronic structure of the investigated system as well
as about the nuclear dynamics during reaction. The combination of a homogeneous
magnetic and electric field makes a solid angle acceptance of 4π possible for both
electrons and ions.
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Figure 4.1: Illustration of the reaction microscope setup. The target gas jet prop-
agates along the x-axis through the spectrometer, in the middle of which it meets
the FEL beam propagating in −y direction. The particles freed upon interaction are
accelerated to the top (ion) and bottom (electron) detector by a homogeneous elec-
tric field produced by the spectrometer along the z-axis. The pair of Helmholtz coils
around the spectrometer produces a homogeneous magnetic field in the interaction
region, forcing the electrons and ions on curved trajectories and thereby preventing
them to leave the REMI in transverse direction. Image adapted from Ref. [130] with
permission.

A detailed description of the reaction microscope endstation FL26 at FLASH2,
used as the experimental tool to investigate strong-field ionization out of selectively
prepared doubly excited states in helium, is found in [128–130]. A schematic of the
REMI setup is shown in Fig. 4.1 to illustrate its main components: a supersonic
gas jet containing the target atoms or molecules and a time-of-flight spectrometer
together with Helmholtz coils to guide the created ions and electrons to the respec-
tive detector on the opposite spectrometer ends. A short description of those main
parts is provided in the present section.

4.1.1 Target delivery by a supersonic gas jet
In reaction-microscope experiments the target is typically in the gas phase and

is prepared through supersonic gas expansion. In this process, gas from a high-
pressure reservoir is expanded through a nozzle into vacuum, thus forming a super-
sonic jet by transforming the thermal energy of the gas particles into directed kinetic
energy while cooling the particles. The final temperature in the jet depends on the
gas medium, the nozzle diameter, the backing pressure and the initial temperature
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Figure 4.2: Schematic of the target-delivery apparatus with detail view of its com-
ponents creating the supersonic gas jet. Figure adapted from reference [130].

of the gas before expansion [131]. Typical temperature of less than 20K at a particle
density of ≤ 1010 particles per cm3 is achieved, ensuring well-defined initial target
state and low enough target density allowing for single-event detection.

The apparatus producing the supersonic gas jet at the reaction microscope at the
FLASH2 endstation consists of six differentially pumped vacuum stages, Fig. 4.2.
After its initial creation through expansion in vacuum from a high-pressure reser-
voir, the gas jet passes through a set of conical skimmers for selection of the cold
gas particles and through apertures, serving as differential pumping stages before
entering the main spectrometer chamber. Additional pairs of slits allow for tuning
of the target density in the jet through change of its divergence in the plane per-
pendicular to the jet propagation direction. Neutral particles, which have not been
ionized in the interaction region, are collected in a jet dumb.

4.1.2 Charged-particle spectrometer

The purpose of the spectrometer in the reaction microscope is twofold: on the
one side, it has to guide all created charged particles in the interaction region to their
respective detector, and on the other side, it should separate the particles by species.
Both of these requirements are enabled by the application of a homogeneous elec-
tric field along the spectrometer axis. This electric field accelerates the ions and
electrons in opposite direction towards the corresponding detector. The orientation
of the electric field is along the z-axis, such that the ions are guided to the top and
the electrons to the bottom detector. The separation by species is achieved through
the different time-of-flight tTOF, depending on the mass-to-charge ration of the ions
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created at the laser interaction position:

tTOF = d

√︄
2m
qU
∝

√︃
m
q
, (4.1)

where m and q are the mass and charge of the ion, respectively, U is the applied
voltage and d is the distance between the interaction position and the detector. No
field-free drift region for time focussing [132] is implemented in the spectrometer,
since the FEL focal spot with a diameter of < 10µm defines a sufficiently small
interaction region as a starting point of the created electrons and ions.

The spectrometer, sketched in Fig. 4.3, consists of 22 equidistantly spaced ring-
like steel plates across the overall ≈ 275mm spectrometer length, with the exception
of the two plates around the reaction point, which have the double spacing to
allow the FEL beam to reach the interaction region without scattering. To create
the electric field in the spectrometer, external voltage is applied to the uppermost
and lowest spectrometer rings. Because two neighbouring rings are connected via
100kΩ resistors, a constant voltage gradient is created along the whole spectrometer
length. The homogeneous electric field extends to both ends of the spectrometer
due to the high-transmission gratings (transmission ∼ 80%) positioned between the
spectrometer electrodes and the two detectors. The gratings shield the electric field
from distortions due to the high detector voltages. Additional gratings on both spec-
trometer ends are mounted behind the transmission gratings but before the detectors
for post-acceleration of the ions and electrons to their respective detector, which
ensures better detector sensitivity.

The distance between the interaction region and the electron detector is roughly
two times longer than the distance to the ion detector. This allows for longer flight
times of the electrons to the detector, and therefore for better momentum resolu-
tion. The electric field applied for the conduction of the experiment presented in
chapter 5 is around 127V/m. For the collection of the electrons, additionally a
homogeneous magnetic field is applied along the spectrometer axis, which forces
the electrons (and ions) onto a spiral trajectory towards the detectors, such that a 4π
acceptance angle is also reachable for the electrons. The magnetic field, typically on
the order of 10Gauss, is generated by a pair of Helmholtz coils positioned around
the spectrometer.

4.1.3 Particle detectors

The time-of-flight and the impact position of the electrons and ions is detected
by large-area detectors, consisting of two main components: charge-multiplying
microchannel plates (MCPs) for the TOF extraction and delay-line anodes posi-
tioned behind the MCPs for the position information. An overview of the detector
assembly and its working principle is shown in Fig. 4.4.
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Figure 4.3: Sketch of the reaction-microscope spectrometer illustrating its working
principle to guide the electrons and ions created in the interaction region towards
their respective detector. Figure reprinted with permission from reference [130].
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Figure 4.4: Illustration of the working principle of the particle detector, consisting
of a stack of MCPs for TOF detection and delay-line anodes for position extraction.
An incident particle, here an ion, hits the high-transmission grating and is accele-
rated towards the MCP stack, were it causes an electron shower (blue), delivering
both the time signal and the raw position signal (blue arrows) travelling towards the
ends of the two perpendicularly to each other arranged delay-line anodes, with ends
x1 and x2 and y1 and y2, respectively. Figure adapted from reference [130].
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The ion detector includes a stack of two MCPs with a diameter of 120mm,
arranged in a chevron configuration, and a delay-line anode consisting of two per-
pendicularly oriented quadratic wire layers (quadanode). For better multi-electron
hit sensitivity also to very low-energy electrons, the electron detector is equipped
with three 80-mm MCPs in a Z-arrangement and a delay-line hexanode, made of
three wire layers rotated by 60◦ relative to each other. This arrangement improves
the detection efficiency for simultaneous particle hits through the redundancy of the
layers [133].

4.1.3.1 Microchannel plates for time-of-flight extraction

A microchannel plate is a large array of micrometer-size electron multipliers
embedded in a thick glass disk with electrodes on its front and back side [134].
When an incident charged particle hits the wall of a channel in the MCP, it creates
secondary electrons, which are accelerated between the two electrodes with a po-
tential difference of typically around 3kV. After multiple hits on the inner side of
the microchannels, the initial signal is amplified by a factor of 104 until the cloud
of secondary electrons leaves the MCP on the back side. A tilt of all channels of
typically 8◦ to the surface normal ensures that a hit of a wall in the MCP will happen
to trigger the avalanche process. Further amplification of the signal is achieved by
stacking a second MCP behind the first one, in a V-shape orientation of the chan-
nels of the two plates. This chevron geometry enhances the gain to 105−106 [135]
and ensures that each incoming particle will hit a wall in the channels of one of the
two MCPs, while reducing background signal from ions created by electron impact
ionization inside the channels. The addition of a third MCP to the stack, as in the
electron detector, enables reaching a gain of more than 107.

The electron avalanche caused by a particle hitting the MCP configuration leads
to a drop in the MCP voltage, which is registered as a measured signal. This volt-
age drop, referenced to the FEL trigger, corresponds to the time-of-flight of the
incoming particle (ion or electron):

tTOF = tMCP− ttrigger. (4.2)

Imaging the MCP onto a phosphor screen would also make extraction of po-
sition information possible directly out of the MCP signal, since every electron
avalanche is localised inside one of the MCP channels. Velocity map imaging,
where a lot of different particles can be detected simultaneously, for example, makes
use of this imaging technique [136, 137]. In a reaction microscope measurement,
with the aim of a kinematically complete coincidence experiment, single particle
resolution and readout is required, such that delay-line anodes are preferred for the
electron cloud imaging [138].
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4.1.3.2 Delay-line anodes for position detection

A delay-line anode is a long copper-alloy wire wound around an insulator [139],
set at a positive voltage with respect to the rear side of the MCP stack in order to
attract the electron cloud leaving the MCP. Arriving at the delay line, the electron
cloud induces a signal, which propagates with a constant velocity vw towards both
ends of the wire. To obtain two-dimensional position information, a second wire
layer, mounted perpendicularly to the first one, is needed [140]. The x and y coor-
dinates of a hit on such a quadanode are given by [141]

x =
vwx

2
(tx1 − tx2) and y =

vwy

2
(ty1 − ty2), (4.3)

with arrival times of the signal on each wire to one of its two ends tx/y1/2 = t∗x/y1/2
−

tMCP with respect to the MCP timing signal tMCP. The effective propagation velocity
vw is extracted from the detector size.

Typically, each anode layer consists of two parallel wires: a signal and a
reference wire. The signal wire, set to a more positive potential, attracts the electron
cloud, whereas the reference wire records the signal from noise at the same time.
Electronic subtraction of the reference from the signal delivers a noise-reduced
signal.

To allow for detection of delay-line signals closer in time than the signal run-
time on the wire, the time-sum condition, stating that the overall run-time towards
both wire ends is constant for one wire, has to be fulfilled [133]:

tsum = t1+ t2 = const. (4.4)

Adding a third wire layer, as in the hexanode used at the electron detector, the
hit-position (x,y) of the electrons is determined from the combination of two of the
three layer coordinates u, 𝑣 and 𝑤 [133]

xu𝑣 = u xu𝑤 = u x𝑣𝑤 = 𝑣−𝑤

yu𝑣 =
1
√

3
(u−2𝑣) yu𝑤 = −

1
√

3
(u+2𝑤) y𝑣𝑤 = −

1
√

3
(𝑣+𝑤)

(4.5)

for the coordinate orientation sketched in Fig. 4.5(a).

To combine the position information from Eq. (4.5) to one pair of (x,y) coordi-
nates, the positions calculated from any combinations of pairs must overlap. This is
possible when scaling all hexanode coordinates u, 𝑣 and 𝑤 with scale factors fu, f𝑣
and f𝑤 as well as through adding an offset a to one of the coordinates. With those
additions, the wire coordinates are then calculated similarly as in Eq. (4.3):

u =
vu

2
fu(tu1 − tu2), 𝑣 =

v𝑣
2

f𝑣(t𝑣1 − t𝑣2) and 𝑤 =
v𝑤
2

f𝑤(t𝑤1 − t𝑤2)+a𝑤. (4.6)
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Figure 4.5: Sketch of the delay-line hexanode used for position determination of
particle hits at the electron detector. (a) Coordinate arrangement for a hexanode
delay line. (b) Wiring principle of the delay-line hexanode.

Here, tu/𝑣/𝑤1/2 are the propagation times of the signal to both ends of the respective
layer u, 𝑣 or 𝑤, as shown in the hexanode sketch in Fig. 4.5(b). To determine the
scale factors, the x or y values calculated from the different combinations are plotted
against the difference of the values of the other two combinations, while varying the
parameters such that the difference is 0 for all coordinate values.

From the obtained time-of-flight and position information for each particle the
initial momenta of the ions and electrons are reconstructed, as described in sec-
tion 5.2.

4.2 The attosecond beamline: an experimental setup
for XUV time-domain absorption spectroscopy

A typical XUV time-domain absorption spectroscopy setup consists of four
main parts: an XUV source, a time-delay unit for precise time adjustment of the
used laser pulses, a target interaction region and a suitable XUV spectrometer.
Figure 4.6 shows a 3D model of the beamline depicting those key components of
the setup, while Fig. 4.7 illustrates their function. A detailed review of the beam-
line and its full capabilities is presented in reference [3], while the following only
discusses the main components of the XUV time-domain absorption spectroscopy
setup.

4.2.1 Generation of attosecond XUV pulses
The first crucial component in an XUV spectroscopy setup is the XUV source.

Here, attosecond pulses are generated in the process of high-harmonic generation
by focusing intense laser light on a rare-gas conversion medium. For this, the laser
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Figure 4.6: Setup for XUV time-domain absorption spectroscopy, with its four
main parts: an XUV source, a time-delay unit for time-delay control between the
used laser pulses, a target interaction region and an XUV spectrometer, all indicated
in the upper part of the figure. The main setup components described in this section
are depicted on the bottom of the 3D model of the beamline.

pulses delivered by the laser setup, described in detail in chapter 3.1.2, are focused
down to a spot size of ≈ 60µm in the middle of the first vacuum chamber of the
beamline, called the HHG chamber, where a gas cell containing the HHG con-
version medium is placed. The gas cell made of the glass-ceramic MACOR® has
an inner diameter of 2mm and machine-drilled wholes with 150µm diameter for
the laser beam to pass through. This material has been chosen because of its heat
and radiation resistance [142] making the gas cell more durable than stainless steel
cells, which are easily damaged by the high laser intensity in the focus. With pulse
energy up to 1mJ, peak intensities between 1014 and 1016 W/cm2 are reached in
the focus of the beam. The intensity is very much dependent on the NIR focal spot
size, which can easily be tuned with an iris aperture positioned in the far field of
the beam outside the HHG chamber. For the experiment presented in chapter 6 this
iris aperture was partially closed, thereby enlarging the focus size and reducing the
intensity, which is necessary in order to reduce plasma production in the rare-gas
conversion medium, chosen to be xenon for high low-order harmonics efficiency.
With the intensity adjustment and precise positioning of the gas cell along the laser
propagation direction, as well as tuning of the wedges in front of the beamline for
shortest laser pulses, best conversion efficiency was found for a backing pressure of
65mbar.

4.2.2 NIR intensity control
After the generation of XUV light in the HHG process in the first part of the

experimental setup, both the HHG-driving NIR pulse and the XUV pulse propa-
gate temporally locked and spatially overlapped through the beamline. The two of
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Figure 4.7: Schematic illustration of the components in the experimental setup
together with their influence on the NIR (red) and XUV (violet) beams, depicted
through the shown pulse configurations in the upper part of the figure.

them pass through a closed-loop motorized iris aperture concentrically placed in the
combined beam path. Due to the considerable wavelength difference between the
XUV and NIR radiation the divergence of both beams differs significantly, ≈ 1mrad
for the XUV compared to ≈ 15mrad for the NIR for the focussing geometry of the
beamline, therefore the iris aperture can be used to concentrically cut a variable
fraction of the larger-diameter NIR beam and with this control its intensity without
affecting the XUV beam. A calibration of the NIR intensity in the target region as
a function of the iris opening is presented in the section on experimental details in
chapter 6.

4.2.3 Time and space separation of the XUV and NIR pulse
Before reaching the target interaction region, the co-propagating NIR and XUV

pulse have to be separated in time and space to make time-resolved experiments
possible. The time delay between the two pulses is adjusted by the split-and-delay
unit, which is an interferometric mirror setup, consisting of a pair of flat mirrors.
Just as for the NIR intensity control, the time-delay unit also takes advantage of the
different divergence of the NIR and XUV light. Therefore the unit consists of an
outer and an inner mirror, reflecting predominantly the NIR and XUV beam, respec-
tively. The precise adjustment of the time delay is controlled by moving the smaller
inner mirror on a piezo stage in or out in the plane perpendicular to the reflecting
surface of the outer mirror. This movement introduces a path length difference of
the XUV beam compared to the constant path length of the NIR beam and thereby
a time delay between the two pulses. The relation between the displacement of
the inner mirror and the introduced time delay for the incident angle θ = 15◦ was
calibrated with a helium-neon (HeNe) laser to τ/∆d = 1.701fs/µm. The analysis
of the intensity-modulation of the HeNe laser, reflected by the split-mirror arrange-
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Figure 4.8: Reflectivity and transmission of XUV optical components. (a) Reflec-
tivity of gold (Au) and boron carbide (B4C) coatings of 30nm thickness for s and p
polarization of light incident under 15deg gracing incidence. Data provided by op-
tiXfab GmbH. (b) Transmission curves for 200nm metal foil filters typically used
in the XUV absorption beamline. Data from [143].

ment, determined also the interferometric stability of the split-and-delay unit to be
26.9as [3]. For better reflectivity in the respective spectral range, the outer mirror
is silver coated, whereas the coating of the inner mirror is of boron carbide (B4C),
which, compared to the gold coating previously used, see Fig. 4.8 (a), has a consid-
erably better reflectivity in the low-photon-energy range, the spectral range of the
experiments, presented in chapter 6. At the same time, B4C has lower reflectivity for
the NIR, which considerably reduces the intensity of the NIR reflected off the inner
mirror and co-propagating with the XUV light [87]. To block this remaining NIR
light and the XUV reflected off the outer mirror, after refocusing by a gold-coated
toroidal mirror installed in a 1:1 focusing geometry ( f = 350mm by OptixFab®),
the co-propagating beams pass through a filter unit of concentrically arranged fil-
ters. The inner filter, mounted on a home-built filter support, is a metal foil filter
provided by LEBOW® Company, which blocks the NIR, but is transparent in a
certain XUV range, depending on the material. Typically, here 200nm aluminium
foil filters are used in the spectral range above 17eV, but for the experiments in the
energy range of the singly excited states in H2, 200nm indium filters, with consider-
ably worse transmission efficiency than aluminium had to be used, see Fig. 4.8 (b).
The outside filter is an organic material, either 2µm nitrocellulose membrane by
National Photo Color® with a 2mm concentric hole, or a 7µm Kapton foil mounted
concentrically around an aluminium filter. For the experiments in this thesis, the
combination of a nitrocellulose membrane with an indium filter was preferred. It
has also the advantage of introducing less group delay and group delay dispersion
to the NIR pulse due to its lower membrane thickness.
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Figure 4.9: Spectral counts integrated over the whole detected photon-energy re-
gion as a function of measurement time in seconds. The decaying data signal (blue)
is fitted with an exponentially decaying function to extract the decay time of the
reflectivity of the XUV mirror.

During the experiments in the low-energy spectral range 12−17eV, a disadvan-
tage of having the filter array mounted after the mirror assembly became apparent.
Due to the high low-harmonics rate in the xenon conversion medium, a fast degrad-
ing of the reflectivity of the inner mirror and the toroidal mirror was noticed, which
over the time of the experiment lowered the detected XUV counts. Figure 4.9 shows
the overall detected counts in each acquired spectrum as a function of measurement
time in one measurement run together with a fit of an exponentially decaying func-
tion. The decay constant determined to be (5674± 28)s/counts accounts for the
decay rate of the XUV optics. The most obvious short-term solution at first was to
exchange all mirrors, both the inner and outer mirror, as well as the toroidal mirror
with new ones directly before the experiment, which very much improved the XUV
detection. A long-term solution, realised after the measurement campaign was the
design of a filter array, which can be installed in front of all mirrors in the beamline,
as shown in the 3D model of the mirror chamber in Fig. 4.6. Here, the metal foil
filters mounted on home-built filter holders already block the remaining NIR light
as well as the low-energy XUV.

4.2.4 Target interaction

After adjusting the desired time delay between the NIR and XUV pulse, both
beams are then focused into a gas cell containing the target medium. The target cell
used for the experiments presented in chapter 6 has the same design as the HHG cell,
but is mounted on a high-precision high-velocity closed-loop XYZ stage, allowing
for precise and reproducible positioning of the target cell in the overlapping foci
of the XUV and NIR beams. The closed-loop position determination allows for a
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Figure 4.10: Schematic drawing of the XUV spectrometer, showing its main com-
ponents, as well as the target cell. Figure adapted from [75].

measurement mode of taking the target cell in and out of the beam focus in order to
sequentially measure absorption and reference spectra for optical density determi-
nation. Similarly, with the nm-precision of the stage positioning, also a small cor-
rection of the target position perpendicular to the beam propagation direction can
be introduced, in order to correct for the walk-off of the XUV focus with respect to
the NIR focus when adjusting a specific time delay through movement of the inner
mirror. This cell-tracking procedure effectively extends the accessible time-delay
range to about 80fs compared to the range of 60fs otherwise [144].

Additionally to the aforementioned absorption cell, two different cell designs,
not used in the scope of this thesis, were developed: on the one hand, the in situ ref-
erence cell for simultaneous measurement of absorption and reference spectra [3],
and on the other hand, the hybrid cell for simultaneous measurement of a streak-
ing trace and absorption data [87, 145]. While the in situ reference cell used in
a combination with a transmission electron microscopy (TEM) grid with suitable
grid constant allows for the simultaneous measurement of absorption and reference
spectra with sensitivity of the obtained absorption signal down to the order of mOD,
its use proved very difficult in the energy region below 17 eV because of the low
transmission efficiency of the indium filters used, which then forces for data taking
on the order of minutes for just one spectrum. For this reason, the standard ab-
sorption cell was preferred. In a succeeding study, the hybrid cell might be used for
experiments allowing also for detection of ionized electrons or ions out of the hydro-
gen molecule, opening the possibility to detect and analyse bound state transitions
spectroscopically and ionized products of the NIR interaction in a time-of-flight
measurement.
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Figure 4.11: Imaging geometry of the VLS grating spectrometer. The flat-field
grating spectrally disperses the incident light on a flat imaging plane across the
distance L. The angles α,β,γ denote the incidence angle, the maximal and the
minimal angle of diffraction in the first diffraction order in the region for which the
grating is specified. To achieve best resolution a careful alignment according the
specified geometry is required.

4.2.5 Flat-field XUV spectrometer
The spectrometer for XUV light detection consists of two aberration corrected,

concave gratings by HITACHI® [146] that can be used interchangeably depending
on the desired spectral range either 10 − 56eV or 20 − 112eV, and a thermo-
electrically cooled, back-illuminated CCD camera, PIXIS series by Princeton
Instruments®, Fig. 4.10. Despite the drop of grating efficiency for higher spec-
tral energies even measurements at photon energy up to 180eV are possible with
this kind of gratings in a spectrometer given a suitable XUV source [147, 148].
The grooves of the gratings are edged with variable line spacing (VLS) such that
the spectra are focused on a flat field instead on a Rowland circle as for a grating
with fixed line spacing. This allows for imaging on the flat camera chip without
blurring of the signal. The whole camera can be moved along the imaging plane on
a home-built mount to access the whole accessible spectral region with either one
of the spectrometer gratings, which is necessary due to the small chip size of the
camera not being able to cover the whole resolved spectrum at once. On the other
hand, the 1340 × 400 pixels with a size of 20µm × 20µm allows for remarkably
good resolving power in the XUV of E/∆E > 1500. After careful alignment of
the CCD camera in the focal plane of the grating according to the specified grating
geometry, Fig. 4.11, for the measurements presented in chapter 6 in the spectral
range 12−17eV a resolving power of better than 4000 was achieved, corresponding
to a resolution of less than 5meV.
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STRONG-FIELD IONIZATION OF FEL-
PREPARED DOUBLY EXCITED STATES
IN THE HELIUM ATOM

An initial step towards the goal to control the quantum dynamics of any atomic
or molecular system in a desired way is the development of understanding of the
complex dynamics in multi-electron systems exposed to external electromagnetic
fields. In a bottom-up approach, studies of the simplest atomic system of this kind,
the helium atom, give first insight into electron-correlation effects in their great
complexity [48,149–154]. In this context, photoionization is one of the most funda-
mental electronic processes, the dynamics of which are fully encoded in the released
electron (wave packet) as well as in the final ionic state. The properties of those
are directly accessible in full-coincidence experiments [127] applied broadly to-
gether with other electron-detection techniques as time-of-flight and velocity-map-
imaging spectroscopy, to capture the ionization dynamics through the direct detec-
tion and characterization of the outgoing electrons [155–159]. A complementary
approach, keeping track of the bound-state dynamics and couplings between states
by identifying absorption lines and their changes upon light-matter interaction is the
all-optical technique of transient-absorption spectroscopy (TAS) [153, 160, 161].

Theoretical investigations on helium solve the time-dependent Schrödinger
equation of the system under laser interaction either in its full dimensionality [151]
or for models with reduced complexity [162–164], or specifically address the struc-
ture of the excitation spectrum [165], to examine the effect of light-matter interac-
tion on observables accessible in the previously mentioned experiments. Typically,
the effects of strong IR fields on the electron dynamics have been studied starting
from the ground state influenced by a single (N)IR laser pulse [162, 163] or a com-
bination of an NIR and a time-delayed extreme ultraviolet (XUV) pulse [166–168]
or a single or two XUV pulses [169–171].

This chapter summarises the results of a project studying the ionization out
of specifically excited states in the atomic benchmark system helium. The ex-
cited states under consideration here are doubly excited autoionizing states, created
through the interaction of a narrow-band XUV pulse produced by the free-electron
laser source in Hamburg FLASH. A moderately intense IR pulse then causes ion-
ization behaviour out of the excited states. The aim of the project is to discover the
dominating ionization processes taking place, differentiating between single and
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double ionization, both detected in a full-coincidence reaction-microscope experi-
ment. This interplay between single and double ionization in doubly excited states
but also in singly excited states of helium was studied in a prior theoretical project.
Its main results, published in a recent publication [2], showing increased double-
ionization yield for doubly excited states motivated the experimental investigation
of ionization out of selectively prepared doubly excited states.

5.1 Motivating theoretical study of single and double
ionization in He out of specifically excited states

The experiment presented in this chapter, was motivated by a theoretical study
comparing single and double ionization from single and double excitations in a two-
electron helium-like model atom. This section summarizes the results of this study
following closely the original publication:
Strong-field-induced single and double ionization dynamics from single and
double excitations in a two-electron atom
Gergana D. Borisova, Veit Stooß, Andreas Dingeldey, Andreas Kaldun, Thomas
Ding, Paul Birk, Maximilian Hartmann, Tobias Heldt, Christian Ott and Thomas
Pfeifer
Journal of Physics Communications 4, 055012 (2020).

Concentrating on the electron dynamics in excited states accessible from the
ground state via dipole-allowed transitions, this study considers both single and
double excitations as the initial states in laser-induced strong-field ionization. Both
single and double ionization contribute as ionization mechanisms in the two con-
sidered initial-state cases. Double ionization, however, is considerably enhanced
for doubly excited states (DESs) compared to singly excited states (SESs), with
both direct and sequential processes contributing to the enhanced double-ionization
yield as a result of interaction with a moderately intense NIR field with intensity
INIR ∼ 1013 W/cm2.

5.1.1 Two-electron model system
To investigate the dynamics of strong-field ionization arising from single and

double excitations in a helium-like model system, a numerical approach for the
solution of the time-dependent Schrödinger equation (TDSE) for two electrons in
a linearly polarised laser field is adopted, allowing to restrict the motion of each
of the electrons to a one-dimensional (1D) discretized grid. After separation of
the electronic and nuclear degrees of freedom, the motion of the nucleus is not
considered further. The described grid-based simulation approach is based on a
non-perturbative two-electron model [172, 173]. It comprehensively accounts for
full electron-electron correlation, as well as for both linear and non-linear light-
matter interaction under the influence of an external laser field.
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The non-relativistic Hamiltonian of the model system in the length gauge of the
dipole approximation (in atomic units) takes the form

H (x1, x2, p1, p2; t) =
1
2

2∑︂
i=1

p2
i −

2∑︂
i=1

2√︂
x2

i +a2
+

1√︁
(x1− x2)2+b2

+ (x1+ x2)E(x0, t).

(5.1)
All electromagnetic interactions are given by the Coulomb force, including the in-
teraction between the two electrons. Each Coulomb potential, approximated by a
Rochester one-dimensional potential [174, 175], is modified by a soft-core parame-
ter, a for the electron-nucleus interaction and b for the electron-electron repulsion.
All results presented in the following were obtained for a = b = 1au . The choice
for the values of the soft-core parameters changes slightly the energies of the bound
states in the model atom, compared to a real helium atom.

The NIR laser field, interacting with the model system, is approximated by an
oscillating cosine wave under a Gaussian envelope as

E(x0, t) ≡ E(t) = E0 cos(ωt+ϕ)e
−

(︃
t−t0
τG

)︃2

, (5.2)

with E0 being the maximum of the electric field strength, ω the laser frequency, ϕ
the carrier envelope phase of the pulse and τG the Gaussian width of the pulse. The
duration of the laser pulse τP, defined as the full width at half maximum (FWHM)
of |E(t)|2, is connected to the Gaussian width through τP =

√
2ln2τG. Here, only

the electric-field component of the electromagnetic field with polarization parallel
to the direction of the electrons’ motion is considered, since the electrons have no
access to the perpendicular space direction. The magnetic field, with two orders
of magnitude smaller amplitude than the electric field (E0/B0 = c = 137; in atomic
units), is therefore neglected in the model.

With the Hamiltonian of the model system at hand, Eq. (5.1), including also
laser interaction, the time-dependent Schrödinger equation

i
∂

∂t
|ψ(x1, x2; t)⟩ =H (x1, x2, p1, p2; t) |ψ(x1, x2; t)⟩ (5.3)

is solved via a split-step algorithm method with second order accuracy [176]. Here,
|ψ(x1, x2; t)⟩ denotes a time-dependent state vector of the model system and the
TDSE solution gives the time evolution of this state. The time-evolution opera-
tor, making use of the separation of the system’s Hamiltonian into a spatial and
momentum part takes the form

U(t+∆t, t) = e−i(Hp(t)+Hx(t))·∆t = e−
i
2 Hx∆te−iHp∆te−

i
2 Hx∆t +O(∆t3), (5.4)
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Figure 5.1: Wave function partition scheme. (a) Partition scheme of the two-
electron wave function, represented on a two-dimensional grid: Section V (grey)
specifies the extension of the neutral atom. Sections II, IV, VI, VIII (yellow) are
populated in case of single ionization (SI), while population of sections I, III, VII
and IX means double ionization (DI). The shadowed region displays the absorbing
boundary around the edges of the grid. (b) and (c) Spatial representation of the
wave function of the considered singly and doubly excited state, respectively. (d)
Energy-level diagram of the model system with indicated energy position of the
two compared states. The red arrows illustrate two-photon ionization due to the
NIR laser field with photon energy centred at ω = 0.064au

such that the propagation of the wave function for one time-step ∆t becomes

|ψ(t+∆t)⟩ = e−
i
2 Hx∆t F−1 e−iHp∆t F e−

i
2 Hx∆t |ψ(t)⟩ , (5.5)

where the Fourier transform and its inverse F and F−1 are applied for the trans-
formation between position and momentum space in the two directions.

The time-dependent wave function of the model system in position space
|ψ(x1, x2; t)⟩ is represented on a discrete 4096 × 4096 grid with complex num-
ber entries at each grid point x = (x1, x2). For each position, the absolute squared
value of the complex number entry gives the local electron probability density. The
coordinates x1 and x2 span between −1023.5au and 1024au with ∆xi = 0.5au .
To avoid propagation of the wave-function probability density over the edge of the
grid, and to additionally account for ionization effects, a cylindrically symmetric
imaginary potential V is included to absorb the electron probability density at the

outer boundary of the grid. The absorbing boundary as a function of r =
√︂

(x2
1+ x2

2)
is defined as

Im(V ) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−cos2

(︂
π
2

r
(Rmax−Rmin)

)︂
for r ∈ [Rmin,Rmax]

0 for r < Rmin

−1 for r > Rmax

, (5.6)
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with Rmin = 925au and Rmax = 1024au The absolute value of the boundary is shown
as a grey shadowed area in Fig. 5.1(a), illustrating the grid representation of the
wave function.

The wave function grid representation is partitioned into different sections,
Fig. 5.1(a). Time-dependent changes in the electronic probability density in each
of the grid parts, segments I to IX, indicate dynamical evolution as a result of
the interaction with an external laser field. Here, the electron-electron correlation
has the biggest influence on the distribution of the electronic density in the dif-
ferent regions. Such a partitioning technique has been successfully implemented
in theoretical studies of the ionization out of the ground state of small atoms and
molecules [177–184]. The partitioning of the wave function is done around section
V, defining the size of the atom, with datom = 64au . This neutral atomic region
contains at least 99% of the unperturbed two-electron probability density of the
considered singly and doubly excited states. If electronic density penetrates in re-
gions II, IV, VI and VIII (yellow sections), this would mean high probability of one
of the electrons to move away from the nucleus, while the other electron remains
bounds, which is the process of single ionization (SI). If also the second electron
moves away from region V, i.e. inside sections I, III, VII and IX (green and blue
sections), both electrons leave the atom in the process of double ionization (DI),
such that these regions are called DI sections, in contrast to the SI sections. In
the double-ionization regions one can distinguish between a uni-directional two-
electron emission pattern [157, 185, 186] in sections III and VII, and back-to-back
emission [155, 186] in sections I and IX.

5.1.2 Comparative study of the ionization dynamics from single
and double excitations

To study the difference between ionization from a singly and a doubly excited
states exposed to interaction with a moderately strong NIR laser field, a pair of a
singly and a doubly excited state was selected and their NIR strong-field ionization
dynamics was compared. The considered NIR pulse is centred at photon energy
ℏω = 1.74eV = 0.064au , has a temporal duration of τP = 5fs and its intensity is
varied between 0 and 14TW/cm2. Experimentally, ionization out of selectively
excited states is realized after a preceding population of the excited states from
the ground state by narrow-band XUV radiation, populating only a specific excited
state. The experimental demonstration of this scenario is presented in section 5.3
of this chapter. In the simulation, on the other hand, the excited bound states with
known energy are prepared as excited eigenfunctions of the free Hamiltonian of
the model system according to the methods presented in [187] and extended to
doubly excited states in [188]. With the initial preparation of the excited states,
the XUV excitation step can be omitted in the calculations, such that effects of
NIR interaction with the ground state of the system are also excluded from the
calculation. The two compared states are chosen according to their single-ionization
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Figure 5.2: Ionization probability and population of the excited states. (a.1) and
(a.2) Ionization probability PI after NIR interaction as a function of the laser field
strength and time evolution of the state probability density Pψ(t) of the singly ex-
cited state ψSES. (b.1) and (b.2) Ionization probability PI and state probability den-
sity Pψ(t) of the doubly excited state ψDES.

potential, which for both states is around 0.1au , specifically, 0.081au for the SES
and 0.114au for the DES. Those are the labelled states in the level scheme of the
field-free model system, Fig. 5.1(d).

5.1.2.1 Ionization probability

To gain a first insight into the ionization process, initially the time-dependent
state probability density Pψ(t) = ⟨ψ(t)|ψ(t)⟩ is studied for both excited states.
Hereby, the population in the central grid part, section V, is regarded as containing
the electronic bound state, such that Pψ(t) for this grid area is calculated as a mea-
sure of the remaining bound electronic probability density, Fig. 5.2 (a.2) and (b.2)
for the SES and the DES, respectively. The ionization probability PI = 1− Pψ(t),
on the other hand, is defined as the probability density of the unbound fraction
distributed over all remaining grid sections. Figures 5.2 (a.1) and (b.1) depict PI
right after the end of the NIR pulse, at t = 500au , as a function of the NIR field
strength for both states ψSES and ψDES, respectively. The NIR field strength E0
is scanned between 0au and 0.0225au , corresponding to NIR-intensity variation
between 0 and 14TW/cm2.

While the exact values for the calculated ionization probability depends on the
choice of the box partition, as long as region V is chosen big enough to fit in the
field-free wave function and small enough such that population can leave it upon
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NIR interaction, the qualitative trend would remain the same regardless of the arbi-
trary choice of datom. In the here considered geometry, for both excited states, the
ionization probability increases with increasing intensity and for INIR ∼ 10TW/cm2

approaches 50%, meaning that nearly half of the two-electron probability density
has left the original neutral region, i.e. ionization is getting increasingly likely. In
the considered moderate NIR-intensity regime, the Keldysh parameter depending
on the state’s ionization potential IP and the ponderomotive shift UP

γ =

√︃
IP

2UP
with UP =

E2
0

4ω2 (5.7)

for both considered states is larger than 1, which points toward a multi-photon ion-
ization process responsible for the observed rising ionization probability. With the
rising ponderomotive shift for increasing NIR intensity, the condition for channel
closing mω ⩽ IP +UP in the two-photon ionization channel for the doubly excited
states is met for NIR-intensity of 8TW/cm2, marked by the horizontal dashed line
in Fig. 5.2. The three-photon ionization channel then becomes the dominant one,
as observed in studies of strong-field ionization in noble gases [189, 190]. Thus,
channel closing due to the rising ponderomotive energy shift might be responsible
for the slightly decreasing DES ionization probability for NIR intensity higher than
10TW/cm2.

5.1.2.2 Directionality of the ionization process

A significant amount of the electron density of both states spreads out of the
neutral atom region for increasing laser intensity, which requires examination of the
wave-packet dynamics in the outer ionization regions. For this, part of the prob-
ability density of the SES and DES wave function in position space is displayed
in Fig. 5.3 at 6 points in time during the interaction with an NIR field with field
strength E0 = 0.02au . In the singly excited state, the electrons occupy almost ex-
clusively the SI sections, where one of them remains closely bound to the nucleus
but the other one leaves the neutral atom. Only a very small part of the electron
probability density, on the level of the numerical precision, leaves the SI regions and
propagates towards the DI regions. This is not the case for the evolution of the dou-
bly excited state. Until shortly before the maximum of the laser field, at time point
(2) in Fig. 5.3 (b), the DES is also localised in the SI regions, after which, however, a
considerable amount of |ψDES|

2 enters the diagonal regions, where both electrons si-
multaneously move away from the neutral atom region, time point (3) and onwards.
In the back-to-back regions I and IX, the electronic probability density moves per-
pendicularly out of the SI sections, which is manifested as rectangular structures
in the DES time evolution. This indicates an ionization mechanism, where first
one of the electrons is driven away from the bound state, i.e. ionized, and subse-
quently also the second electron leaves the bound single-ionized state. Horizontal
or vertical flow of the wave function perpendicularly out of the closest SI region is
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therefore a signature of an independent, thus sequential double-ionization process.
In the unidirectional regions III and VII, on the other hand, direct double ioniza-
tion pathways are manifested. Here, the electrons move predominantly diagonally
either out of the central (bound) region or out of the nearest SI domains (indicated
by black arrows in Fig. 5.3(b)) but also perpendicularly out of the SI regions, as
in the back-to-back case. In earlier studies, involving interaction with an NIR field
of intensity on the order of 1014 W/cm2, recollision-induced non-sequential ioniza-
tion is found to play a significant role in strong-field ionization out of the atomic
or molecular ground state [156, 157, 162, 179]. In the here considered lower inten-
sity regime up to INIR ≈ 1013 W/cm2 the maximum energy of a recolliding electron
amounts only to 3.17IP = 0.076au = 2.07eV, which is insufficient for ionization of
the still bound electron in the ion with binding energy of 1.5664au = 42.6eV in the
case of the singly excited state and 0.5au = 13.6eV for the doubly excited state.
Recollision-induced double ionization is therefore not expected to play a dominant
role for the here considered NIR intensity, where recollision causes recolliding pe-
riodic orbits [4, 191].

To determine the share between single and double ionization, the partition tech-
nique is made use of through calculation of the population in the SI and DI regions
as a measure of the single and double ionization yield (SIY and DIY) for the two
states under comparison. Here, similarly as already discussed for the overall ion-
ization probability, the ionization yields depend on the exact choice of the box par-
tition. The results for the here considered case are shown in Fig. 5.4, where the left
panels show the time evolution of the SIY and DIY, for the singly excited state, as a
dependence on the maximum field strength of the NIR pulse, while the right panels
present the data for the doubly excited state. Due to its autoionizing nature the SIY
of the doubly excited state is higher than the initial SIY for the SES. Autoionization
is also the cause of decreasing SIY before and after the laser interaction. For both
excited states the increase in single ionization arises at earlier times compared to
the double ionization, where the latter sets in around the envelope maximum of the
laser pulse. The increase in DIY after an initial rise of the SIY suggests a sequential
process contributing to the observed double ionization, as also deduced from the
directionality of ionization observed in the spatial distribution of the DES. Hereby,
the double ionization yield of the doubly excited state, being more loosely bound
to the double ionization continuum, is increased by four orders of magnitude dur-
ing the interaction with the NIR laser field. For the SES, however, the major role
in ionization is played by single ionization, as suggester by the small DIY for all
considered NIR intensities.

In the case of the doubly excited state two double-ionization scenarios contribute
to the overall double ionization yield: back-to-back and uni-directional ionization.
Integration over regions I and IX for the back-to-back case and regions III and VII
for the uni-directional double ionization allows for quantisation of the ionization
yield in the respective scenario, Fig. 5.5. For all considered NIR field strengths the
back-to-back DIY exceeds the uni-directional yield due to suppression of the uni-
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Figure 5.3: Time evolution |ψ|2 of the spatial wave function of (a) the singly excited
state ψSES and (b) the doubly excited state ψDES at different times during the inter-
action with an NIR field of strength E0 = 0.02au . The chosen time instances (1) to
(6) are shown over the E-field illustration in both subfigures. The black arrows are
guides to the eye to follow the electron flux during ionization.
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Figure 5.4: Single and double ionization yield as a function of laser interaction
field strength. (a.1) and (a.2) Time evolution of |ψ|2 integrated over the SI and DI
regions for the singly excited state ψSES and (b.1) and (b.2) for the doubly excited
state ψDES.

directional channel through the Coulomb repulsion between the electrons. To gain
an insight into the motion of one of the electrons in the double ionization regions,
the electron probability density is integrated over the distribution of the second elec-
tron. All data shown in Fig. 5.5 depicts the motion of the electron moving along the
x1 coordinate, as the integration is done along the x2-axis. The left panels of the
figure shown the projection signal in the back-to-back regions (green) and the right
panels in the uni-directional regions, all for NIR field strength of E0 = 0.02au .
Electron probability density enters the double ionization regions upon the enve-
lope maximum of the laser field and subsequently the electrons are driven by the
oscillating laser field in both back-to-back and uni-directional regions. Back-to-
back ionization, however, starts before the uni-directional ionization, as the electron
probability density reaches the unidirectional region later than the back-to-back re-
gion. Furthermore, suggested by to the lack of electron bursts in the uni-directional
case after the laser-field maximum, electrons escape the atom in the same direction
predominantly for higher laser intensities, necessary for the electrons to overcome
the additional Coulomb repulsion when escaping into the regions III and VII.
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Figure 5.5: Contributions of the back-to-back (a.1) and the uni-directional (b.1)
double ionization yield to the double ionization of the doubly excited state ψDES as
a function of electric field strengths E0. (a.2) and (a.3) Projection of the electron
probability density on the x1-axis in the back-to-back regions (green). (b.2) and
(b.3) Projection on the x1-axis in the uni-directional regions (blue). All shown
projections are obtained for NIR field of strength E0 = 0.02au .

Exploring the role of the initial state in light–matter interaction by compar-
ing the strong-field ionization dynamics of single- and two-electron excited atomic
states in the limit of moderately strong fields provides a new platform for single
and double ionization studies, especially towards understanding the peculiarities
of the sequential and direct mechanisms beyond recollision. While singly excited
states appear to ionize predominantly in the single ionization process, doubly ex-
cited states, additionally exhibit significant double ionization. Here, a back-to-back
emission pattern in a sequential manner dominates the double ionization process.
Uni-directional emission, on the other side, is not initiated sequentially, but also
non-sequentially. The emerging different pathways for double ionization motivated
experimental measurements of ionization dynamics out of selectively prepared ex-
cited states, thus being sensitive to the role of the electron correlation within the
initial state.
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5.2 Experimental details

This section presents the details of the XUV-IR pump-probe experiment for
studies of ionization processes out of specifically excited states. First, the setup
for the XUV-IR experiment, with characterisation of both XUV and IR pulses, is
introduced, followed by a detailed presentation of the data analysis procedure, de-
livering particle momenta and finding coincidence events.

5.2.1 Experimental setup for the XUV-IR experiment

The experimental results presented in this chapter were obtained during a beam-
time at the FL26 REMI beamline at FLASH2, during which the variable-gap undu-
lator setup at FLASH2 was used to scan the whole range of doubly excited states
in helium starting at the photon energy of 59eV, just below the 2s2p resonance,
up to 80eV, just above the double ionization continuum at 79.03eV. The XUV
photon energy in this region was scanned in steps of 0.2eV. Longer data acqui-
sition for better statistics were conducted at the photon energies of (63.6± 0.1)eV
and (70.0± 0.4)eV, which correspond to the position of the sp23+ and the 3s3p
resonance, respectively. The FEL-pulse duration was characterised to be on the or-
der of 50fs, with more details presented in the following. A time-synchronised IR
laser pulse with a central wavelength of 780nm was spatially superimposed with
the FEL beam. Despite the time-synchronisation, both the XUV and IR pulses have
an intrinsic timing jitter, which is why an IR pulse-duration of ∼ 70fs was set to
ensure best temporal overlap with the FEL pulses. The FEL pulses are delivered in
bunches of 87 individual pulses with 10Hz bunch repetition rate and pulse repeti-
tion rate inside the bunch of 201kHz. Similarly, the IR pulses arrive in bunches of
70 individual pulses with 10Hz bunch repetition rate and pulse repetition rate inside
the bunch of 100.5kHz. This way every second FEL pulse is synchronised with an
IR pulse which enables measuring the FEL-only background reaction products, as
well as IR-only background products, which are, in fact, on the detection noise level
since the IR is not strong enough to cause ionization out of the ground state.

Both the FEL and IR beam, propagating collinearly, are focussed onto the su-
personic gas jet of helium atoms with injection pressure of 10 bar. The FEL beam
is focussed by an ellipsoidal mirror to a diameter of approximately 10µm [130].
The slightly larger IR focus with diameter ∼ 40µm ensures spatial overlap of both
pulses. Both the XUV and IR beams are linearly polarised, with the possibility of
parallel and perpendicular polarisation of the IR light with respect to the FEL light,
polarised along the x-axis.

The FEL pulse energy was adjusted through a set of apertures in the tunnel sec-
tion and in the experimental hall, as well as by the addition of two 400nm Si filters,
further ensuring suppression of higher harmonics of the FEL radiation. A filter
wheel with mounted neutral density (ND) filters (ND 0.5, 1, 2, 3, 4) enables adjust-
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Figure 5.6: Temporal characterisation of the FEL pulses through a THz streaking
measurement for FEL photon energy of (a) 59eV and (b) 80eV.

ment of the IR intensity, which without attenuation is on the order of 1013 W/cm2,
such that no strong-field ionization out of the helium ground state is possible.

5.2.1.1 Temporal characterisation of the FEL pulses

With variation of the FEL photon energy, also the spectral bandwidth, opti-
mised to < 1% of the central photon energy of a pulse, changes. This was con-
firmed by a THz streaking measurement [192,193] at the FLASH2 beamline FL21,
conducted directly before the start of the beamtime for the FEL wavelengths of
15.5nm and 21.0nm, or 80eV and 59eV, respectively, i.e., on the two ends of the
scanned photon-energy region, see Fig. 5.6. The measurement was carried out by
the FEL THz team consisting of I. Bermudez, R. Ivanov, S. Düsterer. At both
photon-energy settings a few 100 pulses were measured. The average pulse du-
ration was determined to be (73± 17)fs at photon energy 59eV and (33± 9)fs at
photon energy 80eV. Additionally, a slight chirp of the pulses was found by mea-
suring at the two different THz slopes [194, 195]. The extracted value of the chirp
is ∼ (3± 1)meV/fs, with blue photons preceding red photons. Even though the
pulse-length characterisation was carried out only for the highest and lowest pho-
ton energy, these measurement results confirm the expectation that with increasing
photon energy, i.e. increasing spectral bandwidth, the FEL pulses become shorter in
time.

5.2.1.2 Characterisation of the IR pulses

Both time and spectral characterisation of the IR pulses was conducted before
and after the data acquisition. Figure 5.7 shows a typical IR spectrum with a maxi-
mum at 785nm and a FWHM bandwidth of (18.2±0.5)nm. The pulse spectrum is
not ideally Gaussian with a shoulder on the red side of the spectrum extending the
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Figure 5.7: Spectrum of the IR pulses used in the XUV-IR experiment with a max-
imum at 785 nm.

spectrum to wavelengths up to 850nm. The temporal pulse length was measured in
an intensity autocorrelator to be (74±7)fs.

5.2.2 Data analysis
During the analysis of the data recorded with a reaction microscope the aim

is to convert the stored detector voltage traces to ion momentum information for
all measured charged particles. The main steps of the analysis procedure are im-
plemented in the Grand unifiEd reactioN microscopE souRce Code (GENERiC),
which has been under continuous development since its original implementation
for the analysis of the thesis project [196]. The GENERiC code is accessible as
a shared library implemented in the GSI Object Oriented On-line Off-line system
(Go4) framework [197], based on CERN’s ROOT data analysis framework [198].
The analysis software used in the scope of this thesis is adapted to the experimental
conditions at FLASH, especially including the pulse delivery in burst mode. The
basic procedures for the data analysis, including three main steps, Acquire, Unpack
and Calculate are described in detail in [128, 129, 199], whereas this section only
delivers a short overview over the main concepts.

5.2.2.1 Extraction of timing signals

In the first step of the data analysis all recorded voltage traces at both the ion
and electron detector are translated into (arbitrary) timing signals through the ap-
plication of peak-finding procedures applied to the raw voltage signals. As a result,
each assigned voltage peak is reduced to a time position in relation to a trigger
signal. In practice, this step can be carried out already on a hardware level. How-
ever, storing the raw voltage traces allows for post-acquisition optimisation of the
peak finding settings for best peak recognition. Different algorithms are routinely
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Table 5.1: Distribution of combinations of FEL and IR pulses during the measure-
ment.

FEL pulse IR pulse Number of combinations
on on 43
on off 44
off on 26

applied for peak finding, as the SearchHighRes (SHR) algorithm [200], the Con-
stant Fraction Discriminator (CFD) algorithm [201] and the center of mass (COM)
algorithm [202]. While the different algorithms all have their advantages and dis-
advantages, discussed for example in [128, 203], the CFD algorithm, based on the
working principle of hardware CFD [204], was chosen for the extraction of peak
positions in the data analysis in this project. It is applicable to double pulses and is
robustly able to identify peaks with different height [201].

5.2.2.2 Extraction of time of flight and particle hit position

In the second step of the data analysis procedure, the detected signals from the
MCP channel and the delay-line signals are translated into time-of-flight values of
the particles and their hit position on the detector, respectively. For the precise de-
termination of the time-of-flight signal, the detected signal from stray XUV light
causing an MCP signal is used as the time-zero, i.e. the interaction time. The cali-
bration of the position information is presented in section 4.1.3.2. More details on
the calibration procedure are presented in [128,129,199]. The intrinsic time resolu-
tion of the detectors, which is on the order of 0.5ns, is determined by the width of
the signals travelling along the wires of the delay-line anode, which are broadened
due to the spatial extension of the electron cloud emerging from the MCPs.

In this step also the initial sorting of the events according to the three combina-
tions of laser pulses is done:

• FEL and IR pulse;

• only FEL and no IR pulse;

• only IR pulse and no FEL pulse.

Because of the double intrabunch pulse repetition rate of the FEL compared to the
IR, an IR pulse is arriving only with every second of the 87 FEL pulse in the pulse
train. With the number of pulses in one IR pulse burst, which is 70, this leads to
the distribution of pulses, as listed in Table 5.1, taking into account that the first IR
pulse arrives with the second FEL pulse.
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5.2.2.3 Calculation of particle momenta

With the reconstructed time-of-flight to the detector and the hit position in the
(x,y)-plane, the three-dimensional initial momentum of the detected ion or electron
can be calculated from the equation of motion of the particle in the homogeneous
magnetic and electric field. The combined action of both fields is included in the
Lorentz force, such that the equation of motion takes the form:

m ẍ = q (E+ ẋ×B) , (5.8)

where m and q are the particle’s mass and charge, respectively, while E and B
denote the electric and magnetic field, both having only a z non-zero component.
This allows for decoupling of the longitudinal (along the z-axis) and transversal
motion (in the (x,y)-plane) of the particle inside the spectrometer.

Longitudinal momentum reconstruction

The longitudinal equation of motion is then

mz̈ = q E = q
U
d
, (5.9)

with the applied voltage U over the distance d. The solution of the equation yields

d =
1
2

q
m

U
d

t2TOF+ 𝑣z tTOF. (5.10)

Here, tTOF denotes the time it takes for the particle to reach the detector, or its time
of flight. The longitudinal momentum is then

pz =
md
tTOF

−
1
2

qU
d

tTOF. (5.11)

The time of flight, on the other hand, is given by

tTOF± =
pz±

√︂
p2

z +2qUm

−qU/d
, (5.12)

with tTOF+ corresponding to the flight time of the particles initially flying towards
the detector and tTOF− to those in opposite direction. In the limit of zero initial
momentum one finds

tTOF(pz = 0) = d

√︄
2m
qU

, (5.13)
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Figure 5.8: Illustration of a particle trajectory in the transversal (x,y)-plane. The
vector p⊥ indicates the initial momentum of the charged particle and R = (x,y) is
the position vector on the detector. Rc is the cyclotron radius.

which justifies the separation of ion species according to their mass-to-charge ra-
tio, as discussed in section 4.1, describing the working principle of the reaction
microscope.

Transversal momentum reconstruction

The applied magnetic field in the spectrometer forces all charged particles, ions
and electrons, onto spiral trajectories to the respective detector. In the transversal
(x,y)-plane, the particle moves along a circle with radius Rc, as illustrated in Figure
5.8. The cyclotron orbital frequency 𝑤c of the motion is determined by the particle’s
charge q, mass m and by the amplitude of the constant magnetic field B:

𝑤c =
qB
m

(5.14)

and the phase of the rotation along the circular trajectory at the particle’s arrival
time on the detector is given by

α = 𝑤ctTOF =
qB
m

tTOF. (5.15)

During the particle’s motion, the Lorentz force is balanced out by the centrifugal
force, such that

q𝑣⊥B =
m𝑣2⊥
Rc

, (5.16)

with Rc being the radius of the cyclotron orbit. This leads to the transverse momen-
tum

p⊥ = qBRc = m𝑤cRc. (5.17)
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The cyclotron radius, which is not directly measurable in the experiment, is con-
nected to the impact position R = (x,y) through the phase of rotation:

Rc =
|R|

2sin
(︂
α
2

)︂ = |R|

2sin
(︂
𝑤c
2 tTOF

)︂ . (5.18)

Inserting this result in Eq. (5.17) yields the absolute value of the initial transverse
momentum

p⊥ =
|R|m𝑤c

2sin
(︂
𝑤c
2 tTOF

)︂ . (5.19)

With the initial emission direction of the charged particle under an angle ϕ with
respect to the x-axis, the two components of the transversal momentum are:

px = p⊥ cos(ϕ)
py = p⊥ sin(ϕ),

(5.20)

where
ϕ = θ−

α

2
= θ−

𝑤c

2
tTOF. (5.21)

For heavy particles, i.e. as for ions, α becomes very small, such that the position
vector R⃗ points along the direction of p⊥, which takes the form:

p⊥ = 𝑣⊥m. (5.22)

This equation is also derived directly from the equation of motion (5.8), when ne-
glecting the magnetic field, leading to

px = m
(︃ x

t
− 𝑣jet

)︃
py = m

y
t

(5.23)

with the impact coordinates x and y and the jet velocity along the x-axis 𝑣jet.

5.2.2.4 Assignment of coincidences

The assignment of particle coincidences is based on momentum conservation,
where the initial photon and particle momenta balance out the sum momentum of
all outgoing particles. If no thermal excitation of the particles before the interaction
is considered, the ions and electrons in the target have no initial momentum before
the ionization. Additionally, the photon momentum can be neglected for most ion-
ization processes, such that in the end the sum momentum of all released particles
upon laser interaction has to be zero:∑︂

i

pion,i+
∑︂

j

pe, j = 0, (5.24)
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where pion,i denotes the momentum of each detected i ion and pe, j the momentum
of each freed electron j. The momenta of all potentially coincident particles, ions
and electrons from a certain ionization channel, are tested for the momentum sum
condition and assigned to each other if the momentum conservation condition is
met. Since the assumptions taken to arrive at the zero-sum condition are not met
exactly, particles are assigned to be coincident if their sum is in a certain window,
chosen as narrow as possible.

5.3 Ionization processes out of specifically excited
states in helium

This section presents the results of applying state-selectivity to the initial state in
laser ionization through specific preparation of doubly excited states in the helium
atom and their subsequent exposure to a strong IR field. While the IR field with
intensity of ∼ 1013 W/cm2 is not strong enough to initiate ionization in the neutral
helium atom, both single and double ionization are observed for the XUV-prepared
doubly excited states, with the results presented in sections 5.3.1 and 5.3.2, respec-
tively.

5.3.1 Single-ionization processes above the first ionization thresh-
old in helium

Single ionization in a two-colour XUV-IR experiment is dominated by XUV-
only single ionization for energy of the XUV photons above the first ionization
threshold in the helium atom, in the presented experiment with XUV photons hav-
ing energy between 59eV and 80eV. Here, already one single XUV photon is
enough to overcome the binding energy of the first electron of 24.59eV with con-
siderably high photoionization cross section on the order of a few Mb [205]. For an
ionizing field with photon energy of 59eV the photoionization cross section is re-
ported to be 1.56Mb, while at photon energy of 80eV, just above the total ionization
threshold, the cross section decreases by more than a half to 0.693Mb. Resonance
photoionization cross sections through autoionization at the energies of the doubly
excited states are of similar order of magnitude, meaning that the photoexcitation
of the doubly excited states also happens with similar probability as ionization. An
XUV-populated doubly excited state in the atom with binding energy of only a few
electronvolt can then be ionized by the IR field in the two-colour configuration.
The following sections discuss different possible ionization processes measured in
the two-colour XUV-IR experiment, focussing predominantly on the IR-induced
strong-field ionization but also pointing out XUV-only ionization being the source
of a constant background in the detected ionization yield and photoion and photo-
electron momentum distributions.
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5.3.1.1 Single ionization for XUV pulse preceding the IR pulse

If the XUV and the NIR pulse do not interact with the target simultaneously,
but one after each other, two types of ionization processes are possible: ionization
induced by just one of the fields and two-colour sequential processes of pump-probe
type. In the case presented here, the configuration of the two pulses is such that the
XUV pulse arrives first and the IR pulse arrives later with a time delay of τ ≈ 250fs.
As the IR field strength is not high enough to ionize the helium atom out of its 1s2

ground state, the two possibilities for ionization are either XUV-only ionization, or
IR-induced ionization out of the doubly excited states populated in a previous step,
250fs earlier, by the XUV field.

An overview of the single-ionization yield as a function of XUV photon en-
ergy ranging in the scanned region between 59eV and 80eV is provided in Fig. 5.9,
showing the measured photoelectron yield in coincidence with He+ ions as a func-
tion of photoelectron kinetic energy Ekin,e and XUV photon energy. The interpre-
tation of the XUV-only single-ionization yields, shown in the upper panel of the
figure, is straightforward. Due to energy conservation the photoelectron energy,
i.e. its kinetic energy, amounts to

Ekin,e = EXUV− In−Ekin,ion ≈ EXUV− In, (5.25)

where the approximation of very low energy sharing of the coincident ion being 3
orders of magnitude heavier than the electron is applied. While scanning through
the XUV photon energy over the ionization thresholds In, ionization above the lower
lying ionization thresholds is possible, as illustrated for the pathways 1 and 2 in
Fig. 5.9 (b). Since the magnetic and electric field in the reaction microscope were set
with focus on good momentum and energy resolution of slow electrons, the ioniza-
tion products associated to the direct XUV ionization above I1 = 24.59eV were not
efficiently detected, as they would have a minimum energy of Ekin,e(I1) = 34.41eV,
if being ionized with XUV photon energy of 59eV. Good detection efficiency is
provided for the measurement parameters for photoelectrons with kinetic energy up
to ≈ 10eV, the region depicted in Fig. 5.9. As the kinetic energy of the photoelec-
tron is directly proportional to the rising XUV photon energy for ionization above a
given threshold In, Eq. (5.25), the electron kinetic energy rises linearly with a slope
of 1 for increasing EXUV, starting at Ekin,e = 0eV at each XUV photon energy cor-
responding to an ionization threshold position. The more ionization thresholds are
crossed by the XUV photon energy, the more lines of increased ionization yield run
parallel with increasing EXUV, as shown in the upper panel of Fig. 5.9.

Adding the IR field to the picture, the IR-induced ionization channel opens up,
when at matching XUV photon energies doubly excited states are excited from the
1s2 ground state in helium. IR-induced ionization then becomes possible through
absorption of additional photons of the delayed IR field with moderate intensity
on the order of ∼ 1012 W/cm2. The gained kinetic energy by the electron upon
ionization depends on the binding potential of the excited state and the number
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Figure 5.9: Single-ionization yield as a function of XUV photon energy, ranging
between 59eV and 80eV, with XUV pulse arriving before the IR pulse. (a) Mea-
sured photoelectron yield in coincidence with He+ ions as a function of photoelec-
tron kinetic energy Ekin,e and XUV photon energy in the XUV-only configuration
(upper panel) and in the case of XUV pulse preceding the IR pulse (late IR) arriving
at time delay τ ≈ 250fs (lower panel). The gray lines in the top part of the figure
indicate the positions of doubly excited states in helium as well as of the ioniza-
tion thresholds I2 to I∞. (b) Sketch of single-ionization pathways indicated in the
energy-level diagram of helium. The XUV-only ionization pathways (1 and 2) are
marked in violet, with XUV photon energy indicated through the length of the vi-
olet arrows. In the XUV + late IR ionization pathways (3 to 5) the XUV photon is
resonant to transition from the ground to an excited state, whereas the ionization is
caused by the later arriving IR laser pulse (red arrows). The photoelectron kinetic
energy Ekin,e is indicated by blue arrows in all shown pathways.
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Figure 5.10: Distribution of electron kinetic energy Ekin,e for IR-induced above-
threshold ionization out of the (a) sp2,4+, (b) sp2,5+ and (c) sp2,6+ doubly excited
states, prepared by the XUV field with photonenergy resonant to the transition en-
ergy between the ground states and the respective excited state. The lineouts for the
three XUV photon energies are extracted from Fig. 5.9(a).

n+ s absorbed IR photons, with n photons needed to overcome the n-th ionization
threshold and s additionally absorbed photons, leading to above-threshold ioniza-
tion [37, 38, 206], as illustrated in the pathways 3 to 5 in Fig. 5.9 (b). This process,
however, is only possible if the IR field arrives during the lifetime of the doubly
excited states. As the 2s2p state, for example, is shorter lived than the time delay of
250fs between the XUV excitation and the IR ionization, no significant rise in ion-
ization yield is detected at EXUV = (60.1±0.2)eV. Due to the jitter in the timing of
both the XUV and the IR pulses, however, even for this state with an autoionization
lifetime of ≈ 18fs [56, 60] a non-vanishing IR-induced ionization yield is detected,
even if only on the order of magnitude of the background. With lifetimes also on
the order of ≈ 20fs but excitation cross section almost an order of magnitude lower
than the one of the 2s2p state, the 3s3p state and the states of the sp3,n+ series do not
exhibit IR-induced ionization after XUV excitation, as they are already autoionized.

The doubly excited states of the sp2,n+ series, on the other hand, have longer
lifetimes, such that ATI peaks are clearly detected at the corresponding XUV pho-
ton energy. While the ATI peaks out of the sp2,3+ appear clearly separated, those
corresponding to the higher-lying states start to overlap. Taking lineouts at XUV
photon energies in this region, as done in Fig. 5.10, allows for visualisation of the
ATI peaks out of the different doubly excited states. For example, for the ionization
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pathway 5 in Fig. 5.9 (b) and Fig. 5.10 (b) of ionization through the sp2,5+ state
an absorption of just 1 IR photon is enough for ionization and already a second
absorbed IR photon causes above-threshold ionization, as:

EXUV(64.8eV)+1 ·EIR(1.58eV)− I2(65.4eV) = Ekin,e(0.98eV). (5.26)

In the case of the sp2,4+ with resonance energy of 64.466eV the XUV excitation en-
ergy of 64.3eV is slightly off-resonant, but the resonance still lies in the bandwidth
of the pulse and therefore the XUV photon energy is sufficient for the state’s exci-
tation. For the energy conservation condition, however, since the process is sequen-
tial and then out of the doubly excited state, the electron kinetic energy amounts to
Ekin,e(0.646eV) instead to Ekin,e(0.48eV), Fig. 5.9 (a). In all three shown lineouts
in the figure the ATI peaks are separated exactly by the energy of the IR field, as
indicated by the red arrows with the corresponding length. For higher XUV photon
energy, Fig. 5.9 (c), the XUV field with spectral bandwidth of around 1% of its cen-
tral wavelength, is able to simultaneously excite a few doubly excited states, which
leads to effective broadening of the ATI peaks, as the ionization out of all excited
states takes place simultaneously.

Two additional ionization features in the region of the doubly excited states
below the second ionization threshold have not been discussed yet: increased ion-
ization yield for XUV photon energy of (62.7± 0.1)eV at kinetic energy of (0.5±
0.1)eV and for XUV photon energy of (64.1± 0.1)eV at kinetic energy of (0.35±
0.05)eV. Ionization to those positions out of the states in the sp2,n+ series is not
possible, but ionization out of the weak sp2,3− and sp2,4− [56], respectively, as de-
picted in Fig. 5.11. The two ionization processes need two photons in the case of
the sp2,3− state and just one photon for ionization out of the excited sp2,4− state. The
missing peaks due to above-threshold ionization could be attributed to the smaller
excitation cross section of those states compared to the states of the sp2,n+ series,
and thus decreased ionization yield of the sequential process.
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Figure 5.11: Single-ionization yield as a function of XUV photon energy, ranging
between 59eV and 67eV, i.e. scanning the whole region of doubly excited states
below the second ionization threshold I2, with XUV pulse arriving before the IR
pulse. The measured photoelectron yield is detected in coincidence with He+ ions
as a function of photoelectron kinetic energy Ekin,e for XUV pulse preceding the
IR pulse (late IR) arriving at time delay τ ≈ 250fs . The gray lines in the top part
of the figure indicate the positions of doubly excited states in helium as well as of
the ionization threshold I2, showing also the position of the weak states sp2,3− and
sp2,4−. IR-induced two-photon and one-photon ionization out of the XUV-excited
sp2,3− and sp2,4− state, respectively, is indicated, leading to the increased ion yield
at the energy positions of those states with photoelectron kinetic energy according
to energy conservation.

5.3.1.2 Single ionization for two-colour XUV-IR pulse configuration

In the two-colour XUV-IR pulse configuration, when both pulses are in tem-
poral overlap, the possible ionization processes change, as various excitation and
ionization pathways open up. In this case, additionally, IR-induced ionization out
of short-lived states becomes possible, as well as ionization pathways through oth-
erwise dipole forbidden states become possible in the laser-dressed atom picture, as
observed in photoelectron spectroscopy measurements in the region of the singly
excited states below the first ionization threshold in laser-dressed atomic helium
[206, 207].

To gain a first overview over the possible ionization pathways, opening up ad-
ditionally to the sequential pathways, discussed above, which are still possible,
Fig. 5.12 presents the single-ionization yield for measured photoelectrons in co-
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incidence with He+ ions as a function of photoelectron kinetic energy Ekin,e and
XUV photon energy in the range between 59eV and 80eV. The XUV-only case,
which is the same as in the previously discussed data set, is shown for the purpose
of direct comparison to the XUV+IR case presented in the lower panel of subfigure
(a). The most apparent additional ionization pathway is the above-threshold ion-
ization out of the XUV-excited 2s2p state at XUV photon energy of 60.1eV, with
clear ≈ 1.58eV spacing between the ATI peaks. Ionization to the laser-dressed con-
tinuum, pathway 2 in Fig. 5.12, becomes possible, as discussed later in this section.
Furthermore, an ionization pathway through the excited 3s3p state also opens up,
which is further investigated in the following.
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Figure 5.12: Single-ionization yield as a function of XUV photon energy, ranging
between 59eV and 80eV, with XUV pulse arriving in time overlap with the IR
pulse. (a) Measured photoelectron yield in coincidence with He+ ions as a function
of photoelectron kinetic energy Ekin,e and XUV photon energy in the XUV-only
configuration (upper panel) and in the case of XUV and IR pulse arriving together
at the target (lower panel). The gray lines in the top part of the figure indicate the
positions of doubly excited states in helium as well as of the ionization thresholds
I2 to I∞. (b) Sketch of single-ionization pathways indicated in the energy-level
diagram of helium. A single XUV-only ionization pathway(1), marked in violet, is
depicted, as XUV-only pathways are discussed together with Fig. 5.9. In the XUV
+ IR ionization pathways (2 to 4) the XUV photon is indicated by a violet arrow,
whereas red arrows show IR photons. The photoelectron kinetic energy Ekin,e is
indicated by blue arrows in all depicted pathways.
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Single ionization out of doubly excited states below the I2 ionization threshold

First, single ionization out of doubly excited states below the I2 ionization
threshold, specifically out of the sp2,3+ state at photon energy of Esp2,3+ = 63.658eV,
is considered. Ionization via excitation of this state is possible in a two-IR-photons
process, as depicted in the schematic pathway in Fig. 5.13 for the absorption of
one XUV and 2 IR photons. Absorption of additional IR photons leads to above-
threshold ionization peaks with spacing of 1.58eV (1 IR photon energy). The ATI
peak distribution shows clear decrease in the intensity of the peaks, as the ionization
rate scales exponentially with the number of absorbed IR photons. From the ATI
spectrum, consisting of 4 clearly visible peaks and a fifth one just about the XUV-
only background at ≈ 7.5eV, information on the laser intensity can be extracted
through the ponderomotive energy gained by a free-moving electron in a linearly
polarized laser field with electric field amplitude F and frequency ω. Without con-
sidering further interaction with the ionic core, the freed electron can be accelerated
to a kinetic energy of up to twice the ponderomotive potential

Up =
e2 F2

4mω2 . (5.27)

While through recollision with the ion and subsequent backscattering even higher
energies up to 10Up can be reached, thus extending the ATI cut-off [49, 50, 208],
an order of magnitude estimate for the electric field strength can be extracted
from the ATI spectrum. Assuming a cut-off at the energy of the fifth ATI peak,
i.e. Ecut−off = (7.5±0.5)eV, a 2Up cut-off leads to an estimate of the IR intensity of
IIR = (6.6± 0.4)× 1013 W/cm2, which is consistent with the independent intensity
estimate through the measured IR pulse energy and estimate of the focal size on the
order of ∼ 1013 W/cm2 IR intensity.

Besides evaluating the photoelectron kinetic energy obtained at a certain XUV
photon energy, here ωXUV = (63.65±0.70)eV, a further step in the data evaluation
bringing further insight into the ionization process is extraction of photoion and
photoelectron momentum distributions. First, the recoil-ion momentum distribu-
tion of He+ is considered, Fig. 5.14. The two upper rows show the distributions in
the case of overlapping XUV and IR fields, both polarized along the x-axis, while
the two lower rows depict the XUV-only distribution, which is the background dis-
tribution obtained in the XUV+IR case. While the upper rows in both cases show
a projection on the respective pi-p j plane, i.e. integrating over the whole third axis,
the lower rows depict a cut through the third plane for momentum between −0.1au
and 0.1au . The XUV-only process is well understood [126]. Ionization out of the
ground state with s symmetry via a one-photon transition, results in an angular mo-
mentum quantum number of l = 1, thus exhibiting an angular distribution of the
shape |Y1,0(θ)|2 ∝ cos2(θ) along the polarization direction of the ionizing laser field,
here the x-axis. With an XUV photon energy of ωXUV = 63.65eV and ionization
above the first threshold I1 = 24.59eV, the absolute value of the total recoil-ion mo-
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Figure 5.13: Distribution of electron kinetic energy Ekin,e for IR-induced above-
threshold ionization out of the XUV-prepared sp2,3+ doubly excited state, inter-
acting with XUV light with photon energy of ωXUV = 63.65eV and IR light with
photon energy ωIR = 1.58eV.

mentum given through the electron momentum and with this the electron kinetic
energy calculated according to

|precoil| = |pe| =
√︁

2meEkin,e =
√︁

2me(EXUV− In) (5.28)

amounts to 1.69au , as observed in the lower panels of Fig. 5.14 depicting the recoil-
ion momentum distribution in the XUV-only case. While the projections show a
considerable momentum spread, the cuts through the momentum distributions are
sharper. In the XUV+IR case additionally to the XUV-only momentum distribution
structure, also a low-momentum structure is detected, but the relatively low mo-
mentum resolution does not allow for clear reconstruction of the low-momentum
distribution, resulting from IR-induced ionization, as it is not present in the XUV-
only case.

Better momentum resolution is achieved in the photoelectron momentum dis-
tributions of the electrons detected in coincidence with He+ ions, shown for total
momentum lower than 1au , since higher momenta has already been attributed to
the XUV-only ionization, Fig. 5.15. Here, momentum rings with spacing propor-
tional to the square root of the IR photon energy arising due to above-threshold
ionization, as discussed earlier, are observed, with highest yield along the IR polar-
ization axis. The IR polarization is tilted with respect to the x-axis under an angle of
(18±2)◦ due to imperfection in the setting of the IR polarization entirely parallel to
the XUV polarization. Despite the polarization tilt, a clear directional pattern along
the polarization direction is observed in all 5 visible ATI rings.

The electron momentum distributions associated to events corresponding to the
first three ATI peaks, selected through a condition for the electron kinetic energy
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Figure 5.14: Recoil-ion momentum distribution of He+ ions for XUV photon en-
ergy of ωXUV = 63.65eV and polarization of the IR and XUV field along the x-axis.
The two upper rows show the distributions in the case of overlapping XUV and IR
fields, while the two lower rows depict the XUV-only distribution. In each set of
two rows the upper one shows a projection on the respective pi-p j plane, i.e. inte-
grating over the whole third axis, while the lower row depicts a cut through the third
plane for momentum between −0.1au and 0.1au .
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Figure 5.15: Photoelectron momentum distribution of electrons detected in coin-
cidence with He+ ions, i.e. single-ionization electrons, for XUV photon energy of
ωXUV = 63.65eV and polarization of the IR and XUV field along the x-axis. The
upper row shows the distributions as a projection on the respective pi-p j plane,
i.e. integrating over the whole third axis, while the lower row depicts a cut through
the third plane for momentum between −0.05au and 0.05au .

while looking for coincidences with He+ ions, are presented in Fig. 5.16. As the
electron kinetic energy in every next ATI peak is increased by the energy of the
additionally absorbed IR photon EIR = 1.58eV and the total electron momentum
scales proportional to the square of the electron kinetic energy, Eq. (5.28), the mo-
mentum distributions of the higher ATI electrons are bigger in extent. In contrast
to the XUV-only case, shown in the recoil-ion distributions, which exhibits a clear
minimum at px = 0au due to the cos(θ)2 dependence of a p-wave, in the electron
momentum distributions, detected in the case of XUV+IR in the ATI rings, it is
clearly visible that also for px = 0, no full minimum is reached, which is consistent
with even-component angular momenta as expected with the additional interaction
with the IR (like s-wave or d-wave or higher-order distributions). It should be noted
that the slight decrease in yield for pz ≈ 0.25au is due to the circular motion of the
electrons towards the detector, which does not allow for efficient separation of the
electrons arriving at the same time at a lot of different detector positions. Instead of
showing a different symmetry, as it would be expected through the absorption of an
additional IR photon [206], the symmetry of all ATI peaks appears nearly the same.
A possible explanation for this is that in the strong-field regime the condition that a
certain ATI peak can be reached through N photons holds only in the lowest-order
process. The nth ATI peak can be reached not necessarily with n photons above
the threshold, but also even 2, 4, etc. more photons can be absorbed/emitted. From
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Figure 5.16: Photoelectron momentum distribution of ATI electrons detected in
coincidence with He+ ions for XUV photon energy of ωXUV = 63.65eV and po-
larization of the IR and XUV field along the x-axis. The upper row shows the
distributions corresponding to the first ATI peak, the middle row those of the sec-
ond ATI peak and the bottom row of the third ATI peak. Each subfigure shows the
distributions as a projection on the respective pi-p j plane, i.e. integrating over the
entire third axis.

this viewpoint one can understand that also conditions for the higher-order pro-
cesses leading to the formation of the nth ATI effectively weaken the conservation
of angular momentum because both absorption and emission change the angular
momentum state of the ionized electron.

To gain a further insight into the above-threshold ionization process, the mo-
mentum distributions of the recoil-ion and of the photoelectrons are shown for IR
polarization perpendicular to the XUV polarization, i.e. along the z-axis, in Fig. 5.17
and Fig. 5.18, respectively. Compared to the case of the same polarization direction
between both fields, the directionality of the IR-induced momentum components is
now along the z-axis for all ATI momentum rings, Fig. 5.19, but still no clear ad-
ditional ATI dependence on the momentum distribution is observed. Little depen-
dence on the momentum distribution symmetry for different ATIs has been found
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for above-threshold ionization due to circularly polarised laser fields [209–211],
where the circular polarization, if looked at as a mix of two perpendicular to each
other polarisations can drive simultaneously transitions to more than one state. A
similar effect, where the contribution of pathways with different number of pho-
tons might be the cause for little structure in the ATI peak momentum distributions,
which should be evaluated in detail in the future.
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Figure 5.17: Recoil-ion momentum distribution of He+ ions for XUV photon en-
ergy of ωXUV = 63.65eV and XUV polarization along the x-axis, while the IR field
is polarized perpendicularly to it along the z-axis. The two upper rows show the dis-
tributions in the case of overlapping XUV and IR fields, while the two lower rows
depict the XUV-only distribution. In each set of two rows the upper one shows a
projection on the respective pi-p j plane, i.e. integrating over the whole third axis,
while the lower row depicts a cut through the third plane for momentum between
−0.1au and 0.1au .
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Figure 5.18: Photoelectron momentum distribution of electrons detected in coin-
cidence with He+ ions, i.e. single-ionization electrons, for XUV photon energy of
ωXUV = 63.65eV and XUV polarization along the x-axis, while the IR field is polar-
ized perpendicularly to it along the z-axis. The upper row shows the distributions as
a projection on the respective pi-p j plane, i.e. integrating over the whole third axis,
while the lower row depicts a cut through the third plane for momentum between
−0.05au and 0.05au .



5.3 Ionization processes out of specifically excited states in helium 83

1 0 1
px (a.u.)

1

0

1

p z
 (a

.u
.)

1st
 A

TI
 p

ea
k

XUV = 63.65 eV

1 0 1
px (a.u.)

1

0

1
p y

 (a
.u

.)

XUV = 63.65 eV

1 0 1
py (a.u.)

1

0

1

p z
 (a

.u
.)

XUV = 63.65 eV

1 0 1
px (a.u.)

1

0

1

p z
 (a

.u
.)

2nd
 A

TI
 p

ea
k XUV = 63.65 eV

1 0 1
px (a.u.)

1

0

1

p y
 (a

.u
.)

XUV = 63.65 eV

1 0 1
py (a.u.)

1

0

1
p z

 (a
.u

.)
XUV = 63.65 eV

1 0 1
px (a.u.)

1

0

1

p z
 (a

.u
.)

3rd
 A

TI
 p

ea
k

XUV = 63.65 eV

1 0 1
px (a.u.)

1

0

1

p y
 (a

.u
.)

XUV = 63.65 eV

1 0 1
py (a.u.)

1

0

1

p z
 (a

.u
.)

XUV = 63.65 eV

0
50
100
150
200
250
300

Co
un

ts

0
20
40
60
80
100

Co
un

ts

0
5
10
15
20
25
30

Co
un

ts

Figure 5.19: Photoelectron momentum distribution of ATI electrons detected in
coincidence with He+ ions for XUV photon energy of ωXUV = 63.65eV and XUV
polarization along the x-axis, while the IR field is polarized perpendicularly to it
along the z-axis. The upper row shows the distributions corresponding to the first
ATI peak, the middle row those of the second ATI peak and the bottom row of
the third ATI peak. Each subfigure shows the distributions as a projection on the
respective pi-p j plane, i.e. integrating over the whole third axis.
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Single ionization out of highly doubly excited states between the I2 and the I3
ionization thresholds

To discuss further ionization pathways opening up when the XUV and the IR
field overlap temporally, single ionization out of highly doubly excited states be-
tween the I2 and the I3 ionization thresholds is considered. An overview of the
single-ionization yield in this energy region is presented in Fig. 5.20 for the XUV
photon energy between 68.6eV and 73.8eV. The 3s3p state at energy 69.873eV
as well as the states of the sp3,n+ series converging to the I3 threshold at 72.957eV
are observed here. At the position of the 3s3p and the sp3,4+ state electrons with
almost zero kinetic energy are observed, which indicates a process as sketched in
the pathway 4 of Fig. 5.12 (b) in the case of the 3s3p state, where the absorption of
2 IR photons is just enough for its ionization. The sp3,4+ state at 71.623eV can be
ionized in a one-photon IR process, also with kinetic energy of the released photo-
electron smaller than 0.25eV. The kinetic energy of the ionized electron out of the
higher lying states of the sp3,n+ series increases with increasing energy of the states,
as those are located closer to the I3 threshold and one IR photon is enough to ionize
one electron, thus more energy is transferred to the electron upon its ionization.

An interesting ionization pathway is the one to the laser-dressed continuum, ob-
served along the XUV-only ionization diagonal starting at the I2 threshold. In the
here considered case of time-overlapping XUV and IR field, multiple sidebands in
electron kinetic energy around the XUV-only ionization feature are detected. A
sketch of the pathway leading to this type of ionization together with a distribu-
tion of the photoelectron kinetic energy Ekin,e measured for XUV photon energy
of ωXUV = 70.2eV is presented in Fig. 5.21. Here, in addition to the absorption
of one XUV photon, the absorption of an additional IR photon can either increase
or decrease the amount of the photoelectron kinetic energy, thus forming the side-
bands around the XUV-only peak. A key difference however is, that the XUV-only
process ionizes the photoelectron in the P continuum, while the XUV+1·IR process
leads to ionization in the S or D continuum. The intensity of the XUV-only peak is
additionally decreased, since now the probability of direct XUV-only ionization is
suppressed by the IR-assisted ionization in the continuum. This process is similar in
its nature to the process leading to sideband formation, exploited in the RABBITT
(Reconstruction of attosecond beating by interference of two-photon transitions)
technique to obtain the relative phase and amplitude of attosecond pulses for their
temporal characterisation [30,212] as well as to provide information on the dynam-
ics of ultrafast processes in atoms and molecules [154, 213–215].

The recoil-ion momentum distribution of He+ ions measured at the XUV pho-
ton energy of ωXUV = (70.0± 0.6)eV is shown in Fig. 5.22. Additionally to the
high-momentum recoil ions being coincident with photoelectrons ionized over the
first ionization threshold I1 = 24.59eV, now also recoil ions with lower momentum
from the ionization process above the I2 = 65.399eV are detected, corresponding
to momentum of (1.83±0.02)au and (0.58±0.04)au , respectively. The outer ring
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Figure 5.20: Single ionization yield as a function of XUV photon energy, ranging
between 68.6eV and 73.8eV, i.e. scanning the whole region of doubly excited states
between the second ionization threshold I2 and the third ionization threshold I3, with
XUV and IR pulse arriving in time overlap. The measured photoelectron yield is
detected in coincidence with He+ ions as a function of photoelectron kinetic energy
Ekin,e. The gray lines in the top part of the figure indicate the positions of doubly
excited states in helium as well as of the ionization threshold I3.

FEL IR IR

Figure 5.21: Distribution of electron kinetic energy Ekin,e for two-colour XUV-IR
direct ionization above the second ionization threshold I2 measured for XUV photon
energy of ωXUV = 70.2eV and XUV and IR field in time overlap. The depicted
ionization pathway shows ionization into the two-colour continuum. The gray lines
on the left denote the positions of doubly excited states of the N = 2 series, which
are not relevant for the occurring ionization process.
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corresponds to He+ ions in the ground state, whereas the inner ring to He+ ions in the
2p excited state. With additional IR interaction a feature around zero total momen-
tum in the recoil-ion momentum distribution is detected. This low-energy feature is
observed in the photoelectron momentum distribution of electrons detected in coin-
cidence with He+ ions, Fig. 5.23. In the px− py momentum distribution additionally
the rings corresponding to ionization in the S and D continuum via the absorption
of one XUV and one IR photon are visible, but do not show a different symmetry
than the ionization distribution corresponding to the direct XUV ionization. The
momentum distributions of the recoil-ion and of the photoelectrons detected in the
case of IR polarization perpendicular to the XUV polarization, i.e. along the z-axis,
are presented in Fig. 5.24 and Fig. 5.25, respectively. While the distributions of the
recoil He+ ions barely show a difference, in the photoelectron momentum distribu-
tions strong directionality along the z-polarization axis is observed for the electrons
detected with low momentum gained upon single ionization.



5.3 Ionization processes out of specifically excited states in helium 87

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XU
V

IR

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p y
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
py (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XU
V

IR

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p y
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
py (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XU
V 

on
ly

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p y
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
py (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XU
V 

on
ly

XUV = 70 eV

3 2 1 0 1 2 3
px (a.u.)

3
2
1
0
1
2
3

p y
 (a

.u
.)

XUV = 70 eV

3 2 1 0 1 2 3
py (a.u.)

3
2
1
0
1
2
3

p z
 (a

.u
.)

XUV = 70 eV

0
500
1000
1500
2000
2500
3000

Co
un

ts

0
50
100
150
200
250
300

Co
un

ts
0
500
1000
1500
2000
2500
3000

Co
un

ts

0
50
100
150
200
250
300

Co
un

ts

Figure 5.22: Recoil-ion momentum distribution of He+ ions for XUV photon en-
ergy of ωXUV = 70eV and polarization of the IR and XUV field along the x-axis.
The two upper rows show the distributions in the case of overlapping XUV and IR
fields, while the two lower rows depict the XUV-only distribution. In each set of
two rows the upper one shows a projection on the respective pi-p j plane, i.e. inte-
grating over the whole third axis, while the lower row depicts a cut through the third
plane for momentum between −0.1au and 0.1au .
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Figure 5.23: Photoelectron momentum distribution of electrons detected in coin-
cidence with He+ ions, i.e. single-ionization electrons, for XUV photon energy of
ωXUV = 70eV and polarization of the IR and XUV field along the x-axis. The upper
row shows the distributions as a projection on the respective pi-p j plane, i.e. inte-
grating over the whole third axis, while the lower row depicts a cut through the third
plane for momentum between −0.05au and 0.05au .
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Figure 5.24: Recoil-ion momentum distribution of He+ ions for XUV photon en-
ergy of ωXUV = 70eV and XUV field with polarization along the x-axis, while the
IR field is polarized perpendicularly to it along the z-axis. The two upper rows show
the distributions in the case of overlapping XUV and IR fields, while the two lower
rows depict the XUV-only distribution. In each set of two rows the upper one shows
a projection on the respective pi-p j plane, i.e. integrating over the whole third axis,
while the lower row depicts a cut through the third plane for momentum between
−0.1au and 0.1au .
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Figure 5.25: Photoelectron momentum distribution of electrons detected in coin-
cidence with He+ ions, i.e. single-ionization electrons, for XUV photon energy of
ωXUV = 70eV and XUV polarization along the x-axis, while the IR field is polar-
ized perpendicularly to it along the z-axis. The upper row shows the distributions as
a cut through the third plane for momentum between −0.05au and 0.05au ., while
the lower row shows a zoom for lower momenta of the same distribution.



5.3 Ionization processes out of specifically excited states in helium 91

5.3.2 Double-ionization processes above the first ionization thresh-
old in helium

Having not only one, but two electrons, the helium atom cannot just undergo
single ionization, but also double ionization. Double ionization can then be a result
of a single photon transition, if the XUV energy is high enough to overcome the
total ionization threshold in the helium atom of I∞ = 79.003eV, with a cross sec-
tion of the single-photon double ionization process just above the double-ionization
threshold I∞ reported in [216] as 0.737Mb. Considering also transitions includ-
ing more than just a single photon, sequential and non-sequential double ionization
pathways open up for XUV-only interaction, as well as for the combination of XUV
and IR interaction.

In two-photon XUV absorption, the total energy required to doubly ionize
the helium atom has to exceed I∞ = 79.003eV, as in the single-photon ioniza-
tion process. Here, to overcome both the first and second ionization energies, at
I1 = 24.59eV and at IHe2+ = 54.4eV, either photons of energy grater than 54.4eV
have to interact with helium in two-photon ionization sequentially (or also non-
sequentially), or two photons with energy between 39.5eV and 54.4eV have to be
simultaneously absorbed in a direct non-sequential ionization process. This process
is also possible for higher XUV photon energies, but it is suppressed due to the
onsetting sequential ionization process, as discussed in the following. The non-
sequential ionization process has been studied both theoretically [171, 217–221]
and experimentally, together with the two-photon sequential process [222–226].
Since the XUV photon energy in the present study ranges between 59eV and 80eV,
the non-sequential channel is dominated by the sequential process, happening with
higher relative probability.

To get an overview over the possible ionization channels, first in the case of
XUV light preceding the 250fs later arriving IR light, a two-dimensional plot of
the double-ionization yield as a function of XUV photon energy, ranging between
59eV and 80eV, and photoelectron kinetic energy Ekin,e is presented in Fig. 5.26.
Here, measured 1 photoelectron yield in coincidence with He2+ ions is defined as
double-ionization yield. In the XUV-only case, the rise in double-ionization yield
for ωXUV > 79.003eV (lower right corner of the distribution) is due to the single-
photon channel. The single-ionization diagonal lines are barely visible, since the
He+ states populated in the single-ionization process are long-lived and have only a
low probability to decay and with this free a second electron without further photon
absorption. An additional diagonal line, however, is present in the double-ionization
yield distribution in the region for ωXUV between 59eV and 65eV at kinetic ener-
gies between 4eV and 10eV. This feature is due to the XUV-only double ionization
in the sequential two-photon process, as sketched in Fig. 5.27 (a), which opens
up for ωXUV > 54.4eV, as discussed above. At XUV photon energy of 62eV, for
example, the energy of the electron released in the second double-ionization step
amounts to 7.6eV.
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Figure 5.26: Double-ionization yield as a function of XUV photon energy, ranging
between 59eV and 80eV, with the XUV pulse arriving before the IR pulse. The
two panels show measured one-photoelectron yield in coincidence with He2+ ions
as a function of photoelectron kinetic energy Ekin,e and XUV photon energy in the
XUV-only configuration (upper panel) and in the case of XUV pulse preceding the
IR pulse (late IR) arriving at time delay τ ≈ 250fs (lower panel). The gray lines in
the top part of the figure indicate the positions of doubly excited states in helium as
well as of the ionization thresholds I2 to I∞.

Considering further the later arriving IR pulse, which can also contribute to
double ionization, an additional ionization pathway opens up for energies above the
third single-ionization threshold at I3 = 72.957eV. The pathway of this two-step
process

He
XUV
−−−−→ He+*(n = 3)

IR
−−→ He2+ (5.29)

is sketched in Fig. 5.27 (b). Here, in a first step, the absorption of one XUV photon
with energy enough to leave the produced He+ in its state with quantum number
n = 3 causes shake-up of the helium atom to the excited He+ [48, 227–229]. The
excited He+ ion, which is long-lived, can then be ionized in strong-field multipho-
ton ionization through the absorption of four photons to just reach the ionization
threshold to the He2+ continuum, as well as through the absorption of multiples of
additional IR photons, as in the ATI process, leading to peaks in the kinetic energy
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Figure 5.27: Sequential double-ionization pathways. (a) XUV-only two-step se-
quential double ionization with first step ionizing the He atom and leaving the cre-
ated He+ ion in its 1s ground-state configuration, such that in the second step an
XUV photon ionizes the He+ ion. (b) Sequential double ionization through XUV
shake-up in the 3s state in He+ (first step) and IR-induced above-threshold ioniza-
tion in the second step.

of the electron spaced by 1.58eV. Since shake-up into the n = 3 state of He+ is
possible for all XUV energies higher than the energy of 72.957eV, horizontal lines
with constant photoelectron kinetic energies are observed in the double-ionization
yield.

The sequential double ionization process through shake-up is also possible in
the case of time-overlapping XUV and IR pulses, Fig. 5.28, even if additional dou-
ble ionization pathways out of the excited states densely populating the XUV re-
gion between 73eV and 79eV open up in this case. Increased double ionization
yield here is also observed for XUV photon energy corresponding to the resonance
energy of the 2s2p state, the 3s3p state, respectively, as well as for the lines of
the sp2,n+ series. These double ionization pathways are further discussed in rela-
tion to the measured He2+ recoil-ion momentum distributions. Those are presented
in Fig. 5.29 and Fig. 5.30 in the case of measurement at XUV photon energy of
ωXUV = 63.65eV, as well as in Fig. 5.31 and Fig. 5.32 in the case of measurement
at XUV photon energy of ωXUV = 70eV.
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The recoil-ion momentum distribution of the He2+ ions in the XUV-only case as
a product of the sequential two-photon double ionization process shows two pairs
of dipole-like half rings along the polarization direction of the XUV field, the x-
axis. In the sequential ionization process both electrons are emitted independently
of each other along the polarization direction, one from the neutral helium atom and
one from the ground state of He+, each forming then a dipole-like structure in the
momentum distribution, where both are imprinted in the He2+ recoil-ion momen-
tum distribution. For XUV photon energy of ωXUV = 63.65eV the energy of the
photoelectron in the first ionization step is 39.06eV corresponding to a momentum
of 1.69au . The second electron, i.e. the additional ion recoil, has kinetic energy
of 9.25eV corresponding to a momentum of 0.82au . This second recoil is added
up to the first one after the first step. Since the second step can happen in either
directions along the polarization axis, positive or negative, the resulting momentum
distribution of the He2+ ions shows four peaks with momenta:

−1.69au −0.82au −1.69au +0.82au 1.69au −0.82au 1.69au +0.82au
−2.51au −0.87au 0.87au 2.51au .

For XUV photon energy of ωXUV = 70eV the four peaks in the He2+ recoil ion
momentum distribution are then positioned at

−1.83au −1.07au −1.83au +1.07au 1.83au −1.07au 1.83au +1.07au
−2.9au −0.76au 0.76au 2.9au .

The recoil-ion momentum distributions of the He2+ ions in the case of overlap-
ping XUV and IR field shows additionally to the XUV-only distribution a broad
signature around zero recoil-ion momentum with larger extent along the IR po-
larization axis, the x-axis in Fig. 5.29 and Fig. 5.31 and the z-axis in Fig. 5.30
and Fig. 5.32, respectively. While the momentum resolution in the recoil-ion mo-
mentum distributions is not sufficient to get an initial impression of the double-
ionization distribution, induced by the IR field, except its extend along the polariza-
tion direction, the photoelectron momentum distributions in Fig. 5.33 and Fig. 5.34
show a dipole-like momentum distribution along the IR polarization direction with
additional near-zero momentum yield for both XUV photon energies. Those dis-
tributions can be attributed to multiphoton double ionization out of the respective
excited state to the He2+ continuum. Here, the near-zero-momentum distributions
are much stronger in some projections than in others, which points at residual direc-
tionality of the ionization process, thus to electron correlations and different mech-
anisms in the strong-field ionization out of the FEL-prepared doubly excited states.
Near-zero-momentum designates strongly a back-to-back emission of the two elec-
trons, but still some directionality remains present.
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Figure 5.28: Double ionization as a function of XUV photon energy, ranging be-
tween 59eV and 80eV, with the XUV pulse arriving in time overlap with the IR
pulse. The two panels show measured one-photoelectron yield in coincidence with
He2+ ions as a function of photoelectron kinetic energy Ekin,e and XUV photon en-
ergy in the XUV-only configuration (upper panel) and in the case of XUV and IR
pulse arriving together at the target (lower panel). The gray lines in the top part of
the figure indicate the positions of doubly excited states in helium as well as of the
ionization thresholds I2 to I∞.
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Figure 5.29: Recoil-ion momentum distribution of He2+ ions for XUV photon en-
ergy of ωXUV = 63.65eV and polarization of the IR and XUV field along the x-axis.
The upper row shows the distributions in the case of overlapping XUV and IR fields,
while the lower row depicts the XUV-only distribution. Each subfigure shows a pro-
jection on the respective pi-p j plane, i.e. integrating over the whole third axis.
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Figure 5.30: Recoil-ion momentum distribution of He2+ ions for XUV photon en-
ergy of ωXUV = 63.65eV and XUV field with polarization along the x-axis, while
the IR field is polarized perpendicularly to it along the z-axis. The upper row shows
the distributions in the case of overlapping XUV and IR fields, while the lower row
depicts the XUV-only distribution. Each subfigure shows a projection on the re-
spective pi-p j plane, i.e. integrating over the whole third axis.
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Figure 5.31: Recoil-ion momentum distribution of He2+ ions for XUV photon en-
ergy of ωXUV = 70eV and polarization of the IR and XUV field along the x-axis.
The upper row shows the distributions in the case of overlapping XUV and IR fields,
while the lower row depicts the XUV-only distribution. Each subfigure shows a pro-
jection on the respective pi-p j plane, i.e. integrating over the whole third axis.
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Figure 5.32: Recoil-ion momentum distribution of He2+ ions for XUV photon en-
ergy of ωXUV = 70eV and XUV field with polarization along the x-axis, while the
IR field is polarized perpendicularly to it along the z-axis. The upper row shows
the distributions in the case of overlapping XUV and IR fields, while the lower row
depicts the XUV-only distribution. Each subfigure shows a projection on the re-
spective pi-p j plane, i.e. integrating over the whole third axis.
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Figure 5.33: Photoelectron momentum distribution of electrons detected in coinci-
dence with He2+ ions for XUV photon energy of ωXUV = 63.65eV. The upper row
shows the distributions for polarization of the IR and XUV field along the x-axis,
while those in the bottom row are for XUV polarization along the x-axis and IR
polarized perpendicularly to it along the z-axis. All distributions are a projection on
the respective pi-p j plane, i.e. integrating over the whole third axis.

Figure 5.34: Photoelectron momentum distribution of electrons detected in coin-
cidence with He2+ ions for XUV photon energy of ωXUV = 70eV. The upper row
shows the distributions for polarization of the IR and XUV field along the x-axis,
while those in the bottom row are for XUV polarization along the x-axis and IR
polarized perpendicularly to it along the z-axis. All distributions are a projection on
the respective pi-p j plane, i.e. integrating over the whole third axis.
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5.4 Brief chapter summary and outlook
This chapter presented results on ionization out of specifically prepared dou-

bly excited states in the helium atom. Selectively excited by a free-electron laser
narrow-band XUV pulse, the doubly excited states were ionized either subsequently
or directly by an intense IR field. With the aim to discover the dominating ioniza-
tion pathways taking place, single and double ionization processes were discussed,
also for the strong background XUV-only ionization mechanisms at play. Addi-
tional ionization pathways, like the ionization process in the laser-dressed contin-
uum, also open up in the laser-dressed helium atom. The investigation of double-
ionization pathways complements previous studies of sequential and non-sequential
double ionization in the helium atom, while also finding new ionization IR-induced
double-ionization pathways through shake-up ionization as well as directly out of
the doubly excited states. One important next step here is to analyse and quantify
in more detail the correlated angular distributions for the different configurations,
as for example the ATI rings in single ionization as well as the correlated recoil-ion
and two electrons emerging with low momentum after double ionization, all out of
the specific doubly excited state, which will bring further insight into the nature of
the electron correlations and its role for the ionization process.

The presented experimental results as well as the theoretical findings, which
motivated the experimental study, contribute to understanding the role of the initial-
state in the ionization process taking place in the same system, here the benchmark
helium atom. With the effective preparation of individual excited states due to the
availability of tunable narrowband XUV sources at free-electron lasers, as presented
here, all processes studied so far out of the ground state in any system can now be
investigated and possibly even new ionization mechanisms can be found out of the
correlated initial states, not only in the simplest two-electron system, but also in
bigger atoms and molecules.
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LASER CONTROL OF A VIBRATIONAL
WAVE PACKET IN THE
NEUTRAL HYDROGEN MOLECULE

The key concepts and the presentation of some parts of this chapter follow closely
the following reference:
Laser control of an excited-state vibrational wave packet in neutral H2
Gergana D. Borisova, Paula Barber Belda, Shuyuan Hu, Paul Birk, Veit Stooß,
Maximilian Hartmann, Daniel Fan, Robert Moshammer, Alejandro Saenz,
Christian Ott and Thomas Pfeifer
arXiv:2301.03908 (2023).

Molecular dynamics covers a wide range of timescales: from the picosecond
timescale of molecular rotations, through the femtosecond timescale characteristic
of vibrations to the attosecond timescale of electronic dynamics [230–232]. To ac-
cess one of those scales, suitably short laser radiation, comparable or shorter than
the respective timescale, is needed to investigate the characteristic molecular dy-
namics, being rotational, vibrational or electronic. Rotational motion evolving on
the slowest of the discussed timescales has been made accessible by picosecond
laser radiation [21,233], while only femtosecond laser light, allowing for the gener-
ation of ultrashort light pulses has opened the door to the faster molecular vibrations
studied widely in the thereafter emerging field of femtochemistry [25,26,234], with
the aim to record snapshots of chemical reactions. Such snapshots become accessi-
ble in pump-probe experiments, implementing two laser pulses: a pump (initiating)
pulse starting coherent molecular dynamics with a defined time zero, accurate on
the femtosecond timescale, and a second probe pulse to map the system’s current
time-dependent state to a measurable observable. With the extension of the pump-
probe technique also to the attosecond regime even electron dynamics has become
accessible [235].

Pump-probe experiments have enabled monitoring the evolution of wave-packet
dynamics in the smallest molecules H2 and D2. Here, however, most experiments
study wave-packet vibration in the ground state of the respective molecular ion
through controlling molecular dissociation via electron localization in the electron-
ically excited ion [236–243]. Molecular wave-packet studies have been performed
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also on other diatomics [244–248] but also for more complex molecules [249].
However, only a few experiments so far have treated the neural hydrogen molecule
in time-delay pump-probe studies [250, 251]. The overall aim to control the wave-
packet vibrational dynamics has been touched upon in [252, 253] in a pump-probe
experiment. Meanwhile, a pump-control-probe scheme, employing three precisely
timed laser pulses, has been employed to demonstrate strong-field control of a vi-
brational wave-packet [254, 255] in a limited number of molecular systems.

The majority of the experiments so far have typically employed detection of
ionization/dissociation products to gain access to the natural evolution of the studied
vibrational wave packet. An exception to this are the all-optical time-delay pump-
probe studies of singly excited states in H2 [250,251]. Here, the classical vibrational
period of states is imprinted in an oscillating absorption signal in a short time-
delay region after the wave-packet excitation. Through phase-fits on the oscillating
absorption lineshapes along the time-delay a nuclear wave packet is reconstructed
in the excited B′ 1Σ+u electronic state.

This chapter introduces an alternative approach to visualise a vibrational wave
packet in an electronically excited state in the neutral H2 molecule. Figure 6.1
illustrates the idea behind the experimental pump-control scheme for molecular
wave-packet visualisation and control. Coherent extreme ultraviolet light is used
to create (pump) a vibrational wave packet in the excited D1Πu3pπ state of neutral
H2. Access to the wave-packet dynamics, in particular to the molecular vibrational
revival, is gained through the XUV absorption spectra in the region of the reso-
nances between the excited D vibronic band and the molecular ground state, from
which the time-dependent coherent electronic dipole is reconstructed employing the
technique for reconstruction of the real-time coherent dipole response [256], which
probes the vibrating wave packet through the molecular ground state. To control
the wave packet time evolution and through this its revival, an intense near-infrared
(control) pulse, applied shortly after the wave-packet excitation is used. This sec-
ond pulse, however, does not act as a probe pulse for the system, since the probe
step is already fulfilled by the molecular ground state, self-probing the evolution of
the excited wave packet, imprinted then in the coherent dipole emission. Thus, the
second interacting pulse can be used to control the wave-packet’s time evolution,
while still utilizing the ground-state self-probing for the visualisation of the control
mechanism.

This chapter presents a first demonstration of this non-destructive spectroscopic
scheme to track molecular vibration in the smallest and fastest molecule, hydrogen.
With the possibility to non-invasively, i.e. without destroying the quantum system,
follow the coherent (time-resolved) dynamics of molecular vibration in a specific
electronically excited state, the regime where electronic and nuclear degrees of free-
dom are coupled throughout the time-evolution becomes accessible. Learning to
control either electronic, or nuclear motion, or even both simultaneously, can open
the door to exploring the boundary of validity of the Born-Oppenheimer approxi-
mation, decoupling vibration and rotation from the fastest electronic movement.
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Figure 6.1: Illustration of the pump-control scheme for all-optical non-destructive
wave-packet control in the neutral H2 molecule. In the first pump step, initiated by
an XUV-excitation pulse, a wave packet (orange) is promoted to the electronically
excited D1Πu3pπ bound state from the molecular X1Σ+g 1sσ ground state (green)
according to the Franck-Condon population distribution of the 18 bound vibrational
states (labelled FC on the left side at the energy position of the respective states) in
the electronically excited potential-energy curve. The excited wave packet oscillates
as a function of internuclear separation R, leaving and (partially) re-entering the
region of its initial excitation, the so called Franck-Condon region of overlap with
the ground-state wave function, which acts as a probe to the wave packet, whenever
the overlap between the ground state and the wave packet is non-vanishing. The
free oscillating wave packet can then be coupled to other molecular bound states,
as for example the resonant EF1Σ+g 2sσ+2pσ2. Here, an NIR-coupling pulse with
variable intensity is introduced, which can deliberately change the wave packet and
by this exert control on the wave packet, which, in turn, is detected by the quasi-
stationary H2 ground state acting as probe of the vibrating wave packet for all times
of its evolution.

6.1 The vibrating diatomic molecule

A diatomic molecule, like the H2 molecule, consists of two covalently bound
atoms. Here, covalent bonding describes the stable balance of the attractive and
repulsive forces between the two atoms: on the one hand, the nucleus of one atom
attracts the electrons of the other atom, and vice versa, and on the other hand there
is a repulsion between the two positively charged nuclei, as well as between the
negatively charged electron distributions belonging to each of the two atoms. The
attractive and repulsive Coulomb forces balance out at a certain mean internuclear
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Figure 6.2: Bond compression and bond extension in the electronic ground state
of the H2 molecule. A hydrogen molecule is illustrated at the two depicted energy
positions ε0 and ε1, where one of the atoms in the molecule, H, is located at position
R = 0Å and the second atom H′ can have a different position along the internuclear
separation axis, i.e. can vibrate.

distance, where the total energy of the forming molecule is minimal. Bringing
the two atoms further together would increase the repulsion in the system forcing
molecular break-up, while a further atomic separation is prevented by the attractive
force. Thus, any attempt to change the distance between the two atoms would
increase the system’s energy, as shown in Fig. 6.2. The compression and extension
of the molecular bond, or in other words a vibrating diatomic molecule, very closely
resembles the behaviour of an oscillating spring. Both systems represent a case
of a harmonic oscillator. While a harmonic oscillator is a good starting point to
understand the structure of vibrational spectra and overall molecular vibration, it
fails to replicate observables like vibrational revival, which is a key characteristic
of molecular vibration.

6.1.1 Time evolution of a molecular wave packet

The neutral hydrogen molecule has many excited electronic states, which can
be populated out of the ground state after interaction with an XUV pulse [67]. The
XUV pulse, used for the experiments presented in this chapter covers an energy
region between 13 and 17eV and therefore XUV excitation out of the molecular
ground state leads to the population of multiple electronic states, with the corre-
sponding occupation of many vibrational states according to the Franck-Condon
overlap principle [34, 257–259]. In the Born-Oppenheimer approximation, allow-
ing for the separation between the electronic and nuclear degrees of freedom [34,65,
258,259], then the resulting wave function can be written as a sum over the product
functions of the n-th electronic wave function ψn

R(x, t) and the nuclear wave packet
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Φn(R, t) in the respective electronic state:

Ψexcited
H2

(x,R, t) =
∑︂

n
Φn(R, t)ψn

R(x, t). (6.1)

Here, the nuclear wave function is a coherent superposition of all vibrational eigen-
states ϕn

υ(R, t) of the corresponding potential-energy curve of an electronic state n

Φn(R, t) =
∞∑︂
υ=0

cn
υϕ

n
υ(R, t), (6.2)

weighted with the expansion coefficients cn
υ, which quadratic value give the popula-

tion amplitude of the corresponding vibrational eigenstate. The free time evolution
of the vibrational eigenstates evolves with the state’s eigenenergy En

υ, such that

ϕn
υ(R, t) = e−iEn

υt/ℏϕn
υ(R) (6.3)

Because of the linearity in the expansion of the total excited wave function in
Eq. (6.1) the further discussion can be restricted to one electronic excited state to-
gether with the corresponding wave packet of nuclear wave functions. With the
spacial representation of the nuclear wave functions and knowing their eigenen-
ergy one can easily find the time evolution of a nuclear wave packet Φ(R, t) in the
field-free case according to

Φ(R, t) =
∞∑︂
υ=0

cυe−iEυt/ℏϕυ(R). (6.4)

In an anharmonic potential-energy curve, as is the case for all electronic excited
states in the hydrogen molecule, here specifically for the D1Πu3pπ state, the energy
separation between the vibrational states is not equidistant, which leads to spatial
dispersion of the nuclear wave packet, as it evolves in time. At a specific later time
the wave functions in the wave packet come back in phase again and a wave-packet
revival is observed. Figure 6.3 shows four snapshots of the vibrational wave packet
in the D1Πu3pπ state, including the initially excited wave packet and its revival
around 270 fs.

6.1.2 Wave-packet revivals in molecular potentials

To understand the emergence of a wave-packet revival as a rephasing of all
wave-packet states, the eigenenergy of each individual state can be expanded in a
Taylor series around a central vibrational state υe, as shown in for example [260,
261]. The expansion is justified in the case of many vibrational states with small
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Figure 6.3: Time evolution of the bound-state vibrational wave packet in the
D1Πu3pπ state after excitation from the molecular ground state. The probability
distribution of the nuclear wave packet |Φ(R, t)|2 along the internuclear separation
coordinate R is shown for four different times. The initial wave packet distribu-
tion |Φ(R, t = 0fs)|2 resembles a well-localised copy of the molecular ground state.
At the very beginning of its time evolution (here shown for time t = 7fs the wave
packets spreads spatially, while oscillating in the potential curve. At later times,
the wave-packet is completely delocalised as in the depicted |Φ(R, t = 200fs)|2. At
a later time a revival at t = 270.6fs occurs and the wave packet is again localised
around its initial excitation position.

energy-spacing compared to the energy of the expansion point E(υe)

|E(υe)−E(υe±1)|
E(υe)

≪ 1. (6.5)

The expansion of the energy of a state with vibrational quantum number υ then
takes the form

E(υ) ≈ E(υe)+
dE(υ)

dυ

⃓⃓⃓⃓⃓
υe

(υ−υe)+
d2E(υ)

dυ2

⃓⃓⃓⃓⃓
⃓
υe

(υ−υe)2+O(υ3), (6.6)

which leads to the time evolution of each individual nuclear eigenstate according to
Eq. (6.3):

ϕυ(R, t) = ϕυ(R) exp

⎧⎪⎪⎨⎪⎪⎩− i
ℏ

⎡⎢⎢⎢⎢⎢⎣E(υe)+
dE(υ)

dυ

⃓⃓⃓⃓⃓
υe

(υ−υe)+
1
2

d2E(υ)
dυ2

⃓⃓⃓⃓⃓
⃓
υe

(υ−υe)2+ · · ·

⎤⎥⎥⎥⎥⎥⎦ t

⎫⎪⎪⎬⎪⎪⎭
= ϕυ(R) exp

{︄
−

i
ℏ

[︄
E(υe)+E′(υe)(υ−υe)+

1
2

E′′(υe)(υ−υe)2+ · · ·

]︄
t
}︄ .

(6.7)
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Defining the characteristic timescales in the first and second expansion order as

Tcl =
2πℏ
|E′(υe)|

and Trev =
2πℏ

|E′′(υe)|/2
, (6.8)

Eq. (6.7) simplifies to

ϕυ(R, t) = ϕυ(R) exp
{︄
−i

[︄
E(υe)
ℏ
+2π(υ−υe)/Tcl+2π(υ−υe)2/Trev+ · · ·

]︄
t
}︄
. (6.9)

The first term is a υ-independent overall phase, accumulating equally for all times
in all states in the wave packet, therefore not changing the phase relation between
them and thus having no effect, when building the population density |Ψ(R, t)|2.

Knowing that υ and υe are integer numbers, summands in the second or third
term will deliver the same phase when they become multiples of 2π. The character-
istic time scale of the second term is known as the classical period of motion in the
bound electronic state and can be independently derived from correspondence prin-
ciple arguments [262]. This component is relevant for the short-term wave-packet
evolution and for the discussion of fractional revivals. The third expansion term is
associated to the revival time scale, dependent on the quadratic term (υ−υe)2. It is
responsible for the spreading of the wave packet on a longer time scale and most
notably, becomes very slowly varying around the time Trev or multiples of it, when
the classical motion given by the second expansion term becomes relevant. This ef-
fect is clearly visible in the time-evolution of the bound D vibrational wave packet,
shown in Fig. 6.7(a).

6.1.2.1 Time evolution in a harmonic potential

Approximating a potential energy curve to a harmonic potential yields equidis-
tant energy spacing for all vibrational levels:

E(υ) =
(︄
υ+

1
2

)︄
ℏω0. (6.10)

All higher derivatives of the energy with respect to the vibrational quantum number
υ, except for the first derivative, vanish, such that the classical time scale takes the
form

Tcl =
2πℏ
|E′(υe)|

=
2π
ω0
. (6.11)

Approximating the D-state potential with a harmonic potential and building a har-
monic D-state wave packet including harmonic vibrational states with energy up to
the dissociation energy of the real D potential-energy curve, one can find the time-
evolution of the wave packet in Fig. 6.4. The wave packet does not disperse, i.e. all
states remain in phase for all times, which, in turn, prevents the emergence of a
wave packet revival, as indicated at the beginning of the section.
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Tcl

Figure 6.4: Time evolution of a vibrational wave packet excited in a harmonic
potential approximating the D1Πu3pπ potential energy curve. (a) Harmonic ap-
proximation (blue) for the molecular ground state and the excited D1Πu3pπ state.
The ground state (green) is mapped to the excited state according to the FC factors
for the harmonic eigenstates below the dissociation threshold of the real D1Πu3pπ
potential (grey), where the energy position of the included eigenstates is indicated
as vertical blue lines. (b) Wave-packet time evolution for the first 100fs after the
wave-packet excitation. In the harmonic potential approximation only classical vi-
bration motion with the time constant Tcl of the wave packet is observed. In the
absence of anharmonicity no dephasing of the wave packet occurs and therefore no
subsequent revival.

6.1.2.2 Time evolution in an anharmonic potential

Going beyond the harmonic potential approximation, which is a good approx-
imation for the potential of a diatomic molecule in the vicinity of the equilibrium
internuclear distance R= Re, a more realistic description of a potential-energy curve
should consider its anharmonicity. Here, the empirically found analytic Morse po-
tential is a good approximation for bound potential-energy curves [263]:

VMorse(R) = De
[︂
e−2a(R−Re)−2e−a(R−Re)

]︂
, (6.12)

where apart from the equilibrium internuclear separation Re, the two additional pa-
rameters De, being the depth of the potential, and a, a parameter to control the width
of the potential, offer flexibility for more accurate description of the molecular po-
tential. Hereby, De is connected to the dissociation energy D0 by

D0 = De−
ℏω0

2
, (6.13)
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with ω0 being the vibrational ground state energy of the Morse potential. An al-
ternative form of the Morse potential, which can be applied also for excited bound
molecular states is

Vexcited
Morse (R) = Eexcited

0 +De
[︂
1− e−a(R−R0)

]︂2
, (6.14)

which differs from Eq. (6.12) by the shift of the dissociation energy of the potential
from zero to Eexcited

0 +De. The exact energy eigenvalues of the Morse potential
[258, 263] are given by

EMorse(υ) = ℏω0

(︄
υ+

1
2

)︄
−
ℏ2ω2

0

4De

(︄
υ+

1
2

)︄2

, (6.15)

and in the case of electronic excited states

Eexcited
Morse (υ) = EMorse(υ)+Eexcited

0 . (6.16)

The vibrational levels are then no longer equidistant and their time evolution does
not remain in phase for all times as in the harmonic case. The vibrational frequency

ω0 = a
√︁

2De/µ, (6.17)

with µ being the reduced mass, corresponds to the frequency of a harmonic oscil-
lator with force constant k = 2a2De. The energy expression for the Morse potential
inserted in Eq. (6.8) yields for the characteristic vibrational timescales

Tcl =
2π⃓⃓⃓⃓

ω0
[︂
1−2ℏω0

4De

(︂
υ+ 1

2

)︂]︂⃓⃓⃓⃓ and Trev =
2π⃓⃓⃓⃓⃓
−
ℏω2

0
4De

⃓⃓⃓⃓⃓ . (6.18)

The classical time scale is bigger than the one obtained in the harmonic case due
to the anharmonicity of the Morse potential. The revival time in this case is non-
vanishing but higher order revivals cannot appear, as higher order derivatives of the
energy expression vanish. The fist reconstruction of the initial wave packet occurs
at time t = Trev/2 and is termed a half-revival. According to Eq. (6.9) all eigenstates
are phase-synchronised, however the phase of the even-numbered states is shifted
by a factor of π compared to the odd-numbered states. The initial wave-packet
appears to have restored its original shape, however its overall phase is shifted by π.

For an accurate description of the H2 potentials even higher order anharmonicity
has to be taken into account, which would lead to even higher order periodicity of
the phase evolution of the states according to Eq. (6.7), see [261] for derivation
of e.g. the so-called super-revival Tsuper. A full revival of the wave-packet would
therefore be observed on a very long time scale. For this reason, in the following,
the half-revival restoring the initially excited wave-packet is referred to as the first
wave-packet revival.



110
LASER CONTROL OF A VIBRATIONAL WAVE PACKET

IN THE NEUTRAL HYDROGEN MOLECULE

6.1.3 Few-level model system for the vibrating H2 molecule
To understand the vibrational dynamics in the neutral hydrogen molecule un-

der the influence of a strongly interacting field, we consider a multi-level system
and solve the time-dependent Schrödinger equation to find its time evolution. The
TDSE is solved by expanding the time-dependent wave-function in a basis of field-
free eigenstates, yielding a set of coupled differential equations. Owing to find
the minimal set of states, allowing to understand the laser-coupled dynamics of
the molecular wave packet, the numerical simulation only includes the most domi-
nant spectroscopic signatures observed in the XUV spectra, here the XUV dipole-
allowed resonances from the ground state to the electronically excited D state. Thus,
the eigenstates included in the model are the following:

• the absolute ground X1Σ+g 1sσ state with rovibrational quantum numbers J = 0
and υ = 0,

• the bound states of the electronically excited D1Πu 3pπ state, with J = 1 and
υ = 0, ...,17 and

• the bound states with J = 0 and υ = 0, ...,33 of the electronically excited
EF1Σ+g 2sσ+2pσ2 potential-energy curve.

The numerical framework used for the few-level model simulation discussed in
the following was in part developed together with a bachelor and a master student,
who were supervised in the scope of this work: Daniel Fan [264] and Paula Barber
Belda [265].

6.1.3.1 Eigenenergies and transition-dipole elements for the states in the few-
level model system

The eigenenergy of all included field-free eigenstates as well as the spatial rep-
resentation of the bound nuclear wave functions are obtained by solving the time-
independent radial Schrödinger equation of nuclear motion using a B-spline basis
of 600 B-spline functions of order 10 on a linear knot sequence in a radial box with
maximal nuclear separation Rmax = 30 a.u. and fixed-boundary conditions within
the Born-Oppenheimer approximation, with the potential-energy curves from liter-
ature [67, 266, 267]. The bound nuclear wave-functions for all states are calculated
for a radial size Rbound = 24 a.u.. Figure 6.5 shows all bound vibrational states of
the excited D1Πu3pπ potential-energy curve at their corresponding energy position,
whereas Fig. 6.6 depicts the bound vibrational levels of the excited EF1Σ+g elec-
tronic potential.

The transition matrix elements between two states, an initial i and a final f state,
are calculated as the expectation value of the transition operator T̂ according to

T f←i = ⟨Ψ f (x,R)| T̂ |Ψi(x,R)⟩ . (6.19)
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Figure 6.5: All bound vibrational states of the excited D1Πu3pπ potential-energy
curve in the neutral H2 molecule. Every nuclear wave function is shown with an
offset corresponding to its eigenenergy.
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Figure 6.6: All bound vibrational states of the excited EF1Σ+g potential-energy
curve in the neutral H2 molecule.

Their squared value is the transition probability between two states:

P f←i =
⃓⃓⃓
T f←i

⃓⃓⃓2
. (6.20)

In the dipole approximation, considered throughout this thesis, the general tran-
sition operator T̂ is approximated by the transition dipole operator D̂, such that

T f←i ≈ ⟨Ψ f (x,R)| D̂ |Ψi(x,R)⟩ ≡ d f←i. (6.21)
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Applying the Born-Oppenheimer approximation to separate the nuclear ϕ(R)
and electronic ψ(x;R) wave function, the transition elements become

d f←i = ⟨ϕ f (R)| ⟨ψ f (x;R)| D̂ |ψi(x;R)⟩ |ϕi(R)⟩ . (6.22)

Due to the orthogonality of the electronic wave functions the dipole operator
part of the nuclear coordinates does not contribute to the final expectation value,
vanishing upon integration, such that the electronic part can be separately computed,
leading to the expression

d f←i = ⟨ϕ f (R)|D f i(R) |ϕi(R)⟩ , (6.23)

depending only on the internuclear separation, with the electronic dipole transition
moments D f i(R) = ⟨ψ f (x;R)| D̂ |ψi(x;R)⟩.

Knowing the nuclear wave functions from the solution of the radial Schrödinger
equation and the electronic dipole transition moments from literature [268, 269]
the transition dipole moments between all the BO field-free eigenstates contained
within the model were calculated according to Eq. (6.23) and compared for consis-
tency to the values reported in literature [270–273].

6.1.3.2 Solution of the time-dependent Schrödinger equation

The dipole transition moments, together with the energies of the states, are used
to construct the Hamiltonian of the model system, interacting with both XUV and
NIR light. The laser interaction is considered in the length gauge of the dipole
approximation and only dipole-allowed couplings between the states are included,
which leads do the Hamiltonian, being the sum of the free and the interaction Hamil-
tonian:

H =H0+Hint =H0+Hint,XUV+Hint,NIR =H0+Hint,XUV+Hint,NIR, (6.24)

with the two interaction contributions - due to the XUV and due to the NIR, denoted
asHint,XUV andHint,NIR, respectively.

Building a basis set S out of the free states included in the model, listed out at
the beginning of this section, i.e.

S =
{︂
|ϕX

0 ⟩
}︂
∪

{︂
|ϕD
υ ⟩ |ϕ

D
υ bound

}︂ND−1

υ=0
∪

{︂
|ϕEF
υ ⟩ |ϕ

EF
υ bound

}︂NEF−1

υ=0
≡ {|s⟩}ND+NEF

s=0 ,

the explicit (1+ND+NEF)×(1+ND+NEF)-dimensional matrix form of the Hamil-
tonian becomes
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H(t) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

EX dX↔D0E(t) dX↔D1E(t) · · · 0 0 · · · 0
dX↔D0E(t) ED0 0 · · · dD0↔EF0E(t) dD0↔EF1E(t) · · · dD0↔EF33E(t)
dX↔D1E(t) 0 ED1 · · · dD1↔EF0E(t) dD1↔EF1E(t) · · · dD1↔EF33E(t)

...
...

...
. . .

...
...

...
...

0 dD0↔EF0E(t) dD1↔EF0E(t) · · · EEF0 0 · · · 0
0 dD0↔EF1E(t) dD1↔EF1E(t) · · · 0 EEF1 0 0
...

...
...

...
...

...
. . .

...
0 dD0↔EF33E(t) dD1↔EF33E(t) · · · 0 0 0 EEF33

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(6.25)
where the subindex of the states refers to the vibrational quantum number υ.

To account for the finite life time of the excited states an exponential decay of
the population of the states is introduced through an imaginary term added to the
eigenenergies of the states. For a lifetime of 1/Γ, the corresponding transformation
including the decay rate is

E← E− i
Γ

2
, (6.26)

with Γ = 1× 10−4 a.u. for all excited states, comparable to the values reported in
literature [73]. The ground state Xυ=0 has no decay rate.

For the numerical solution of the time-dependent Schrödinger equation

i
∂

∂t
|Ψ(t)⟩ =H(t) |Ψ(t)⟩ (6.27)

the state vector of the model system |Ψ(t)⟩ is represented in theS basis of the Hamil-
tonian as

|Ψ(t)⟩ =
ND+NEF∑︂

s=0

cs(t) |s⟩ , (6.28)

with the expansion coefficients cs(t), which squared value is the probability of the
system to populate the state |s⟩. Inserting the state vector representation in the TDSE
and using the orthogonality of the eigenvectors, the remaining coupled differential
equations for the expansion coefficients vector

c(t) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0(t)
c1(t)
...

cND+NEF (t)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (6.29)

remains to be solved.

The formal solution of the TDSE is the exponential time-evolution

c(t) = e−iH(t)·t c(t = 0), (6.30)
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with the initial coefficient vector c(0), in which only the ground state is populated,
i.e.

c(t = 0) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0
...
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (6.31)

Since the Hamiltonian of the system, however, is not a diagonal matrix, the differ-
ential equation can be solved either by diagonalisation of the Hamiltonian at every
time step, or through a split-step algorithm [176]. The latter choice was adopted,
since it requires only two matrix diagonalisations, which makes it computationally
faster than the full diagonalisation of the Hamiltonian at every time step.

The second-order split-step algorithm for the numerical TDSE solution imple-
mented in the described model simulation relies on the separation of the Hamil-
tonian in two parts, the field-free part H0 and the interaction part Hint, which are
propagated independently of each other according to

|Ψ(tn)⟩ = e−iH0·
∆t
2 e−iHint(tn)·∆t e−iH0·

∆t
2 |Ψ(tn−1)⟩ . (6.32)

The field-free Hamiltonian H0 is a diagonal matrix, which can be directly applied
in the time-evolution. To compute the interaction part, however, a further separation
in the interaction part by the XUV and the one by the NIR is introduced, accurate
up to first order:

e−iHint(t)·t = e−i
(︁
Hint,XUV(t)+Hint,NIR(t)

)︁
·t ≈ e−iHint,XUV(t)·t e−iHint,NIR(t)·t. (6.33)

This separation is justified given very low XUV intensity, which is well in the per-
turbative regime, as well as with the moderate NIR intensities up to 1013 W/cm2. It
further enables the independent propagation of both parts of the interaction Hamilto-
nian, requiring just a single diagonalisation at the beginning of the calculation. The
time-dependent electric field can be factored out of each of the matrices Hint,XUV
and Hint,NIR, such that their unitary eigenvectors remain constant in time and the
eigenvalues depend on the electric field through the multiplicative factor of the elec-
tric field strength. The basis change is then applied

HD
int,XUV(t) = T−1

XUVHint,XUV(t)TXUV, (6.34)

HD
int,NIR(t) = T−1

NIRHint,NIR(t)TNIR, (6.35)

where the matrices TXUV and TNIR are time independent and the superscript D de-
notes the diagonal matrix form.
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Applying all necessary transformations, the complete time evolution for one
step in time ∆t takes the form

|Ψ(tn)⟩= e−iH0·
∆t
2 TNIR e−iHD

int,NIR(tn)·∆t T−1
NIR TXUV e−iHD

int,XUV(tn)·∆t T−1
XUV e−iH0·

∆t
2 |Ψ(tn−1)⟩ .

(6.36)

6.1.3.3 Numerical pulse parameters

Through the interaction term of the Hamiltonian in the dipole approximation

Hint = dE(t) (6.37)

the laser field strength directly influences the system’s dynamical evolution with
time. Numerically, both the XUV and NIR laser fields are approximated by an
oscillating cosine wave under a Gaussian envelope

E(t) = E0 cos(ωt+ϕ)e

(︃
t−t0
τG

)︃2

. (6.38)

Here, E0 is the maximum of the electric field strength, ω is the central frequency,
ϕ is the carrier-envelope phase and τG is the envelope duration of the pulse, which
is connected to the laser pulse duration τP, defined as the full width at half maxi-
mum (FWHM) of |E(t)|2. For a Gaussian envelope the pulse duration is calculated
according to τP =

√︁
2log2τG.

The parameters for the considered XUV and the NIR pulse are the following:
central photon energy ℏωNIR = 1.6eV and pulse duration τNIR = 5fs for the NIR
pulse, and ℏωXUV = 14eV and pulse duration τXUV = 0.5fs for the XUV pulse, re-
spectively. For both pulses the carrier envelope phase was kept constant at ϕ = 0.
The maximal laser field strength of the XUV pulse was set to E0,XUV = 5×10−5 a.u.,
remaining well in the perturbative regime, such that the ground-state depopulation
does not exceed 10−6. The NIR field strength E0,NIR, on the other hand, was scanned
in the range between 0 a.u. and 0.02 a.u.. Choosing the XUV-pulse maximum to
arrive at t0,XUV = 0fs, then an adjustable time-delay between the pulses can be set
through the NIR-pulse maximum t0,NIR = τ, which unless stated otherwise was cho-
sen to be at τ = 7fs.

6.2 XUV absorption spectroscopy for wave-packet
imaging

As discussed in the introduction of this chapter, the initiated wave-packet dy-
namics in the H2 molecule is probed by the molecule itself, more specifically by
the molecular ground state remaining localised in the molecule after the wave-
packet excitation. This way, the excited wave packet is free to evolve on its excited
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potential-energy curve/surface and whenever it overlaps again with the ground state
the probability for dipole transition rises. The time-dependent dipole interferes with
the XUV spectrum, thus being directly translated to a spectroscopic signal. Coming
from the other side, i.e. knowing first the absorption spectrum, in this case the XUV
absorption spectrum, one can reconstruct the time-dependent dipole and with this
access the wave-packet evolution. This section gives more details on the method
of reconstruction of the time-dependent dipole response, applied specifically to the
case of molecular dynamics.

6.2.1 Reconstruction of the time-dependent dipole response

If a quantum system interacts with a weakly perturbing field E(t), introducing a
transition in the system, i.e. charge redistribution, an oscillating dipole moment d(t)
arises as the system’s response. During the lifetime of the dipole it can be modified
by another interaction V(t), which can be, for example, a strong near-infrared laser
pulse with maximal intensity INIR. According to the connection between absorption
signal and dipole moment, Eq. (2.38), the modified dipole moment d(t,V(τ)) is
encoded in the measured absorption signal at a particular time delay τ between the
exciting and the perturbing pulse

A (ω,V(τ)) ∝ Im
[︄
F [d(t,V(τ))]
F [E(t)]

]︄
. (6.39)

For an initial excitation E(t) much shorter than the life time of the system the impul-
sive limit applies to the problem and the excitation pulse can be treated as a Dirac
delta function E(t) = Eδ(t). In this limit, due to causality, implying that the time-
dependent dipole arises only after the initial excitation, the dipole response can be
reconstructed from a single absorption spectrum [256]:

d(t,V(t)) ∝ F−1 {iA [ω;V(τ)]} (t) =
1

2π

∞∫︂
−∞

iA [ω;V(τ)]e−iωtdω for t > 0,

(6.40)
with d(t,V(t)) being a complex quantity having an amplitude and a phase compo-
nent.

The impulsive limit is for example met for an XUV excitation pulse with a
duration up to a femtosecond, or considerably shorter than the natural time scale, on
which the excited system evolves. Moreover, the above expression holds even for a
strongly driven system beyond the perturbation limit, as in the case of an interaction
with a strong NIR field with high intensity INIR. Emphasising the strong-interaction
response imprinted in the time-dependent dipole, the expression in Eq. (6.40) takes
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the form:

d(t, INIR) ∝ F−1 {iA [ω; INIR(τ)]} (t) =
1

2π

∞∫︂
−∞

iA [ω; INIR(τ)]e−iωtdω for t > 0.

(6.41)
In Eq. (6.40), A [ω,V(τ)] is the full absorption spectrum measured for interaction

V at time τ, and similarly for A [ω; INIR(τ)] in Eq. (6.41). Because of the linearity
of the time-dependent dipole response of different states, one could restrict the ab-
sorption spectrum used for the reconstruction only to resonances corresponding to
a particular excitation. Formally, this restriction is introduced through a window
function w(ω), which is non-zero only in the region including the spectral features
of interest, such that the corresponding reconstructed dipole dw(t, INIR) shows dy-
namics of the part of the system accessible through the spectral selection, i.e.

dw(t, INIR) ∝ F−1 {iw(ω) A [ω; INIR(τ)]} (t). (6.42)

The reconstruction window used in the data analysis presented in this chapter
is a band-pass filter with cos2-shaped rising and falling edge over an energy region
of 0.1 eV and is otherwise constant 1 between the two edges and vanishes outside
them. The reconstruction window is applied multiplicatively to the measured ab-
sorption data according to Eq. (6.42).

6.2.2 The time-dependent dipole in a molecular system
The above expression in Eq. (6.40) is valid for any quantum system. In the

atomic system of helium it has been shown that the reconstructed dipole from a sin-
gle absorption line shape accurately reproduces the amplitude and phase time evo-
lution induced by a strong laser field, indicating for example Rabi oscillations due
to resonant couplings [256]. The method has further proven its applicability also
to non-resonant absorption in the continuum delivering information on recollision
dynamics upon interaction with both linear and circularly polarised laser field [4].
The reconstructed dipole from the whole resonant series of doubly excited states
in helium also shows the applicability of the method to access the strong-field in-
duced fall time of an atomic wave packet consisting of coherently excited Rydberg
states [11].

This section discusses what information about a molecular wave packet is en-
coded in the corresponding time-dependent dipole. For this, let’s consider the gen-
eral time-dependent dipole expression:

d(t) = ⟨Ψ(t)|D̂|Ψ(t)⟩ , (6.43)

where Ψ is the total wave function of the molecule including both electronic and
nuclear contribution and D̂ is the dipole operator. For the sake of simplicity, let Ψ
include the molecular ground state X and one excited electronic state ψE

R(x, t) with
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its bound vibrational wave packet ΦE(R, t), such that

Ψ(x,R, t) = cX
0 (t)ϕX

0 (R)ψX
R(x, t)+ΦE(R, t)ψE

R(x, t) (6.44)

with
ΦE(R, t) =

∑︂
υ

cE
υ (t)ϕE

υ (R) for υ ∈
{︂
υ|ϕE

υ (R)bound
}︂
. (6.45)

Here, the Born-Oppenheimer approximation has been adopted, allowing for the
separation of the nuclear and electronic degrees of freedom. Note that the rotational
part of the nuclear wave function has not been considered, since the time scale of
rotation is on the order of picoseconds, which is much longer than the femtosecond
time scale considered in the following.

Without loss of generality, the time-evolution coefficients in the wave packet do
not necessarily have to exhibit the trivial time evolution according to their eigenen-
ergy cυ(t) = c0

υ e−iωυt but can also be modified in phase and amplitude by an interac-
tion with an intense laser field. The following discussion therefore applies for both
the static case as well as for a laser-driven molecular wave packet. While the static
case has already been discussed by Heller et al. in the linear regime, extracting
temporal information from incoherently measured spectroscopic data [274, 275],
the applied generalisation, allowing for non-trivial interaction, aims at extending
the time-domain interpretation of absorption spectroscopy through the technique of
reconstruction of the time-dependent dipole beyond the linear regime.

If only transitions between the ground and the excited state, but no transitions
between the states in the bound vibrational wave packet in the excited state are
allowed, then the time-dependent dipole takes the form:

d(t) =
∑︂
υ

cX∗
0 (t)cE

υ (t) ⟨ϕX
0 (R)ψX

R(x, t)|D̂|ϕE
υ (R)ψE

R(x, t)⟩+ c.c., (6.46)

with the notation c∗(t) for the complex conjugate of the evolution coefficients.
Every summand in the dipole expression is weighted with the transition dipole

amplitude between the ground state and the corresponding excited state as well as
with the time-dependent evolution coefficient. Since the nuclear component ZRe of
the dipole transition operator does not contribute to the transition dipole matrix ele-
ment due to the orthogonality of the electronic wave functions, the time-dependent
dipole further simplifies to

d(t) =
∑︂
υ

cX∗
0 (t)cE

υ (t) ⟨ϕX
0 (R)|DXE(R, t)|ϕE

υ (R)⟩+ c.c.. (6.47)

The electronic transition dipole between the ground and the excited state DXE(R, t)
depends on the nuclear coordinate R and for the discussed time-dependent electronic
wave function also on time. Averaging DXE(R, t) over R and using the mean value
DXE in the Franck-Condon approximation, i.e. assuming no dependence on R, the
transition dipole becomes proportional to the overlap between the ground state and



6.2 XUV absorption spectroscopy for wave-packet imaging 119

the vibrational wave packet:

d(t) = DXE

⟨︄
cX

0 (t)ϕX
0 (R)

⃓⃓⃓⃓⃓
⃓⃓∑︂
υ

cE
υ (t)ϕE

υ (R)
⟩︄
+ c.c.. (6.48)

Equation (6.48) directly shows the connection between the time-dependent dipole
and the ground state probing the excited vibrational wave packet in the Franck-
Condon approximation. This connection also holds outside of the Franck-Condon
approximation, when taking into account the R-dependence of the electronic tran-
sition dipole. Thus, the dipole amplitude rises whenever the overlap between the
ground state and the excited wave packet becomes significant and when they are
out of overlap, the dipole amplitude vanishes.
The connection between the wave-packet time evolution and the time-dependent
dipole is illustrated in Fig. 6.7, showing the calculated field-free time evolution of
the D vibrational wave packet in the hydrogen molecule in the upper panel (a) and
the corresponding time-dependent dipole in the lower panel (b). The computed
time-dependent Franck-Condon overlap integral

FC =
∫︂ ∞

0
ϕX∗

0 (R, t)ΦE(R, t)dR (6.49)

(dotted line in Fig. 6.7 (b)), normalized to time zero, and the time-dependent dipole,
also normalized to time zero, match almost perfectly for all times, as predicted by
Eq. (6.48) derived in the Franck-Condon approximation. The peaks of the dipole
amplitude coincide with times when the vibrational wave packet localises inside the
region it was created, i.e. the Franck-Condon region. Further confirmation for the
localisation of the excited wave packet in the Franck-Condon region at times, when
the dipole amplitude rises, is the computed integral of the probability density of the
excited state wave packet inside the FC region

PFC =

∫︂ R2

R1

ΦE∗(R, t)ΦE(R, t)dR, (6.50)

with R1 = 0.638Å and R2 = 0.889Å. Thus, through the time-dependent dipole the
molecular ground state acts as an intrinsic probe of the vibrational wave packet
and its time evolution for all times after the wave-packet excitation. In the case
of an interaction with an additional field after the wave-packet creation, the time-
dependent evolution coefficients of the wave-packet states would be altered and
through them the interaction will also be imprinted in the time-dependent dipole, as
discussed later in section 6.4.2.
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Figure 6.7: Connection between vibrational wave-packet time evolution and the
time-dependent dipole amplitude. (a) Calculated time evolution of the vibrational
wave packet in the electronically excited D state of H2 for XUV-only interaction
with the system at time zero, exciting the vibrational wave packet. (b) Time-
dependent dipole amplitude, Franck-Condon overlap integral and integral inside
the FC region.

6.3 Experimental methods
The all-optical approach to image and control a molecular wave packet, intro-

duced in this chapter, could be implemented in any spectroscopy setup with the
possibility to utilise two laser pulses:

1) a pulse in the spectral range of the resonances of the transition between all
wave-packet states and the chosen self-probing state, which should be the
mostly occupied one. The excitation pulse should also be shorter than the
time-scale, on which the wave packet evolves, and

2) a pulse acting as a control pulse for the excited state, but not disturbing the
self-probing state.

Note that if the control pulse is left out, wave-packet visualisation is possible with
just one pulse as listed above under 1) in a combination with the dipole reconstruc-
tion technique, delivering the time-evolution of the emission dipole.

In the presented proof-of-principle case, the self-probing state is the molecular
ground state X1Σ+g 1sσ,υ = 0 of the hydrogen molecule and the nuclear wave packet
of interest is in the singly excited electronic state of the D1Πu3pπ potential-energy
curve. In fact, not only the D1Πu3pπ state is populated but also nuclear wave pack-
ets are excited in other states, as for example the B1Σ+u 2pσ, the C1Πg2pπ or the
B′ 1Σ+u 3pσ electronic state. Because of the linearity of the superposition of states of
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the whole molecular system after the excitation, all excited wave packets can be sep-
arated and treated independently, provided the relevant states are spectrally isolated
and resolved. The relevant transitions from the ground state to the above mentioned
electronically excited states are in the XUV spectral range, which then makes XUV
spectroscopy or, with the possibility to control the wave packet of interest, XUV
time-domain absorption spectroscopy the preferred spectroscopy technique. The
experimental setup for time-domain XUV absorption spectroscopy used to obtain
the results discussed in this chapter is described in detail in [3, 75, 86, 87], and a
short summary of the laser source and the experimental beamline components, with
focus on the characteristics relevant for the discussed experiment, are presented in
sections 3.1.2 and 4.2, respectively. The following section gives a brief summary of
the experimental conditions during the measurement delivering the results demon-
strating laser control over a molecular wave packet from Sec. 6.4.2.

6.3.1 Experimental scheme for wave-packet imaging through
XUV absorption spectroscopy

As discussed above, for the experimental scheme for wave-packet imaging
through XUV absorption spectroscopy, a coherent short XUV pulse is needed to
set off the wave-packet dynamics. In the experiment, the XUV pulse with less than
a femtosecond duration is generated in the process of high-harmonic generation,
driven by a few-cycle pulse, with duration ≈ 5fs full width at half maximum and a
central wavelength of 750nm focussed into xenon gas. The generated XUV radia-
tion, together with the NIR pulse, delayed such that it arrives at a fixed time delay
of 7fs after the XUV pulse, are jointly refocussed in the target cell filled with H2
gas at a pressure of 10mbar over 3mm interaction length. Besides the time delay,
an additional control parameter for the NIR pulse is its intensity, which is scanned
in the range between 1011 W/cm2 and 1013 W/cm2. The recorded XUV absorption
signal after the target interaction shows a multitude of resonances, with highest
amplitude of those associated to transitions between the X1Σ+g 1sσ,υ = 0 state and
the vibronic resonances of the C1Πg2pπ and D1Πu3pπ electronic state, called the
C and D band in the following. Figure 6.8 shows a typical absorption spectrum
together with a sketch of the experimental scheme, with emphasize on the pulse
configuration, including an XUV pulse, interacting first with the H2 molecules
for wave-packet excitation and an NIR pulse with adjustable NIR intensity, which
arrives at a later time to change the wave-packet evolution.

6.3.2 Data collection and data evaluation
Two key features of the experimental setup for XUV time-delay absorption

spectroscopy presented in section 4.2 stand out immediately, namely:

1) the exceptional temporal resolution of a few tenths of attoseconds, recently
reported to reach down to 26.9as [3], which is due to the shared propaga-
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Figure 6.8: Experimental scheme for wave-packet imaging through XUV absorp-
tion spectroscopy, showing schematically the pulse configuration for XUV wave-
packet excitation and subsequent wave-packet control via an NIR pulse with ad-
justable intensity. The direct experimental observable is an absorption spectrum in
the XUV. The strongest resonances are indicated by the orange and blue vertical
lines, for the resonances of the D and C band, respectively.

tion pathway of the HHG-generated XUV pulse and the HHG-driving NIR
pulse reused in the target interaction region, both temporally separated after
reflection off the split-mirror assembly;

2) the reproducible intensity control of the NIR field intensity with a closed-loop
motorized iris aperture.

Both features take advantage of the higher divergence of the NIR laser beam of
∼ 15mrad compared to the lower divergence of the XUV radiation of ∼ 1mrad for
the implemented focussing geometry.

Time-delay experiments with comparably good stability, reported as 25as,
have contributed to studies of wave-packet dynamics in the hydrogen molecule
[250], where the time evolution of the vibrational wave packet within the excited
B′ 1Σ+u 3pσ electronic state of H2 has been reconstructed through the laser-perturbed
transient absorption spectrum. This reconstruction, however, has been restricted to
a very short time region of ∼ 10fs and relies on NIR interaction for the holographic
coupling of the wave packets in the B1Σ+u and B′ 1Σ+u electronic state through an
intermediate state. The applicability of the presented holographic scheme, how-
ever, is restricted to the perturbative regime of interaction, allowing to controllably
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map wave packets evolving in one electronic state to another. Aiming not only
at wave-packet imaging/reconstruction but most importantly at wave-packet con-
trol, the presented experiment in the following largely exploits the possibility for
precise intensity control of the interacting NIR pulse, section 6.4.2, including the
case of no NIR pulse interaction, presented in section 6.4.1, to reveal information
on vibrational wave-packet dynamics and the possibility to change it through laser
interaction.

6.3.2.1 From transmission to absorption data

The measurement signal in absorption spectroscopy is a spectrally resolved sig-
nal ISig(ω) transmitted through the target sample of interest. Hereby, non-resonant
absorption results in attenuation of the incoming reference spectrum IRef(ω) over
a broad region, whereas resonant absorption signatures change the incoming light
only at the respective resonance position.

In the experiment discussed in the following, sets of XUV spectra were recorded
as a function of both time delay and NIR-pulse intensity. Time delays between
−39fs and 17fs in steps of ≈ 170as were set, with negative values corresponding to
arrival of the NIR pulse before the XUV pulse. For the NIR intensity control 10 iris
opening settings were used, however, only the 6 with the lower NIR intensity, as
calibrated in section 6.3.2.4, were used in the data analysis due to the possible onset
of nonlinear NIR-only interaction for intensities higher than a few 1013 W/cm2 and
increasing importance of the pre- and post-pulses around the main NIR pulse. Due
to the low-transmission of the used indium filters each measured spectrum is an av-
erage over ≈ 3700 laser shots, while binning over a region of 144 pixels (≈ 2.88mm)
along the XUV spatial beam profile in the far field imaged on the vertical axis of
the CCD camera chip, i.e. along the non-dispersive direction of the spectrometer.
Reference XUV spectra without H2 target gas were recorded directly after the signal
data measurement.

In XUV absorption spectroscopy the usual data analysis procedure includes the
calculation of an absorbance signal out of the measured signal and reference spectra
according to

A = − log10

(︄
ISig(ω)
IRef(ω)

)︄
. (6.51)

Hereby, different options for the reference can be chosen. If the reference spectrum
is the XUV light transmitted through the interaction region without any target gas,
then through Lambert-Beer’s law, Eq. (2.28), the obtained absorbance, now called
optical density, is directly proportional to the photo-absorption cross section σ(ω):

OD(ω) = − log10

(︄
ISig(ω)
IRef(ω)

)︄
=
ρ lσ(ω)

ln10
, (6.52)

with the optical-path-length-density product ρ l as a measure for the optical thick-
ness of the target medium. Ideally, a reference spectrum of incoming light obtained
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Figure 6.9: Optical density calculation through referencing with mean of measured
XUV-only spectra. (a) Measured signal (red) and XUV reference (blue) after back-
ground correction. (b) Optical density OD(ω) obtained according to Eq. (6.52).

simultaneously with the signal should be recorded, such that no effects of shot-to-
shot light fluctuations enter the absorption signal. A technique enabling this was
introduced in our group through the implementation of an in situ reference spec-
trometer, which uses a copper-mesh microgrid for transmission electron microscopy
(TEM) [276, 277] to disperse the incoming XUV light. The 0th dispersion order is
then used as the signal, whereas the +1st dispersion order does not pass through
the target and is used as the reference spectrum, as described in detail in [3]. This
dispersion technique unfortunately attenuates the XUV flux by an order of magni-
tude and thus requires very long integration times of full-chip CCD images, which
proved unviable for the measurements in the region of singly excited vibronic reso-
nances in H2. In a first attempt to obtain the optical density therefore the averaged
reference spectrum recorded after the signal data acquisition was used as IRef(ω).
The resulting OD(ω) is shown in Fig. 6.9. The broad spectral signatures on top of
the resonant absorption lines originate from residual harmonic modulation, as the
intensity of the recorded spectra fluctuates with time.

An alternative established technique to obtain reference spectra for the calcu-
lation of the absorbance is the approximation of the optical density signal only by
the resonant XUV absorption [3, 74, 153]. Here, a Fourier low-pass filter is used
to directly reconstruct a reference spectrum from the measured signal ISig(ω). This
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method assumes that only the sharp resonant absorption signatures are of interest to
the data analysis, whereas any non-resonant broad absorption signatures are filtered
out together with the slowly modulating harmonic background. Focussing on dy-
namics imprinted on the sharp vibronic resonances in H2 this method was used in
the data analysis of the experiment discussed in the following.

To obtain the Fourier reference IFT−Ref(ω), first, the absorption spectrum ISig(ω)
is Fourier transformed (FT), which results in the Fourier decomposition of the mea-
sured spectrum, showing symmetrical FT frequency components around the 0th FT
frequency. The lowest FT frequency components, both positive and negative, cor-
respond to the slow modulation of the harmonics signal. Applying a generalised
normal distribution with standard deviation α and order β of the form

G(x) = e
−

(︃
|x−x0 |
α

)︃β
(6.53)

as a low-pass filter selects only the low-frequency components, such that the back-
transformed spectrum IFT−Ref(ω) after the filtering includes only the slow modula-
tion in the original spectrum, i.e. follows the harmonics modulation. An illustration
of this method to obtain reference spectra is shown in Fig. 6.10. Hereby, both the
choice of the filter width and the steepness of the filter edges are crucial to filter
out only the harmonics modulation and not the resonances. The parameters in the
Gaussian low-pass filter thus have been chosen as α = 11 frequency-space units
and β = 4, while making sure that the reconstructed reference remains monotonic
over the bandwidth of each vibronic resonance. By this method not the absolute
optical density, which might also have non-resonant contributions, is obtained. To
arrive at the right OD, the IFT−Ref(ω) reference has to be scaled with the exponential
factor of Lambert-Beer’s law, including the non-resonant absorption cross section
σnon−resonant(ω) and the optical-path-length-density product ρ l. This correction pro-
vides an energy-dependent offset to the optical density, varying only weakly with
energy, which is why it is omitted in the data evaluation.

An additional, commonly used technique in the data taking of absorption signals
is the measurement of laser-induced changes in the absorption ∆OD(ω), where the
dressing laser is either switched on or off during the signal acquisition. This is
typically realised through a beam chopper in the corresponding interferometer arm
[278]. In the collinear geometry of the XUV absorption spectroscopy setup used
to obtain the presented data the setup of a chopper is not possible. An equivalent
approach is the measurement of a reference signal at a different time delay position,
as for example at a very negative time-delay position, assuming the NIR field cannot
affect the system. This approach was in fact used during the data acquisition but
the obtained ∆OD(ω) signal still included remaining modulation of the harmonics
because of the long integration time required. Additionally, the change in absorption
was not straightforward to interpret in the context of the molecular movement in
contrast to the obtained OD signal after Fourier referencing, hence the Fourier-
based method was used for extracting the OD from the measured spectra.
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Figure 6.10: Reference reconstruction with a Fourier-transform method. (a) Mea-
sured signal (red) and reconstructed reference (blue) after applying a low-pass filter
in Fourier space to filter out all sharp features in the signal. The chosen filter pa-
rameters according to Eq. 6.53 are α = 11 frequency-space units and β = 4. (b)
Calculated optical density OD using the reconstructed reference.

6.3.2.2 Data averaging and error estimation

The main control parameter in the experiments discussed in this chapter is the
NIR intensity. All presented absorption data is a result of five individual measure-
ments for each of the six considered NIR intensities, see Section 6.3.2.4, where a
time delay τ = 7fs between the XUV and the NIR pulse was set. For better statistics
the considered time-delay region around the chosen fixed time delay is a quarter
of an NIR-pulse cycle, i.e. a data set at five different time steps of 0.17fs around
the chosen time-delay position is built. The absorption OD data is then a result of
the averaging of all 5 measurements for each NIR intensity, which improves the
signal-to-noise ratio of the absorption data for the line-shape analysis and for the
dipole reconstruction. The estimation of the error bars for the absorption OD data
is determined as the statistical error of the mean over all individual experiments at
each NIR intensity. The shown reconstructed time-dependent emission dipole is the
mean over all reconstructions of all individual 5 experiments. The error bars of the
reconstruction are estimated with an upper and lower value, respectively, the highest
and lowest reconstructed value of the dipole emission amplitude at a given real time
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among all dipole reconstructions used to calculate the mean at each NIR intensity.
This calculation of the error of the dipole emission amplitude is more conservative
than simply taking the statistical error estimation, as it does not decrease with in-
creasing number of considered data sets. In all figures, the error bars are shown as
a shaded area around the corresponding plotted curves.

6.3.2.3 Photon-energy calibration

The dipole reconstruction method utilized to gain access to the molecular vi-
brational wave packet in Section 6.4 largely relies on the correct energy spacing
between the resonances used to reconstruct the associated time-dependent dipole.
For this reason, the energy calibration of the spectroscopic data is a crucial step in
the data evaluation process.

As mentioned in section 4.2, which lays out the experimental setup, the spec-
trometer for data collection consists of a reflection diffraction VLS grating and a
CCD camera. The diffraction grating separates the different photon energies in the
XUV spectrum upon reflection and the CCD camera positioned in the focal plane
of the concave VLS grating detects the photons reaching the camera chip surface
at a respective position, i.e. pixel on the chip. The energy calibration thus can be
performed knowing the exact setting geometry of the spectrometer and the typi-
cal characteristics of the grating, sketched in Fig. 4.11, all inserted in the grating
equation

mλ = d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣sinα−
1√︂(︂

x
a

)︂2
+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (6.54)

with m being the diffraction order, λ the wavelength of the light, d the grating con-
stant and the remaining geometrical values x, a and α as depicted in Fig. 4.11.
Although derived for a flat grating with equidistant spacing of the grooves, this
grating equation is approximately applicable also for the curved grating geometry
in the experimental setup. In particular, a calibration according to Eq. (6.54) is more
accurate than a calibration with a polynomial fit, which deviates very fast outside of
the fitting region.

The mapping of pixel to photon energy is done by imaging a known photon
energy in the spectrometer. The more resonance lines with known photon energy
are used to obtain the fitting curve and the wider they are spread in the imaging field,
the better the mapping between pixel and photon energy. In the best case, easily
recognisable resonances energetically in the same spectral region as the resonances
of interest should be used. In the low energy region, confined between 11.2eV and
16.8eV due to the necessity to use NIR-blocking indium filters in the experimental
setup, singly excited argon resonances are a sensible choice.

The ground-state electronic configuration of the argon atom is 1s22s22p63s23p6 =

[Ne]3s23p6. XUV radiation in the spectral region between 11.2eV and 16.8eV pro-
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Figure 6.11: Energy calibration procedure. (a) Energy calibration curve obtained
by fitting the grating equation to the position of the argon resonances listed in ta-
ble 6.1 as well as the position of the two ionization thresholds IP3/2 = 15.76eV and
IP1/2 = 15.94eV. (b) Energy calibrated XUV absorption spectrum in argon together
with the position of the four Rydberg series of single excitation, where the ten res-
onances used for the energy calibration are marked in solid colour and denoted by
their quantum number n.

motes a 3p valence electron into the four dipole-allowed Rydberg series

3s23p6→ 3s23p5
[︂
2P1/2,3/2

]︂
ns,nd.

According to the total angular momentum quantum number J = 1/2 or J = 3/2, the
respective series 3s23p6→ 3s23p5

[︂
2P1/2

]︂
ns,nd and 3s23p6→ 3s23p5

[︂
2P3/2

]︂
ns,nd

converge to the ionization thresholds IP1/2 = 15.94eV and IP3/2 = 15.76eV, respec-
tively, as depicted in Fig. 6.11 (b). The 10 most distinctive spectral resonances as
well as the energy positions of the two ionization thresholds were used for the en-
ergy calibration, with energy values taken from the Atomic Spectra Database [279],
as listed in Table 6.1. All resonances are fitted by a Lorentzian line shape to ob-
tain the pixel to energy mapping. The resulting energy calibration curve is shown
in Fig. 6.11 (a). Because of the nonlinear pixel-to-energy relation, the photon en-
ergy is not sampled evenly through the whole energy region between 12.353 eV and
17.105 eV, but with a resolution of 3 meV and 5 meV at the lower and at the higher
energy, respectively, i.e. the lower the photon energy, the better the spectrometer
resolution.

A typical XUV absorption spectrum of H2 obtained in the measurement is
shown with the appropriate energy axis in Fig. 6.12. From the corresponding en-
ergy position of the different vibronic resonances one can assign the respective
transition from the molecular ground state X1Σ+g 1sσ with υ = 0 to the respective ex-
cited state, being the C1Πu 2pπ or D1Πu 3pπ electronic state with the corresponding
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Table 6.1: Energy positions of the argon resonances used in the calibration proce-
dure

Series Final state configuration Energy (eV)

3s23p6→ s23p5
[︂
2P1/2

]︂
ns

3s23p5
[︂
2P1/2

]︂
5s 14.2551

3s23p5
[︂
2P1/2

]︂
6s 15.0221

3s23p6→ s23p5
[︂
2P1/2

]︂
nd

3s23p5
[︂
2P1/2

]︂
3d 14.3037

3s23p5
[︂
2P1/2

]︂
4d 15.0036

3s23p6→ s23p5
[︂
2P3/2

]︂
ns

3s23p5
[︂
2P3/2

]︂
5s 14.0900

3s23p5
[︂
2P3/2

]︂
6s 14.8484

3s23p5
[︂
2P3/2

]︂
7s 15.1855

3s23p6→ s23p5
[︂
2P3/2

]︂
nd

3s23p5
[︂
2P3/2

]︂
3d 14.1525

3s23p5
[︂
2P3/2

]︂
4d 14.8592

3s23p5
[︂
2P3/2

]︂
5d 15.1898

vibrational quantum number υ as indicated in the figure. The relative strength of
the resonances in one vibronic band decreases with increasing vibrational quantum
number υ, as expected from literature [273]. There is an exception to this behaviour
for the resonances of the D band below υ = 3, which is due to the non-dissociative
character of those states, located energetically below the first dissociation contin-
uum in H2, which makes them long-lived [71,73] and therefore the resonances very
narrow and thus weak in the XUV absorption spectrum.

6.3.2.4 Intensity calibration

Calibration measurements for the intensity of the control NIR pulse were per-
formed directly after the data recording. In doing so, first, the average power for the
iris openings used in the experiment was measured shortly before the interaction
region, after the last optical component such that the influence of all optical compo-
nents reflecting or transmitting the laser beam before the interaction with the target
is taken into account. Second, the beam profile in the focus, where the interaction
with the H2 molecules takes place, is recorded for every iris position. This is neces-
sary, since a cut of the collimated laser beam with a circular aperture does not only
attenuate the beam but also changes its diameter in the far field and therefore addi-
tionally the focus size. Assuming a Gaussian beam profile, the fit of the 2D focus
image delivers a value for the beam waist W. The peak intensity is then calculated
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Figure 6.12: Typical XUV absorption spectrum of molecular hydrogen in the re-
gion of singly excited vibronic resonances with indicated position of the vibrational
C (blue) and D (orange) bands.

as
I0 =

2P
πW2

1
TNIR frep

(6.55)

from the measured power P, the fitted beam waist W, the pulse duration TNIR as
retrieved from the D-Scan measurement, see section 3.1.2.3, and the repetition rate
of the laser frep. The actual intensity in the experiment, which could be assumed to
be the average intensity, is a factor of 2 smaller than the estimated peak intensity by
the described method, as also found in experiments measuring the ionization yields
of noble gases as a function of the laser intensity [280]. Figure 6.13 shows the
intensity calibration obtained using this method. The error of the calculated value,
which is on the order of 10%, has its origin mostly in the uncertainty of the pulse
duration TNIR.

The maximal intensity of the used NIR pulse is ≈ 1013 W/cm2, limited by the
onset of strong-field effects out of the molecular ground state for higher intensity.
This intensity limitation was determined through recording reference spectra where
the NIR light for all considered intensities in the experiment interacts just with the
target H2 gas, without previous production of XUV light in xenon in the upstream
HHG interaction region, Fig. 6.14 (a). Only for the highest considered intensi-
ties the NIR pulse produces high harmonics in H2, but with an order of magnitude
lower count rate compared to the XUV flux from the upstream HHG source with
xenon as the driving medium, shown in Fig. 6.14 (b). Note that since the NIR pulse
is reused for the target interaction, after generating the XUV pulses in xenon up-
stream, the NIR field strength is in general lowered in the actual experiment due to
(plasma) dispersion and attenuation in xenon, hence there is no signature of XUV
light generated in the target in the experimental data even for the highest considered
intensity.
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Figure 6.13: NIR intensity calibration showing the average intensity as a function
of iris opening as calculated from the power measurements for every iris setting and
the corresponding beam profile. Iris position 1 corresponds to no NIR intensity in
the case of smallest opening where all NIR light passing through the iris is subse-
quently filtered out by the metal filters separating the XUV and NIR.

13 14 15 16
Energy (eV)

0

10000

20000

30000

40000

Co
un

ts

(b)

13 14 15 16
Energy (eV)

0

10000

20000

30000

40000

Co
un

ts

(a)(a)(a)(a)(a)(a)

13 14 15 16
Energy (eV)

0

1000

2000

3000

4000

Co
un

ts

Iris position:Iris position:Iris position:Iris position:Iris position:Iris position:
1
2
3
4
5
6

Figure 6.14: Detected XUV light (a) produced in the H2 target in the absence
of XUV light from the HHG source and (b) in the spectrum of the XUV pulse
generated in the HHG process in Xe. Note that both subplots share the same axis
for counts, whereas the inset of (a) zooms in on the target-only XUV spectrum for
all iris settings, as used in the experiment.

6.4 Visualisation and laser control of a molecular
wave-packet revival

This section presents the results of applying the all-optical technique for molec-
ular wave-packet visualisation through the reconstruction of the time-dependent
emission dipole to the hydrogen molecule. First, in section 6.4.1 molecular dynam-
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ics of a freely evolving vibrational wave packet after its impulsive XUV excitation is
considered, before a second interacting pulse is added as a control pulse to achieve
strong-field reshaping of the molecular vibrational wave packet, shown in section
6.4.2. The control pulse in this case is an NIR pulse, fixed at time delay τ = 7fs
after the initial XUV excitation.

6.4.1 Dipole reconstruction for vibrational wave-packet revival
imaging

The XUV pulse used to initiate molecular dynamics in the hydrogen molecule
spans spectrally between 12.4eV and 16.7eV, such that simultaneously multiple
electronic excited states are excited, like for example the C1Πu 2pπ and D1Πu 3pπ
states, with their strong vibronic resonances, indicated in Fig. 6.12. Those detected
vibronic resonances indicate that a vibrational wave packet belongs to every excited
electronic state. The overall excited molecular wave packet consists therefore of the
sum of all separate vibrational wave packets. The spectral signatures, associated to
each of the different vibrational wave packets evolving in a particular excited state,
are energetically separated. For example, the resonances of the D vibronic band
are located at energies higher than those of the C vibronic band. This energetic
separation allows for decoupling of the wave packets belonging to those electronic
states. In the following only the D-state vibrational wave packet is considered. For
this, spectrally only the region of the D band is selected, by applying a spectral
window function in the energy region between 13.85eV and 16.4eV, as shown in
Fig. 6.15.

The method for reconstruction of the time-dependent dipole is then applied to
the resulting spectrum, now including mainly signatures of only the D vibrational
band. The reconstructed dipole amplitude, Fig. 6.16 (a) exhibits a complicated
structure for times up to a few hundred femtoseconds. Owing to the finite spec-
tral resolution of 4meV at 15eV photon energy, the dipole of the D vibrational
wave packet can be reconstructed up to a real time of around 400fs. After an ini-
tial decrease in the dipole peaks, higher-in-intensity peak structure appears in the
dipole amplitude around 270fs. The two main peaks in this region are separated
by 18fs, corresponding to the classical vibrational time period in the D potential
energy curve. A comparison of the reconstructed dipole to the calculated time evo-
lution of a model D vibrational wave packet, Fig. 6.16 (b), and the corresponding
calculated dipole, Fig. 6.16 (c), reveal the peaks in the time region around 270fs
to correspond directly to the vibrational wave packet revival, marked with an arrow
at its time position. The vibrational wave packet is a distinct observable for a par-
ticular wave packet, and in particular for the time dynamics in the vibrational wave
packet. The method of reconstruction of the time-dependent dipole therefore allows
access to the wave-packet revival, directly connected to the molecular wave-packet
dynamics.
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Figure 6.15: Spectral selection of the resonances belonging to the D vibrational
wave packet. (a) Detected XUV absorption spectrum including resonances of dif-
ferent vibronic bands together with the window function (orange) used to select the
D band. (b) Spectrally selected resonances of the D band.

Through the selection of the D band with a continuous spectral window func-
tion, not only the D resonance, but also low-intensity resonances of other elec-
tronically excited states, as for example those of the B′ band, are included in the
dipole reconstruction. To decrease the amount of included undesired resonances
a complex window comb structure consisting of windows around each different D
vibronic resonance was used to again reconstruct the dipole of the D vibrational
wave packet. Due to the decreasing intensity of the D-band resonances with in-
creasing vibrational quantum number, only the first 12 resonances up to υ = 11
were selected with the comb-like window, as depicted in Fig. 6.17 (a). The corre-
sponding reconstructed dipole, Fig. 6.17 (b), shows two differences in comparison
to the dipole reconstructed with the simple one-window selection, including the D
band together with low-intensity resonances of other bands. First, the reconstructed
dipole is now able to reproduce the increase in dipole amplitude at the beginning
of the wave-packet evolution, around 20fs and around 40fs, at the return time of
the wave packet in the first two periods of the classical vibration, before the signif-
icant dephasing of the wave-packet. Second, the dipole at the time of the revival
shows higher amplitude compared to the dipole reconstructed with the continuous
window selection. The more complex comb-like window, precisely selecting the D
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Figure 6.16: Visualisation of the free time evolution of the D vibration wave packet
after initial XUV excitation. (a) Reconstructed time-dependent dipole emission am-
plitude from the spectral data inside the reconstruction window including the whole
D vibronic band. (b) Calculated time evolution of the vibrational wave packet in
the electronically excited D state of H2 for XUV-only interaction with the system at
time zero, exciting the vibrational wave packet. (c) Time-dependent dipole ampli-
tude, Franck-Condon overlap integral and integral inside the FC region. All three
subfigures share the same kind of division of the time axis in three different parts,
with the same bigger scale for the first and third part, and smaller scale for the sec-
ond.

band resonances, therefore allows for reconstruction of the time-dependent dipole
revealing additional dynamics signatures compared to the case of using a simple
selection of the band.

6.4.2 Experimental demonstration of laser control of a molecu-
lar wave packet

Adding a second interacting pulse, arriving at the target after the initial XUV
excitation, we will now aim to change the wave-packet dynamics and observe this
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Figure 6.17: Time-dependent dipole reconstruction from measured absorption data
after applying a comb-like window function (orange) selecting precisely only the
D-band resonances from υ = 0 up to resonance υ = 11, as shown in (a). (b) Recon-
structed dipole amplitude up to real time 400fs, with the inset showing the region
around the wave-packet revival signature. For comparison, also the reconstructed
dipole after one-window selection (gray) as in Fig. 6.15 is shown together with
the dipole amplitude reconstructed after selection of the D-band resonances with a
comb-like window function.

change in the reconstructed time-dependent dipole, in particular, in the signature
of the wave-packet revival. Gradually tuning the NIR intensity between 1011 and
1013 W/cm2 XUV absorption spectra in the region of the D vibronic band at dif-
ferent NIR intensities were recorded, as shown in Fig. 6.18 (a). The asymmetric
line-shapes of the resonances become broader and assume a more symmetrical form
with increasing NIR intensity. Such line-shape changes are known and understood
for isolated atomic states [281,282], but their interpretation in the context of molec-
ular dynamics remained elusive. In the case of H2, recent experiments have studied
resonances in the energy range of singly excited vibronic excitations for a fixed
moderately strong NIR intensity by scanning the time delay between the transition-
driving XUV pulse and the NIR perturbation pulse and detecting as a result beatings
in the absorption spectra, connected to vibrational [251, 283] and rotational [284]
motion in the molecule.
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Figure 6.18: NIR-intensity-induced change of the D-state vibrational wave-packet
dynamics. (a) Measured absorption spectrum (OD) in the region of the D band for
NIR intensities between 1011 (top) and 1013 W/cm2 (bottom), shown after applying
the reconstruction window from Fig. 6.15. (b) and (c) Reconstructed and calcu-
lated time-dependent dipole emission amplitude of the D vibrational wave packet
for different NIR intensities, respectively. The vertical black lines show the region
around the revival of the wave packet. Black arrows point to the dipole maxima
associated to the revival of the wave packet, shifting to earlier times with increasing
NIR intensity. All subfigures share the same intensity colorscale. For better visibil-
ity the individual lines are ordered from lower (1011 W/cm2) intensity at the top to
higher (1013 W/cm2) intensity at the bottom for all presented data. The six inten-
sity values in TW/cm2 (from low to high) according to the calibration in Fig. 6.13
are: (0.010±0.001), (0.115±0.012), (0.997±0.072), (3.71±0.26), (13.40±0.97),
(27.0±1.9).
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The reconstruction of the time-dependent dipole emission amplitude of the D vi-
bronic band for different NIR control intensities is shown in Fig. 6.18 (b). The most
distinct change in the dipole amplitude as a function of NIR control intensity occurs
in the wave-packet revival region between 235 and 300fs. In particular, the peaks
associated with the wave-packet localization in the Franck-Condon region shift to
earlier times and become more prominent for higher intensity. However, no gradual
shift of the dipole peaks is observed, but in multiples of the classical vibrational
period. This trend is in qualitative agreement with the multi-level model calcula-
tions, depicted in Fig. 6.18 (c) for increasing NIR intensity. Due to uncertainties in
the exact control pulse shapes in the experiment, as well as the limitation to a finite
number of states in the simulation, and no consideration of focal volume averaging
to account for the distribution of different intensities across the laser focus, no exact
quantitative agreement of the relative dipole amplitudes is achieved. Even though
the NIR pulse interacts with the system only for a short time and impulsively right
after the wave-packet excitation, the results of the dipole reconstruction bring exper-
imental evidence that the subsequent wave-packet evolution is coherently modified
for times at least until its first revival.

To illustrate better how also the wave-packet evolution is affected by an addi-
tionally acting NIR pulse, a calculation for NIR intensity of 3.5× 1013 W/cm2 is
presented in Fig. 6.19, with (a) showing the wave-packet time evolution and (b) the
computed corresponding time-dependent dipole, FC integral and FC region over-
lap. For the duration of the NIR pulse, the D states are strongly coupled to the EF
states, such that population is transferred between the states. This population trans-
fer is directly visible in the disturbed wave-packet probability density at the NIR
interaction time of 7fs. This effect is not accessible in the time-dependent dipole
due to the fact, that at 7fs the wave packet is localised outside of the region of the
molecular ground state. The time-localised distortion of the wave packet through
the NIR does have a noticeable effect also for later times. The revival of the wave
packet, in the NIR-unperturbed case around 270fs, is now shifted to one classical
vibrational period earlier around 253fs.

6.4.3 Control mechanism

The 5-fs NIR pulse is much shorter than the 300-fs scale of the vibrational re-
vival, which justifies a δ-like approximation for the NIR interaction at time t = τ.
In such an impulsive picture, the overall induced accumulated phase and ampli-
tude shift at t = τ can be understood as effectively different initial conditions of
the cυ(t) coefficients for the following field-free time evolution for times t > τ.
Among this line of argument, the very short time delay can also be approximated
to τ = 0fs, meaning that both the XUV excitation and the NIR interaction occur
instantaneously and much faster than the time scale of the coherent dipole-emission
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Figure 6.19: Vibrational wave-packet time evolution and the time-dependent dipole
amplitude upon interaction with an NIR laser pulse. (a) Calculated time evolution
of the vibrational wave packet in the electronically excited D state of H2 for XUV
excitation at time zero, followed by an interaction with an NIR control pulse arriv-
ing at 7fs. (b) Time-dependent dipole amplitude, Franck-Condon overlap integral
and integral inside the FC region, as marked by the horizontal dashed lines in (a).
The black arrows point at the revival position, shifted in time to around 253fs, one
classical vibrational period earlier in comparison to the NIR-free case, shown in
Fig. 6.7.

decay. Substituting then c0
υ→ c0

υ aNIR
υ eiϕNIR

υ leads to the expression

cυ(t) = c0
υ e−iωυt aNIR

υ eiϕNIR
υ (6.56)

for the wave-packet expansion coefficients and the modified initial conditions im-
pact the complete wave-packet evolution. The complex coefficient c0

υ can in general
be written in the form c0

υ = c̃υeiϕ0
υ , where the initial phase-shift accounts for non-

adiabatic coupling of the state to other states. The overall time-independent part of
the phase

ϕυ = ϕ
0
υ+ϕ

NIR
υ (6.57)

of the coherent dipole emission of the vibrational state υ is further connected to the
asymmetry parameter qυ of the corresponding resonance through

qυ = −cot
(︃
ϕυ
2

)︃
. (6.58)

The following short detour shall motivate this expression, derived in [281] in the
case of a single resonance. For this purpose, first a two-level system is considered,
consisting of a ground and an excited state, both labelled |ψg⟩ and |ψe⟩, respectively.
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The time-dependent sum wave function then reads

|ψ(t)⟩ = cge−iωgt |ψg⟩+ θ(t)cee−iωete−
Γe
2 t |ψe⟩ , (6.59)

where the Heaviside function θ(t) explicitly takes into account the excitation at time
t = 0 of the state |ψe⟩, and the decay term e−

Γe
2 t accounts for the decay rate Γe/2

of the excited state. The time-dependent emission dipole of this two-level system
takes the form

d(t) = ⟨ψ(t)|d̂|ψ(t)⟩ = θ(t)c∗gcee−i(ωe−ωg)te−
Γe
2 tdge+ c.c., (6.60)

with the transition dipole element between ground and excited state dge. Discard-
ing the complex conjugate part at this point is equivalent to leaving the unphysical
negative frequencies out of the remaining analysis.

A substitution of the coefficient ce with an NIR-modified coefficient ce →

ce aNIR
e eiϕNIR

e leads to the NIR-modified expression for the time-dependent dipole:

dNIR(t) = θ(t)c∗gce aNIR
e eiϕNIR

e e−i(ωe−ωg)te−
Γe
2 tdge. (6.61)

The absorption line shape corresponding to this modified dipole is proportional
to the imaginary part of the Fourier-transformed dipole, see Eq. (2.38), which leads
to the expression

A ∝ Im {F [d(t)]} =
c∗gce aNIR

e dge

Γe/2

(︃
cosϕNIR

e −
(ωe−ωg)
Γe/2

sinϕNIR
e

)︃
(︃
1+

(︂ωe−ωg
Γe/2

)︂2
)︃ . (6.62)

It is equivalent to the generalised Fano line-shape with its asymmetry q-parameter

AFano =
a(︁

q2+1
)︁
πΓe

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(︂
q+ ωe−ωg

Γe/2

)︂2

1+
(︂ωe−ωg
Γe/2

)︂2 −1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ , (6.63)

assuming ϕNIR
e = 2Arg(q− i) and q = −cot

(︃
ϕNIR

e
2

)︃
.

In a generalised picture, with not one but N excited states, which can all be
accessed from the ground state, the full wave function takes the form

|ψg,N(t)⟩ = cge−iωgt |ψg⟩+

N∑︂
n=1

θ(t)cne−iωnte−
Γn
2 t |ψn⟩ , (6.64)
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with the corresponding time-dependent dipole emission expression

dg,N(t) = ⟨ψg,N(t)|d̂|ψg,N(t)⟩ =
N∑︂

n=1

θ(t)c∗gcne−i(ωn−ωg)te−
Γn
2 tdgn+ c.c. (6.65)

Because of the linearity of the Fourier transformation and the imaginary opera-
tor, together with the linearity of the time-dependent dipole in Eq. (6.65), the NIR-
modified absorption spectrum, now consisting of N interfering Fano line shapes
takes the form

A ∝ Im {F [d(t)]} =
N∑︂

n=1

c∗gcn aNIR
n dn

Γn/2

(︃
cosϕNIR

n −
(ωn−ωg)
Γn/2

sinϕNIR
n

)︃
(︃
1+

(︂ωn−ωg
Γn/2

)︂2
)︃ , (6.66)

with the line asymmetry to dipole phase connection holding for each of the N states

qn = −cot
(︃
ϕn

2

)︃
. (6.67)

6.4.3.1 Extraction of the NIR-induced phase shift

The NIR-induced phase shift can be extracted both experimentally and from the
model simulation:

• In the simulation the NIR-induced phase shifts are obtained directly from the
time-dependent expansion coefficients cυ(t) for each state in the vibrational
wave packet:

The overall phase of the vibrational coefficients includes three contributions:
the time-dependent contribution ϕυ(t) = ωυt and the time-independent part
as in Eq. (6.57). Two of them are NIR intensity independent, which allows
to find the NIR induced phase when referencing cυ(t) to the field-free case
according to:

ϕNIR
υ,I = arg

(︄
cυ,I(t)
cυ,I0(t)

)︄
, (6.68)

with cυ,I0(t) being the time-dependent coefficients for no NIR intensity,
i.e. evolving with the corresponding eigenstate energy of the state υ. Strictly
speaking, the obtained NIR phase shift is actually time dependent, since the
calculation accounts for the NIR interaction at every time step ∆t. To extract
the accumulated NIR-induced phase ∆ϕNIR

υ,I , one has to find the phase differ-
ence of the values obtained between the end and the beginning of the NIR
pulse, here ϕNIR

υ,I (t = 20fs) and ϕNIR
υ,I (t = 0fs), respectively, when in those two

periods ϕNIR
υ,I remains unchanged.

An example of the NIR-induced phase shift extraction from the numerical
simulation is shown in Fig. 6.20 for NIR intensity of I = 3.51TW/cm2. Figure
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Figure 6.20: Extraction of the NIR-induced phase shift from the vibrational co-
efficients for the D bound states in the numerical simulation for NIR-intensity of
I = 3.51TW/cm2. (a) Time-dependent evolution of ϕNIR

υ,I calculated according to
Eq. (6.68) for all vibrational states in the D wave packet. Before and after the arrival
of the NIR pulse at time t = 7fs the NIR-induced phase is constant. (b) Accumu-
lated NIR-induced phase ∆ϕNIR

υ,I extracted as the difference between ϕNIR
υ,I (t = 20fs)

and ϕNIR
υ,I (t = 0fs).

6.20 (a) shows the time dependence of ϕNIR
υ for all 18 vibrational states in

the D wave packet around t = 7fs, when the NIR pulse arrives its amplitude
maximum. The initially mostly populated states (compare to FC-coefficients)
exhibit rapid rise of the NIR-induced phase of almost π until the NIR field
reaches its maximum, whereas the higher vibrational states change their phase
only up to π/8. The overall accumulated phase shift for each vibrational state
is depicted in Fig. 6.20 (b). It exhibits a minimum for vibrational state υ = 15.

• In the experiment the NIR-induced phase shifts are extracted through a state-
resolved fit of an asymmetric Fano line shape for the corresponding vibra-
tional resonances:

According to Eq. (6.57), the fitted phase at every intensity ϕυ,I includes both
the non-adiabatic phase ϕ0

υ, which is state-specific but independent of the
NIR-intensity, as well as the intensity-dependent NIR-induced phase shift
ϕNIR
υ,I . The fitted phase ϕυ,I0 in the case of zero NIR intensity I0 delivers the

value of the intensity-independent contribution ϕ0
υ, such that this can be sub-

tracted from the intensity-dependent phase, providing the NIR-induced phase
shift

ϕNIR
υ,I = ϕυ,I −ϕυ,I0 . (6.69)
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As discussed above, the Fano asymmetry parameter q can be related to a
phase shift ϕ of the temporal dipole response via

ϕ = 2arg(q− i). (6.70)

Inserting this relation into the standard q-dependent expression for an asym-
metric Fano line shape, Eq. (2.57), a ϕ-dependent equivalent version emerges:

S ϕ
Fano(ω) = a

cos(ϕ)− ω−ωr
Γ/2 sin(ϕ)

πΓ2

(︃
1+

(︂
ω−ωr
Γ/2

)︂2
)︃ +b, (6.71)

with parameters a for the line strength, background offset b, resonance po-
sition Er = ℏωr and decay width Γ. Before the fit procedure however, the
spectrometer response function, i.e. the detector resolution, has to be taken
into account. Since not directly the resonance cross section proportional to
S ϕ

Fano(ω) was measured, but transmitted intensity in the form of XUV spec-
trum, to account for the spectrometer resolution an inverted measured absorp-
tion spectrum has to be defined as 10−S Fano . The analytical fit formula for the
ϕ-dependent fit applicable to the experimental data becomes

S ϕ
Fano,exp(ω) = −log10

[︄
10−S ϕFano(ω) ∗

1
√

2πσres
exp

(︄
−
ω2

2σ2
res

)︄]︄
, (6.72)

where ∗ denotes the convolution with the instrument response function with
the detector resolution determined experimentally σres = 1meV.

The fits of the five most intense lines in the D band absorption spectrum,
the Dυ = 3 to Dυ = 7 resonances, are depicted in Fig. 6.21 for all six con-
sidered NIR intensities. As for all data presented for increasing intensity
throughout this chapter, the darkest red colour shows the data for NIR in-
tensity ∼ 1013 W/cm2 (bottom curves), whereas the lightest red colour cor-
responds to the case of no NIR intensity (top curves). The resonances show
a clear broadening suggesting decrease of their life time, as well as change
in the asymmetry form, i.e. in the line-shape q-parameter as a result of the
NIR interaction. The retrieved NIR phase shift for each resonance as a func-
tion of NIR intensity is depicted in Fig. 6.22. The evolution of ∆ϕυ for each
resonance shows increase of the accumulated phase shift with rising inten-
sity. Qualitatively same behaviour is shown also from the phase-evolution
for the considered states, retrieved from the simulation data (black curves in
Fig. 6.22. The quantitative differences are accounted to the limitation of the
simulation to a restricted set of states, thus overestimating the accumulated
phase shift in the present model simulation.
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Figure 6.21: Extraction of the NIR-induced phase shift from the experimentally
measured absorption line shapes as a function of intensity for the D-band resonances
with vibrational quantum number υ= 3, ...,7. The fit, shown as a black line for every
resonance and every intensity, is done according to Eq. (6.72). All subfigures share
the same intensity colorscale. For better visibility the individual lines are ordered
from lower (1011 W/cm2) intensity at the top to higher (1013 W/cm2) intensity at
the bottom for all presented data. The six intensity values in TW/cm2 (from low to
high) according to the calibration in Fig. 6.13 are: (0.010±0.001), (0.115±0.012),
(0.997±0.072), (3.71±0.26), (13.40±0.97), (27.0±1.9).

6.4.3.2 NIR-induced phase shift and state-dependent polarizability

While the previous section laid out the extraction of the NIR induced phase shift
out of the model simulation and of the experimentally measured absorption data, the
present section points out the possible origin of NIR-induced phase shift.

The concept of additional laser-induced phase shift introduced to explain the
transition of Fano to Lorentz line shapes in the helium atom points at the pondero-
motive shift as the origin of the additionally observed phase shift, leading to line
shape changes [281]. Here, the laser-induced AC stark shift of atomic energy levels
is approximated by the ponderomotive energy shift derived in a classical picture for
a free electron under the influence of a laser electric field. The gained kinetic energy
by the electron amounts to

∆Ep = Up =
e2 F2

4mω2 , (6.73)

with F and ω standing for the strength and the frequency of a monochromatic elec-
tric field, and e and m being the elementary charge and the electron mass. While the
stronger bound energetically lower lying atomic states are also strongly affected by
the Coulomb potential, the more loosely bound higher-lying Rydberg states are in-
creasingly mostly affected by the ponderomotive shift, which turns out to be a good
approximation for the higher electronic excitations in the helium atom [281]. The
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Figure 6.22: NIR-induced phase shift from the experimentally measured absorption
line shapes (data points) and from the model calculation (black lines) as a function
of intensity for the D-band resonances with vibrational quantum number υ = 3 to
υ = 7 (top to bottom). The gray lines show computed phase change due to Stark
shift over the duration of the NIR pulse for every considered state.

corresponding accumulated phase shift then is given by the integral over the time-
dependent ponderomotive shift, as it in turn depends on the laser-field strength,
which changes in time, such that:

∆ϕp = −

∫︂
∆Ep(t′)
ℏ

dt′, (6.74)

integrated over the NIR pulse duration.

Such a treatment of the NIR-induced phase shift, however, delivers the same
NIR-induced phase shift for all states, if it would have been adopted for the present
case treating the H2 vibrational wave packet. A uniform phase shift would not
change the rephasing condition for the emergence of a wave packet revival, as it
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Table 6.2: State-dependent polarizabilities for the vibrational levels in the D elec-
tronically excited state. Values are extracted from Ref. [46] stating the polarizability
of individual vibrational states of the ground state, and scaled up by a factor of 4.

υ αυ υ αυ
0 21.7064 9 39.24776
1 23.59412 10 40.564
2 25.55344 11 41.40884
3 27.57224 12 41.58084
4 29.6312 13 41.68
5 31.70528 14 41.76
6 33.76116 15 41.8
7 35.74892 16 41.84
8 37.60456 17 41.88

would be accumulated equally for all states. Thus, a more realistic treatment would
indeed include the state-dependent AC Stark shift with a state-dependent dynamic
polarizability αs, such that the instantaneous AC Stark shift for each state s

∆EStark = −
αs

2
F2 (6.75)

causes the state-dependent NIR-induced phase shift:

∆ϕStark = −
αs

2ℏ

∫︂
FNIR(t′)2dt′. (6.76)

The calculation of the state-dependent polarizabilities αs can be derived from the
general from of the AC-stark shift including all possible transitions of a states |ψs⟩

[285]:

∆EACStark = −
∑︂

n

| ⟨ψs|dF|ψn⟩ |
2

En−Es
. (6.77)

While a state-dependent calculation of the polarizabilities of the vibrational states
in the ground state of the hydrogen molecule has been computed [46, 286, 287],
there are no current reports on polarizabilities of electronically excited states in H2.
Therefore, as a first approximation the vibrational-state resolved polarizabilities of
the ground state are rescaled with a constant factor for all D states, such that the AC-
Stark caused phase shift reproduces the order of magnitude of the experimentally
retrieved NIR-induced phase shift, see Fig. 6.22. The values for the retrieved state-
dependent polarizabilities, i.e. the rescaled ground-state polarizabilities by a factor
of 4, are listed in table 6.2 in atomic units. The conversion factor from atomic to SI
units follows the relation: 1 a.u. of polarizability ≈ 1.64878×10−41 F ·m2.
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Figure 6.23: Calculated time-dependent dipole according to the control model with
NIR-induced phase shift for each state in the wave packet due to the state-resolved
AC Stark shift. For better visibility the individual lines are ordered from lower
intensity at the top to higher intensity at the bottom. The intensities are the same as
for the calculation presented in Fig. 6.18.

To illustrate the effect of the state-resolved AC Stark shift on the time-dependent
dipole, the wave packet evolution is computed with the instantaneous time-
dependent energy in the time-evolution operator for each state modified according
to its dynamical Stark shift. The modified dipole as a function of NIR intensity
is shown in Fig. 6.23. The revival of the computed dipoles indeed shifts to ear-
lier times, however not in multiples of the classical revival time, but continuously.
Additionally, a decrease of the classical revival time is observed at the beginning
of the dipole due to the additional accumulated phase. The control model with
state-resolved NIR-induced AC Stark shift, manages to reproduce an occurrence of
the revival time towards earlier times, as well as change in the relative heights of the
peaks in the revival region. The comparison of the phase-induced shifts to the ex-
perimentally retrieved shifts sheds a first light on the values for the state-dependent
polarizabilities for the vibrational levels in the D electronically excited state.

6.5 Brief chapter summary and outlook

This chapter introduced a method for visualisation of vibrational wave-packet
dynamics in a neutral molecular system, in particular in an excited state of the H2
molecule. Access to the wave-packet dynamics is gained through reconstruction
of the time-dependent dipole response of the wave packet to the quasistationary
ground state, which acts as a probe to the dynamically evolving wave packet at ev-
ery time step. The key observable in the wave-packet dynamics is the vibrational
revival. The wave-packet visualisation method, applicable also in the case of ad-
ditional laser interaction of the wave packet after its initial excitation, is further
applied to demonstrate experimentally measured molecular wave-packet reshaping
under the influence of a strong and short NIR laser field. Even if interacting with
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the system only briefly and for a short time after the birth of the wave packet, the
NIR field affects its subsequent time evolution reaching at least until the first revival
time. The presented results show that by tuning the NIR intensity one can influence
the wave-packet rephasing time through the accumulation of a state-resolved NIR
induced phase shift, possibly attributed to the AC Stark shift. These results thus
also demonstrate a novel way to access dynamic polarizabilities in ultrashort laser
pulses to state-resolved control of excited-state molecular dynamics. While a wave-
packet creation pulse and a control strong-field pulse are required, in the discussed
scheme most notably no probe pulse is needed. Additional wavelength control of
the intense fields, or even complex-shaped (e.g., chirped) laser pulses could create
almost arbitrary sets of wave-packet coefficients and enhanced controllability of in-
ternuclear wave packets up to the fastest (hydrogen) oscillations, also in complex
(organic) molecules. Thus, one can use intense laser fields as flexible control knobs
to coherently steer the recovery of vibrational wave packets on electronically ex-
cited potential energy surfaces to critical points along a reaction coordinate (e.g.,
conical intersections), and with this initiating a chemical reaction at a desired later
time becomes possible. The boundaries of the possibility to track coherent nuclear
molecular movement in an electronically excited state and even steer it in a de-
sired direction through laser control additionally could help find a regime where
electronic and nuclear degrees of freedom are not anymore decoupled and thus the
Born-Oppenheimer approximation starts to break.
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CONCLUSION

In the last decades novel light sources for the production of ever shorter and
more intense laser pulses in different photon energy ranges have led to the booming
evolution of femtochemistry, ultrafast physics and attosecond science. Those very
closely related fields studying fundamental light-matter interactions in all kinds of
systems concentrate on different time scales, but are all united by the idea of un-
derstanding the (time-dependent) evolution of the investigated systems and using
the gained knowledge to control it in a desired way by laser radiation. Typically,
in all those three fields, pump–probe experimental schemes are realised, where a
pump pulse initiates (non-trivial) dynamics in a system, and another probe pulse
tracks the dynamics at different times or, in general, introduces new dynamics in
the system. A variety of different detection techniques have evolved since the emer-
gence of femtochemistry and attosecond science allowing to study the evolution
of quantum systems after and during light–matter interaction processes. Two of
those techniques, complementary in their approach, have been utilised for the pre-
sented studies of two-electron systems in their excited state under the influence of
intense laser fields, namely coincidence photoelectron-photoion spectroscopy, as
well as XUV time-delay absorption spectroscopy, allowing to access, on the one
side, bound-free state transitions, and on the other side, bound-bound transitions.

The first experimental study, motivated by a prior theoretical investigation of the
role of the initial state in the ionization process, explores ionization out of specifi-
cally prepared doubly excited states in the helium atom. Here, in a first step, doubly
excited states in helium were selectively populated by free-electron laser narrow-
band XUV radiation and either subsequently or directly ionization out of those
states was induced. Aiming to discover the dominating ionization pathways, sin-
gle and double ionization processes were discussed, also for the strong background
XUV-only ionization mechanisms at play. The most prominent examples, for which
also photelectron and recoil-ion momentum distributions were detected, include
multi-photon above threshold ionization out of different doubly excited states and
the ionization process in the laser-dressed continuum, to mention but a few. The
investigation of double-ionization pathways complemented previous experimental
and theoretical studies of sequential and non-sequential double ionization in the
helium atom, while also finding new ionization IR-induced double-ionization pro-
cesses through shake-up ionization as well as directly out of the doubly excited
states. While the initial data analysis allows to point out those pathways, future
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data evaluation may bring further insight into the role of electron correlation for
the double ionization process through investigation of, for example, directionality
and energy-sharing of the correlated electrons leaving the atom. Additionally, the
concept of selective preparation of initial states can be extended to any system of in-
terest to study fundamental light–matter interaction not only starting from a ground
state in a system, but from an excited, thus correlated state as well.

While the aim of the first study was to investigate light–matter interaction, ide-
ally out of a single state, in the second presented experiment collective wave-packet
dynamics of a group of states was studied. Here, for the benchmark two-electron H2
system a method for visualisation of vibrational wave-packet dynamics in the neu-
tral molecule was introduced. Access to the wave-packet evolution, in particular to
the wave packet revival, was gained through extension of the already established
technique for reconstruction of the time-dependent dipole response to the molec-
ular case. For this, the quasistationary molecular ground state acts as an intrin-
sic self-probe of the dynamically evolving wave packet. Provided that the ground
state of the system remains intact also for a subsequent interaction, addressing only
the excited wave packet, the wave-packet visualisation method remains applicable
also if an additional laser interaction takes place. With this prerequisite, molecular
wave-packet reshaping under the influence of a strong and short NIR laser field was
demonstrated in the detection of time-shifts of the wave-packet revival for different
NIR intensities. In an impulsive scheme, the NIR laser pulse could be understood to
introduce state-resolved phase shifts of the involved wave-packet states and through
this affect the rephasing time in the system. Attributing the phase shifts to the
strong-field introduced AC Stark shift, their state-resolved extraction demonstrated
a novel way to access dynamic polarizabilities in ultrashort laser pulses. Extending
the presented pump-control scheme with the implementation of light fields with for
example exotic spectral-phase properties can allow arbitrary phase changes in wave
packets of quantum systems, both atomic and molecular, and with this non-trivial
time-shifts or possibly even time-jumps in the collective dynamics of the studied
system.

In conclusion, the results of both experimental studies of light–matter interac-
tion out of excited states in atoms, as well as molecules, demonstrate the impor-
tance to look into light–matter interaction not only starting from a well-defined sta-
ble atomic or molecular ground state, but to consider also correlated multi-electron
states under the influence of strong and short laser fields.



APPENDIX A: ATOMIC UNITS

Atomic units are a system of natural units used in the context of atomic and
molecular physics, as well as in femtochemistry, ultrafast physics and attosecond
science. In this thesis both SI units as well as atomic units (au or a.u.) are used and
the following short overview provides the necessary conversion factors between the
different unit scales to 4 digits of precision.

Defining constants, all set to unity:

Constant Symbol SI value of one atomic unit 1au
elementary charge e 1.602×10−18 C
reduced Planck constant ℏ 1.055Js
electron rest mass me 9.109×10−13 kg
Coulomb constant ke 8.988×109 kgm3 s−4A−2

Important quantities in atomic unit:

Atomic unit of Symbol SI value of one atomic unit 1au
length (Bohr radius) a0 5.292×10−11 m
time ℏ/Eh 2.419×10−17 s = 24.19as
velocity a0Eh/ℏ = αc 2.188×106 m/s
momentum ℏ/a0 1.993×10−24 kgms−1

energy (hartree) Eh 4.360×10−18 J = 27.21eV
electric field Eh/(ea2

0) 5.142×1011 V/m
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