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A systematic scheme is proposed to numerically estimate the quantum speed limit and temporal
shape of optimal control in two-level and three-level quantum systems with bounded amplitude.
For the two-level system, two quantum state transitions are studied as illustration. Comparisons
between numerical and analytical results are made, and deviations are significantly small. For the
three-level system, two critical time points are determined with high accuracy, and optimal controls
are obtained for different durations. The shape of optimized control field is simple and does not
switch frequently, thus are easy to implement in experiment. In addition, we compare our method
with the chopped random basis (CRAB), and the performance of our method is much better than
that of CRAB. Our scheme is of importance in estimating the quantum speed limit and optimal
control for cases in which analytical solution is absent.

I. INTRODUCTION

Quantum optimal control (QOC) is crucial to engineer
and to manipulate complex quantum systems in quan-
tum information processing tasks [1–4]. Operations in
experiments are generally executed very slowly, i.e., adi-
abatically, to avoid heating the sample and to guarantee
the transition to the target state with perfect fidelity [5].
However, the decoherence and noise in experiments some-
times make such slow operations impossible, thus it is
desirable to achieve a speedup in a fast and robust man-
ner [6, 7]. This is one important topic of quantum opti-
mal control theory.

Quantum optimal control theory has been widely ap-
plied in various physical systems such as Bose-Einstein
condensate [8], NMR [9], cold atoms in optical lat-
tices [10, 11]. One of the core problems in QOC theory
is to find the time-optimal control. Time-optimal control
problems focus on driving transitions to the target states
in the minimal time which is generally called the quan-
tum speed limit (QSL) [12], and on finding the temporal
shape of the control field. However, analytic solutions are
only available for low-dimensional quantum systems [13].
For example, the analytic solutions are obtained for two-
level system for energy minimization [14, 15] and time-
optimal problems [16–23]. In addition, the minimal time
and minimal energy problems in a three-level quantum
system with complex controls are studied with analytical
solutions in Ref. [15, 17].

For multiple-level quantum systems, in general, quan-
tum optimal control relies on numerical methods, which
employ local optimization algorithms, like Krotov [24],
GRAPE [9], CRAB [25], GROUP [26] and GOAT [27], as
well as global ones such as differential evolution (DE) and
covariance matrix adaptation evolution strategy (CMA-
ES) [10, 28], and reinforcement learning [29]. It is worth
noting that in experiments there might be constraints
on the control field, e.g., the amplitude is bounded. In
addition, the total duration is also limited for the time-

optimal control problems. In such cases the local subopti-
mal traps exist in the quantum control landscape [30, 31].
These local traps in general make the numerical meth-
ods fail to find the global optimal solution, even with the
global optimization algorithms. Moreover, some meth-
ods cannot be applied in the problems where amplitude
of control fields are bounded, while optimized controls
found by some methods switch too frequently, or the tem-
poral shape of control fields is too complicated, such it is
hardly possible to implement them in real experiment.

In this paper we propose a systematic scheme to nu-
merically estimate the QSL and time-optimal controls.
First, as an illustration, we investigate the time-optimal
control problem for quantum state transitions in a two-
level quantum system with bounded amplitude. Analyt-
ical results are provided in Refs. [18]. We use the numer-
ical scheme proposed to estimate QSL and time-optimal
controls. In addition, the comparison between the nu-
merical results and the analytical results is made. We
find that deviations from the analytical results are signif-
icantly small. Furthermore, we compare our results with
the results obtained with one state-of-the-art method,
CRAB. The performance of our method is much better
than that of CRAB.

Second, we employ this scheme in a three-level quan-
tum system with real control field which describes an ex-
ternal field without rotating wave approximation (RWA).
This problem is more difficult than the problems with
complex controls studied in Ref. [15, 17]. We estimate
the optimal control for different values of total duration.
Two regions of total durations are found in which the
optimal control fields are of different types. QSL and
time-optimal control are estimated. These results are
compared with the ones obtained with CRAB.

This paper is organized as follows. We define the con-
trol problem and propose a systematic scheme to esti-
mate QSL in Sec. II. In Sec. III we consider two processes
of quantum state transition in a two-level quantum sys-
tem, and demonstrate the quantum control landscapes
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for certain types of control field. QSL and time-optimal
control fields are estimated numerically, and these results
are compared with the analytical results. In Sec. IV we
study the optimal control problem of quantum state tran-
sition in a three-level quantum system. We conclude in
Sec. V.

II. MODEL

A. Hamiltonian and objective function

Here we consider the Hamiltonian with the control field
u(t):

H(t) = H0 + u(t)H1 (1)

where H0 is the drift Hamiltonian and H1 is the con-
trol Hamiltonian (For simplicity, we consider the case
in which there is only one control Hamiltonian). The
bounded control field u(t) is a real function under con-
straint |u(t)| ≤ M . The dynamics of the system is
governed by the controlled Hamiltonian d|ψ(t)〉/dt =
−iH(t)|ψ(t)〉, where we set h̄ = 1.

Numerically, for a quantum optimal control problem,
we wish to optimize certain objective function such that
the quantum speed limit Tqsl and optimized control field
are obtained. The objective function is a functional of
control field u(t), thus we are able to investigate the con-
trol landscape for certain types of control field. One com-
mon choice of objective function is the fidelity between
two quantum states. In our paper the fidelity is defined
as follows:

F (u(t), T ) = |〈ψt|T exp(−i
∫ T
0
H(t)dt|ψi〉|2 (2)

= |〈ψt|ψf 〉|2.

where T is the time-ordering operator, and |ψt〉 (|ψi〉)
is the target (initial) state. T is the total duration of
time evolution, and |ψf 〉 is the final state after the time
evolution. An alternative characterising the similarity
between the final state |ψf 〉 and the target state|ψt〉 is
the Bures distance

dB =
√

2(1− |〈ψf |ψt〉| =
√

2(1−
√
F ). (3)

Perfect fidelity gives zero Bures distance, and vice versa.

B. Bang-Off control

Inspired by Ref. [18] we consider the bang-off control
as the control protocol to be optimized. For certain dura-
tion [s, s+δs], if the control is restricted to take its max-
imum (minimum) u(t) = M (u(t) = −M), it is called a
bang control, and is denoted by Pδs (Nδs), here P (N)

is short for Positive (Negative); Similarly, if the value of
control is zero u(t) = 0, it is called a off control, and is
denoted by 0δs. Note that in the case of two-level sys-
tem the off control is singular control [18]. The bang-off
control refers to a finite concatenation of bang and off
controls.

We consider two classes of bang-off control. For the
first class the duration for each bang (and off) control is
in general different, e.g., Pt10t2Nt3 defined in the follow-
ing

u(t) =

{
M 0 ≤ t < t1
0 t1 ≤ t < t1 + t2
−M t1 + t2 ≤ t ≤ t1 + t2 + t3,

(4)

where the order of letter sequence is from left to right.
For the example above, the bang-off control is switched
from bang (P ) to off (0), then to bang (N), with a switch
number being two Ns = 2. The type of such bang-off
controls refers to a way in which bang and off controls
are concatenated. For a given number of switches Ns,
the number of possible types Ntype is at most 3 × 2Ns .
For certain initial/target quantum states, Ntype can be
further reduced. The control fields are represented by
the type and vector of durations t = [t1, t2, ...].

For the second class the duration of each bang/off is the
time step-size: δt = T/NT with T being total duration
and NT the number of time slots. Thus the control is
usually represented by a control vector u(t) ≡ {uk|k =
1, ..., NT }. This class of bang-off control arises because
of a coarse-graining of temporal variable for a numerical
optimization. In general, the simulation is more accurate
when NT is larger. However, the optimization with large
NT is time-consuming, and the dimension of search space
is huge. For the problems considered here the control is
allowed to take 3 different values uk = {±M, 0}, thus
the possible number of control vectors is 3NT , which is
an exponentially large number. For the quantum optimal
control problem of two-level system, Ns is much smaller
than NT in general. Thus the optimization of first class
of bang-off controls is much easier than that of second
one. In addition, the optimized controls of second class
generally switch more frequently than the ones of first
class, thus are less desirable in real experiments.

Note that we do not claim that the first class of bang-
off control is time-optimal control protocol for all QOC
problems, e.g., time-optimal control of nonlinear two-
level quantum system [7]. Instead, we use the first class
of bang-off control to estimate QSL and to approximate
the temporal shape of time-optimal control. This is due
to the fact that the shape of first class of bang-off control
is simple and its universality is in general better than
bang-bang control. In addition, the optimality of first
class of bang-off control has been proved in the two-level
Landau-Zener system [18]. Therefore, we mainly focus
on the study of first class of bang-off control.
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C. Optimization algorithm

Optimization algorithms are of great importance for
quantum optimal control problems. Two common
choices are gradient-based and gradient-free algorithms.
For the gradient-based algorithm, we choose the quasi-
Newton method. For the gradient-free algorithm, we
use stochastic descent (SD) as the optimization algo-
rithm [29]. Stochastic descent starts from a random con-
figuration and updates control field u(t) only if the can-
didate increases (decreases) the fidelity (Bures distance).

D. Scheme

Specifically, for the first class of bang-off controls, we
start from Ns = 0, and look through all possible types.
For each type we optimize using SD (or quasi-Newton)
the vector of durations t for different values of total du-
ration T , until the perfect fidelity F = 1 − δ is found,
where δ is vanishingly small. We denote Tmin

i the min-
imal duration for which the perfect fidelity F = 1 − δ
is obtained with number of switches being Ns = i. If
Tmin
i ≈ Tmin

i+1 and it is zero that one duration of opti-
mized duration vector t with Ns = i+1, then this means
the increment of number of switches does not decrease
the minimal duration to reach perfect fidelity. Hence we
can stop optimization and choose the types correspond-
ing perfect fidelity with optimized t and Ns = i as the
estimation of time-optimal control, and Tmin

i as the esti-
mation of QSL.

For the second class, we optimize the control vectors
using 1-flip SD. Here 1-flip means that the new candi-
dates are generated by randomly choosing one time-slot
and changing the value of control at that time-slot to
other values [29].

III. TWO-LEVEL SYSTEM

Here we consider a two-level quantum system driven
by the Hamiltonian described in the following:

H(t) = −Eσz + u(t)σx (5)

where σz is the drift Hamiltonian and E > 0, and σx
is the controlled Hamiltonian. When the control field is
turned off, the lower (upper) eigenstate is |0〉 = [1, 0]T

(|1〉 = [0, 1]T).
One important parameter is defined as: α ≡

arctan(M/E). The reason is in the following. For
α < π/4 the optimal control is bang-bang, and the dura-
tions for the first, final and interior bang have to be deter-
mined numerically; for α > π/4 the optimal control is in
general bang-off control with at most two switches [18].
For the latter case the bang-bang fails to capture time-
optimal control, and this is the case we are interested.
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FIG. 1. Quantum control landscape of fidelity F for type
Pt1Nt2 of the first class bang-off controls with initial state |0〉
and target state |1〉. Two time-optimal controls are indicated
by two blue pentagrams with [t1, t2] = {[T1, T2], [T2, T1]}.

Therefore, we choose E = 1 and M = 4/3 such that
α = 0.9273 > π/4.

We are interested in two transition processes with the
bounded controls: (1) transition from |0〉 to |1〉; (2)

transition from |0〉 to |ψE〉, where |ψE〉 = 1/
√

2(|0〉 +
ei9π/10|1〉). For the first case the time-optimal control
is in fact bang-bang, whereas for the second the time-
optimal control is bang-off type. We wish to estimate the
quantum speed limit, as well as to determine the tempo-
ral shape of the time-optimal controls, of two transitions
with the aid of numerical optimization over bang-off con-
trol fields.

A. Transition from |0〉 to |1〉

In Ref. [18] it has been proved, for initial state |0〉
and target state |1〉 with α > π/4, the time-optimal
controls are the first class of bang-off controls with one
switch Ns = 1, i.e., {PT1NT2 , PT2NT1 , NT1PT2 , NT2PT1},
where T1 = (π − arccos (cot2 α))/2

√
E2 +M2 = 0.6505

and T2 = (π + arccos (cot2 α))/2
√
E2 +M2 = 1.2345.

Thus the quantum speed limit is TQSL = T1 + T2 =

π/
√
E2 +M2 = 0.6π.

We wish to numerically estimate TQSL and to obtain
the time-optimal control field using the scheme proposed.
We first investigate the first class with Ns = 1, and show
that the minimal duration for perfect fidelity is equal to
TQSL. Then we show the bang-off controls with Ns = 2
reduce to the ones with Ns = 1 for the time-optimal
problem considered here. At last, we consider the second
class of bang-off controls, and compare these results with
the ones obtained using CRAB method.
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FIG. 2. Bures distance dB versus iterations for different
values of total evolution duration T for type Pt1Nt2 : (a)
T = TQSL−10−2; (b) T = TQSL−10−3; (c) T = TQSL−10−4;
(d) T = TQSL; (e) T = TQSL + 10−4. The type of bang-off
control is Pt1Nt2 with initial state |0〉 and target state |1〉, and
the optimization algorithm is SD. The number of initial search
points is one hundred, and the number of iteration is ten thou-
sand. (f) The minimal dmin

B obtained after 10000 iterations
for different values of total duration T . When T = TQSL, the
sequence of dmin

B reaches its minimum.

1. First class with Ns = 1

We start from the first class of bang-off controls with
Ns = 1. For the transition from |0〉 to |1〉, the number of
possible types is two, i.e., {Pt1Nt2 , Nt1Pt2}.

In Fig.1 we show the quantum control landscape for
type Pt1Nt2 . The control fields are characterized by a
two-dimensional vector of durations t = [t1, t2]. A similar
landscape is obtained for type Nt1Pt2 . The repetition
of landscape over the square domain with time length
TQSL is because the time evolution of quantum state is
periodic. In Fig.1 no local traps exist, while it is not true
for the second class of bang-off controls. This is one of
the advantages of the first class over the second one.

We now estimate the minimal duration Tmin
1 for which

the perfect fidelity F = 1 − δ is obtained. The proce-
dure is in the following: choose different values of T with
t1+t2 = T ; optimize the free variable t1 using SD to max-
imize (minimize) fidelity F (Bures distance dB). When
T 6= kTQSL, k = 1, 2, ... we find that dB does not con-
verge to zero. In addition, the optimization stops within
fewer iterations when T deviates more from TQSL. When
T = TQSL, however, dB keeps decreasing and the update
of control fields continues for a large number of iterations.

In Fig. 2(a)-(e) we show the Bures distance as a func-
tion of iteration for type Pt1Nt2 with five different val-
ues of T . One hundred initial search points of t1 are
randomly generated, and are optimized using SD. We
find that as T approaches toward TQSL, the convergence
rate decreases. Moreover, the minimal Bures distance
obtained after optimization decreases as T approaches
toward TQSL, cf. Fig. 2(f). When T = TQSL, the

0 0.1 0.2
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0.1
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FIG. 3. Error distributions of E = 1 − F as a function of
standard deviation σ for one time-optimal control PT1NT2 .
Red dots are the mean, and the vertical blue lines represents
the standard deviation of E. (a) Error ETm resulting from
the uncertainty of time interval for each bang control. 10000
random duration vectors t are drawn from Gaussian distribu-
tion with mean being [T1, T2] and standard deviation σ. (b)
Error EMm resulting from the uncertainty of boundaries ±M
for each bang control. 10000 random values of boundaries are
drawn from Gaussian distribution with mean being ±M and
standard deviation σ.

Bures distance as a function hardly converge even for
very large number of iterations. Therefore, we could
estimate TQSL by monitoring the convergence of Bu-
res distance as an alternative method. For instance, in
Fig. 2(c) T = TQSL − 10−4, the search point with the
minimal dB found in the last iteration stops decreasing
after several hundred iteration. For T = TQSL, how-
ever, the optimization continues after ten thousand it-
erations, as shown in Fig. 2(d). Therefore, the minimal
duration with one switch is approximately equal to the
quantum speed limit Tmin

1 = TQSL with very high pre-
cision. In Fig. 2(d) 100 optimized values of t1 cluster
around T1 and T2 with significantly small standard devi-
ation σ ∼ O(10−4). The best fidelity using quasi-Newton
method is F = 1−O(10−16). Same results are obtained
for type Nt1Pt2 . Therefore the numerical results repro-
duce the analytical solutions with very high accuracy.

From the experimental point of view, the errors arise
due to the operational inaccuracy. Therefore, we inves-
tigate the robustness of time-optimal bang-off controls
with respect to uncertainty in the duration vector t and
in the boundary of control field ±M . We sample 10000
duration vectors t and calculate the corresponding error
distribution ETm for different values of σ. Similar is done
for EMm . In Fig. 3 we show ETm and ETm as a function
of standard deviation σ. The mean of E is roughly a
constant multiply the square of σ. Same for standard
deviation of E. In addition, by comparing two plots in
Fig. 3 we observe that the time-optimal control is less ro-
bust w.r.t. the uncertainty of duration vector than that
of boundaries.
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FIG. 4. Quantum control landscape of fidelity F for type
Pt10t2Nt3 with initial state |0〉 and target state |1〉, and t1 +
t2 + t3 = TQSL. Two time-optimal controls are indicated by
two pentagrams for which [t1, t2] = {[T1, 0], [T2, 0]} The black
dots indicate the optimization process of one search point
which climbs towards one of optimal time vector [T2, 0] with
the global maximum of fidelity F = 1.

2. First class with Ns = 2

To numerically verify that the time-optimal controls
are indeed of type with Ns = 1 for the case considered in
this section, we continue to study the first class of bang-
off controls with Ns = 2. We would show that Tmin

2 =
Tmin
1 with high precision, and one of three durations is

zero, thus controls with Ns = 2 reduce to the ones with
Ns = 1.

Specifically, for the transition from |0〉 to
|1〉, the number of possible types is six, i.e.,
{Pt10t2Nt3 , Nt10t2Pt3 , Pt1Nt2Pt3 , Nt1Pt2Nt3 , Pt10t2Pt3 ,
Nt10t2Nt3}. For the first four types, the perfect fidelity
are reached when T = TQSL, and one of the durations is
zero, e.g., t2 = 0 for Pt10t2Nt3 . For the last two types,
the maximal fidelity is F = 0.6399 when T = TQSL.
When T < TQSL, the perfect fidelity cannot be reached
for all six types. For instance, the maximal fidelity
with T = TQSL − 0.001 is F = 1 − 1.001 × 10−6 for
type Pt10t2Nt3 . Similar results are obtained for other
types. Therefore, we have numerically verified that
Tmin
2 = Tmin

1 = TQSL.

In Fig. 4 we show the quantum control landscape for
type Pt10t2Nt3 with t1 + t2 + t3 = TQSL. Two time-
optimal controls are indicated by two pentagrams with
[t1, t2] = {[T1, 0], [T2, 0]}. The duration for off-control
u(t) = 0 is zero t2 = 0, thus controls with Ns = 2 reduce
to the ones with Ns = 1. The optimization process of one
search point using SD climbs towards one of the optimal
time vector. As search point is climbing towards the
global maximum, smaller step-size and more iterations
are required for better performance.

FIG. 5. The results obtained for transition from |0〉 to |1〉
with T = TQSL using 1-flip SD to optimize the second class
of bang-off controls. The number of time slots is fixed to be
NT = 40. (a) The optimized control field found with first class
of bang-off (red,solid) which is PT1NT2 , that with second class
(blue, dashed), and with CRAB (grean, dash-dotted line). (b)
Infidelity 1−F versus iterations with 1000 search points. (c)
Distribution of distance Dij between optimized control fields.

We optimize the time vector t = [t1, t2] for type
Pt10t2Nt3 with t3 = TQSL − t1 − t2. The best fidelity
obtained using quasi-Newton is F = 1 − O(10−16), and
the optimized duration vectors deviate from the optimal
values, e.g., tOpt = [T2, 0, T1] = [1.2345, 0, 0.6505] with
vanishingly small value. Similar results are obtained for
types {Nt10t2Pt3 , Pt1Nt2Pt3 , Nt1Pt2Nt3}.

The increment of switch numbers Ns = 1 → Ns = 2
does not result in the decrement of total duration, but
Tmin
2 = Tmin

1 = TQSL. In addition, we have shown that
one duration of the optimized time vector is approxi-
mately equal to zero, thus the controls with Ns = 2 re-
duce to the ones with Ns = 1. Then we can stop studying
the controls with larger number of switches Ns ≥ 3.

In summary we have numerically verified for the
transition |0〉 → |1〉 the time-optimal controls are
{PT1

NT2
, PT2

NT1
, NT1

PT2
, NT2

PT1
}, and the quantum

speed limit is TQSL, with little deviations.

3. Second class of bang-off control

In this sub-section we consider the second class of
bang-off controls as a comparison. Here we employ the 1-
flip SD to optimize the control vectors where each compo-
nent is allowed to take one of three values uk = {±M, 0}.
The number of time slots is fixed to be NT = 40. 1000
initial control vectors are randomly generated and are
optimized using SD for 104 iterations. To further inves-
tigate the relations between the optimized control fields,
we calculate the distance between optimized control fields
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as

Dij =
1

NT
||u(i) − u(j)||1 (6)

where u(i) is the i-th optimized control field and || · ||1 is
the absolute-value norm [31].

In addition, we compare the results to one of the state-
of-the-art algorithms, Chopped Random Basis (CRAB).
We choose various value ofNc which is the cut-off number
of Fourier basis, and optimize the corresponding control
field with T = TQSL. The best fidelity obtained is F =
1−O(10−15) with Nc = 5. The corresponding optimized
control field is shown in Fig. 5(a) by green dash-dotted
line.

In Fig. 5(a) the optimized control field found with sec-
ond class is indicated by the blue dashed line, while one
of the time-optimal control fields PT1

NT2
is marked by

the red solid line. We observe that the temporal shape
of the optimized control field found by 1-flip is similar
to that of time-optimal control PT1

NT2
, but the number

of switch is three. Both the optimized control fields ob-
tained with second class of bang-off and that with CRAB
approximate reasonably the time-optimal control field.

In Fig. 5(b) we plot the infidelity 1 − F as a function
of optimization iteration. 1-flip SD stops updating after
about 1000 iterations, and the maximal fidelity obtained
is F = 1− 1.35× 10−5. Presumably, the performance of
second class of bang-off controls would be improved by
k-flip SD (k ≥ 2), yet the number of iterations required
is much larger [29]. In Fig. 5(c) distances between opti-
mized control fields Dij form a multimodal distribution
with four peaks. This yields the fact that the optimized
control fields cluster around four time-optimal controls
{PT1NT2 , PT2NT1 , NT1PT2 , NT2PT1} with a standard de-
viation much larger than that obtained with first class of
bang-off controls.

Therefore, for the time-optimal problem of quantum
transition from |0〉 to |1〉, the performance of first class
of bang-off control is much better than that of second
class optimized using 1-flip SD, concerning the maximal
fidelity obtained, the optimized control fields found and
the their distribution.

B. Transition from |0〉 to |ψE〉

In this section we consider the transition from |0〉 to
|ψE〉 with α > π/4. The time-optimal controls are of
first class bang-off controls with two switches Ns = 2:
{Pτ10τ2Nτ3 , Pτ10τ2Pτ3} [18]. Three durations are: τ1 =
T1 = 0.6505 is the duration for which the time-evolving
quantum state reaches the equator of Bloch sphere for
the first time under the bang control u(t) = M . The

quantum state after this process is |A+〉 = 1/
√

2(|0〉 +
ei(π+β)|1〉) (up to a global phase) with β = arccosE/M =
0.7227; τ2 = (β − π/10)/2E = 0.2043 is the duration

for which the quantum state reaches |ψ′E〉 = 1/
√

2(|0〉+

FIG. 6. Quantum control landscape of fidelity F for type
Pt10t2Nt3 with initial state |0〉 and target state |ψE〉, and
t1 + t2 + t3 = τQSL. The time-optimal control is indicated
by a blue pentagram with τOpt = [τ1, τ2]. The black dots
indicate the optimization process of one search point which
climbs towards one of optimal time vector tOpt with the global
maximum of fidelity F = 1.

ei11π/10|1〉) along the equator starting from |A+〉 with the
off control u(t) = 0; and τ3 = 0.2978 is the duration for
which the quantum state reaches target state |ψE〉 from
|ψ′E〉 with the control fields u(t) = ±M . The quantum
speed limit is τQSL = τ1 + τ2 + τ3 = 1.1525. Here we use
a different notation τQSL for QSL to distinguish it from
the one in Sec. III A.

1. First class with Ns = 1

For the transition considered in this sec-
tion, the possible types of first class are four:
{Pt10t2 , Pt1Nt2 , Nt10t2 , Nt1Pt2}. When T = τQSL,
the maximal fidelity of four types are: F =
[0.9997, 1 − 5.0937 × 10−6, 0.4999, 0.9873]. There-
fore, the time-optimal controls cannot be the ones
with Ns = 1 because Tmin

1 > τQSL. It is worth noting
that although Tmin

1 > τQSL, the perfect fidelity can be
obtained using Ns = 1 controls with a larger duration,
e.g., Pτ10λ with λ = β + π/10 = 0.5184 and the total
duration T = τ1 +λ = 1.1689 which is a little larger than
τQSL = 1.1525. Because of the operational inaccuracy
in experiment, the larger Ns is, the larger the error
is. Therefore, the controls with Ns = 1 is acceptable,
provided the perfect fidelity can be obtained and the
total duration which does not exceed τQSL much is
tolerable.
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FIG. 7. (a) Quantum control landscape of log-Bures distance
log10 dB for type Pt1Nt20t3 with t1 + t2 + t3 = τQSL.Two local
minima are shown with blue color. (b) log10 dB as a function
of optimization iteration with 100 initial search points. 100
search points saturated towards two branches with values of
log10 dB being [−1.7916,−2.6825] after 10000 iterations.

2. First class with Ns = 2

We could estimate Tmin
2 using the same scenario in

Sec. III A. An alternative method is to calculate the fi-
delity for time vectors in the fine-grained 3D temporal
space. Find the locations of perfect fidelity and choose
the shortest duration as the estimate of Tmin

2 .
In Fig. 6 we show the quantum control landscape of fi-

delity for Pt10t2Nt3 with t1 + t2 + t3 = τQSL. The perfect
fidelity is indicated by a blue pentagram with the optimal
time vector tOpt = [τ1, τ2, τ3] = [0.6505, 0.2043, 0.2978].
By investigating the landscape with durations T < τQSL,
perfect fidelity cannot be reached. It is interesting to no-
tice that there is only one maximum, which is also the
global maximum, in the landscape of fidelity. Therefore,
all search points should converge towards the optimal
time vector, and indeed this is true in our numerical op-
timization process. 100 search points are optimized using
SD, and the maximal fidelity obtained after 106 iterations

FIG. 8. Bures distance dB versus iterations for type
Pt10t2Nt30t4with the total evolution duration T = τQSL. 200
initial search points are optimized using SD with 105 itera-
tions.

is F = 1 − 2.220 × 10−16. The optimized time vector is
t = [0.6504, 0.2046, 0.2976]. Therefore we numerically
verified Tmin

2 = τQSL with high accuracy.
One of the benefits using SD optimizing over first

class of bang-off controls is that we could estimate the
number of local extremes and their values, as well as
the location of corresponding controls. For instance,
in Fig. 7(a) we show the quantum control landscape
of log-Bures distance log10(dB) for type Pt1Nt20t3 with
t1 + t2 + t3 = τQSL. Note that perfect fidelity cannot
be reached for type Pt1Nt20t3 with total duration be-
ing τQSL. Two local minima exist in the landscape, and
are estimated by optimizing 100 search points which are
randomly sampled in the beginning of optimization. It is
clearly shown in Fig. 7(b) two branches of search points
saturate towards different values of log10(dB). It is worth
noting that since the two local minima are far from each
other, given that the step-size of optimization is small,
it is hardly possible for search points to jump from one
local trap to another. If the distance between two local
minima is small, the search points might jump from one
to another. Similar results are obtained for other types.

Therefore, we have estimated that Tmin
2 = τQSL

and the perfect fidelity is reached for control fields
{Pτ10τ2Nτ3 , Pτ10τ2Pτ3}.

3. First class with Ns = 3

To further verify the time-optimal controls are of types
with Ns = 2, we continue to study the first class bang-off
controls with Ns = 3. For illustration, we consider the
type Pt10t2Nt30t4 . We would demonstrate that Tmin

3 =
Tmin
2 , and one of the durations is zero t4 = 0 .
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By investigating the control landscape, we verify that
the time vector corresponding the perfect fidelity with
minimal duration is tOpt = [τ1, τ2, τ3, 0] (data not
shown). This is further confirmed by the optimization.
Two hundred initial time vectors t = [t1, t2, t3, t4] are
optimized using SD with t1 + t2 + t3 + t4 = τQSL for
105 iterations. In Fig. 8 we show Bures distance dB as
a function of iteration. It is interesting to notice from
Fig. 8 that there are one local minimum and one global
minimum of landscape, and they are not far from each
other. Therefore, some of the search points are able to
jump outside the local minimum and move towards the
global one.

The best fidelity obtained using quasi-Newton is
F = 1 − O(10−16), and the optimized time vec-
tor is t = [0.6505, 0.2043, 0.2977, 4.064 × 10−4]
with one duration being approximately equal to
zero t4 ≈ 0. Similar results are obtained for
type {Pt10t2Nt3Pt4 , Pt10t2Pt30t4 , Pt10t2Pt3Nt4}, while
the perfect fidelity cannot be reached for other types with
the total duration being τQSL. Therefore, we have nu-
merically checked that Tmin

3 = Tmin
2 = τQSL with high

accuracy, hence the optimal controls with Ns = 3 reduce
to the ones with Ns = 2.

Considering that the optimal controls with Ns = 3
reduce to the ones with Ns = 2 and Tmin

3 = Tmin
2 , there

is no need to study the first class of controls with larger
switch numbers Ns ≥ 4.

In summary we have numerically verified for the tran-
sition considered in this section the time-optimal controls
are {Pτ10τ2Nτ3 , Pτ10τ2Pτ3}, and the quantum speed limit
is τQSL, with high precision.

4. Second class of bang-off control

Same as Sec. III A we investigate the performance of
the second class of bang-off controls using the 1-flip SD.
1000 initial control vectors are randomly generated and
are optimized for 104 iterations with the number of time
slots being NT = 20. Distance between optimized control
fields Dij are calculated.

In Fig. 9 the results of optimization are shown with
total duration T = τQSL. In Fig. 9(a) one of the time-
optimal control fields Pτ10τ2Pτ3 is marked by the red solid
line, and the optimized control field with The temporal
shape of the optimized control field found by 1-flip SD is
again similar to that of time-optimal control Pτ10τ2Pτ3 ,
except for certain duration the optimized control takes
the value u(t) = −M , rather than the expected value
u(t) = 0. However, the best fidelity found by second class
of bang-off is F = 1 − 2.77 × 10−6. In addition, we op-
timize the CRAB control field, the best fidelity obtained
is F = 1 − O(10−13) with Nc = 2. The corresponding
control field is indicated by green dash-dotted line,

In Fig. 9(b) we plot the infidelity 1 − F as a func-
tion of optimization iteration. 1-flip SD stops up-
dating after about 100 iterations. In Fig. 9(c) dis-

FIG. 9. The results obtained for transition from |0〉 to |ψE〉
using 1-flip SD optimizing the second class of bang-off controls
with total duration being T = τQSL. The number of time slots
is fixed to be NT = 20. (a)The optimized control field found
with first class of bang-off (red,solid) which is Pτ10τ2Pτ3 , that
with second class (blue, dashed), and with CRAB (grean,
dash-dotted line). (b) Infidelity 1 − F versus iterations with
1000 search points. (c) Distribution of distance Dij between
optimized control fields.

tances between optimized control fields Dij form a bi-
modal distribution, which indicates the optimized con-
trol fields cluster around two time-optimal controls
{Pτ10τ2Pτ3 , Pτ10τ2Nτ3}.

Concerning the best fidelity obtained, the performance
of first class of bang-off is much better than CRAB and
second class, while second class of bang-off performs
worst.

IV. THREE-LEVEL SYSTEM

To test the performance of the systematic scheme pro-
posed, we apply it in the three-level quantum system.
Specifically, we consider the Hamiltonian of a three-level
quantum system described in the following:

H(h(t)) = −EH0 + µ1H1 + µ2u(t)H2, (7)

where the drift Hamiltonian H0 and H1, and the control
Hamiltonian H2 are

H0 =

1 0 0
0 0 0
0 0 −1

 , H1 =

0 1 0
1 0 0
0 0 0

 , H2 =

0 0 0
0 0 1
0 1 0

 ,
(8)

respectively. H1 couples state |1〉 and |2〉, and H2 couples
state |2〉 and |3〉, where |1〉 = [1, 0, 0]T, etc.
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FIG. 10. Fidelity F versus total duration T in three-level sys-
tem obtained with the first class of bang-off control field. Two
critical time points are Tc and TQSL. For T ≤ Tc, the optimal
control is PT (and NT ); for T > Tc the optimal control is of
type Ns = 4.

Without loss of generality, we set E0 = 1, the cou-
pling strengths µ1 = 1, and µ2 = 2. The control field is
constrained, i.e., −1 ≤ u(t) ≤ 1. We wish to drive the
system from the initial state |1〉 to the target state |3〉.

It is worthy noting that

〈3|Hn(h)|1〉 = −〈3|Hn(−h)|1〉, (9)

where n is integer. Therefore, it is straightforward to
show that there is a mirror symmetry F (h(t), T ) =
F (−h(t), T ):

F (h(t), T ) = |〈3| T exp(−i

∫ T

0

H[h(t)]dt |1〉|2

= |〈3| T exp(−i

∫ T

0

H[−h(t)]dt |1〉|2

= F (−h(t), T ). (10)

This symmetry can help reduce by half the number of
types to be calculated.

In Fig. 10 we show the best fidelity obtained as a func-
tion of the total duration T by optimizing the first class
of bang-off controls. Two critical time points are shown,
i.e., Tc and TQSL. For different total duration T , the cor-
responding optimal control is in general different. For
T ∈ [0, Tc] the optimal control is of type Ns = 0, and
T ∈ (Tc, TQSL] the optimal control is of type Ns = 4.

A. Optimal control for T ∈ [0, Tc]

To determine the optimal control for given T , we opti-
mize over all types of the first class of bang-off control. It
is found that for T ≤ 0.73157, the best fidelity obtained
with Ns ≥ 1 is equal to that obtained with Ns = 0, while

0.735 0.7352 0.7354
0

1

2

3

4
10-10

FIG. 11. F1−F0 versus total duration T . F1 is the best fidelity
obtained with Ns = 1, and F0 with Ns = 0. F1 − F0 = 0
when T ≤ Tc, and F1 −F0 > 0 when T > Tc. Tc = 0.73517 is
indicated by an arrow.

2.72 2.78 2.84
10-15

10-10

10-5

FIG. 12. Infidelity 1−F versus total duration T obtained with
Ns = 4 bang-off control, which is the estimation of optimal
control for T ≥ Tc. The y-axis is in log-scale.

for T > 0.73157 the former is larger than the latter; cf.
Fig. 11. For Ns = 0 the best fidelity is obtained with
both PT and NT , which is implied by Eq. (9). In addi-
tion, for T ≤ 0.73157 the optimal control fields obtained
with Ns ≥ 1 are either PT or NT .

In Ref. [32] the region with T ∈ [0, Tc] is called overcon-
strained since the landscape in this region is convex such
that the search for local minimum is easy. By observing
the behavior of correlator and other functions, the value
of Tc is roughly estimated [32]. By using our method,
it is much easier to determine the value of Tc with very
high accuracy. For the three-level quantum system con-
sidered here, we compare the best fidelity obtained with



10

0 1 2 3

-1

-0.5

0

0.5

1

FIG. 13. One of the optimal control fields h(t) obtained by
the first class of bang-off control (red, solid) Pt10t2Nt3Pt4Nt5
and by CRAB (blue, dashed), with the total duration being
the estimated quantum speed limit T = 2.850 ≈ TQSL.

Ns = 1 and that with Ns = 0, the value of Tc is located
by checking the duration T with which F1 −F0 becomes
nonzero. See Fig. 11 for more information.

B. Optimal control for T ∈ (Tc, TQSL]

As T increases and is larger than Tc, the optimal con-
trol is not PT or NT anymore. For T > Tc, we optimize
over the first class of bang-off control with different value
of Ns. It is found that the best fidelity obtained with
Ns = 4 is larger than those obtained with Ns ≤ 3, and
is equal to those obtained with Ns ≥ 5. In addition, the
optimal control fields obtained with Ns ≥ 5 are reduced
to the ones with Ns = 4.

We conjecture that for T ∈ (Tc, TQSL] the optimal con-
trol field is bang-off control with Ns = 4. The reasons
are as follows. In Ref. [32] for total duration in the over-
constrained region and glassy region, the optimal con-
trol is of bang-off type, which is obtained by averaging
one thousand optimized bang-bang controls. This is fur-
ther verified in Ref. [33] by employing the systematic
method proposed in this paper. The number of switches
of the bang-off control is small, i.e., Ns = 1 (Ns = 2) for
overconstrained (glassy) region. However, for total dura-
tion in the symmetry-broken region, the optimal control
field obtained is continuous, rather than bang-off control
which is piece-wise constant [32]. This is also reflected in
Ref. [33] through the fact that the number of switch of
the optimized bang-off control in this region is Ns = 9.
The bang-off control with such a large number of switch
serves as a reasonable approximation to the continuous
control. In such case, u(t) takes values between the max-
imal and minimal value, and is in general referred to as
’singular’ [18, 34]. Note that in the case of two-level quan-

tum system considered here, the singular control is in fact
off control [18]. In general, however, this conclusion does
not hold in multiple-level quantum system [34]. Given
the fact that for T ∈ (Tc, TQSL] the optimized bang-off
control is of type with Ns = 4, which is small, and the
fact that the optimized control field obtained with CRAB
is very similar to the bang-off control (see Fig. 13), we
conjecture that the optimal control in this region is bang-
off control with Ns = 4.

From the numerical results we observed that there
are eight types of optimal control fields in this region,
i.e., P0NPN , PNPNP , PN0PN , 0NPNP , and other
four types are the negative of the former four types, see
Eq. (10). In Fig. 12 we show the infidelity 1 − F , ob-
tained with Ns = 4 optimal control field, as a function
of the total duration. A vertical asymptote of infidelity
is present around T ≈ 2.84. Furthermore, the unit fi-
delity F = 1 − O(10−16) is obtained with T = 2.850.
Therefore, we estimate the the quantum speed limit to
be TQSL ≈ 2.850.

In Fig. 13 we show one of the time-optimal controls
obtained numerically with type Pt10t2Nt3Pt4Nt5 . As a
comparison, we employ the CRAB method to optimize
the control field for T = 2.850 with various values of Nc.
The best fidelity obtained is F = 1 − 3.996 × 10−6 with
Nc = 3. It is worth noting that the optimized control
field obtained with CRAB approximates the bang-bang
control, and is very similar to the one obtained with bang-
off control. However, the infidelity obtained with CRAB
is ten orders of magnitude greater than the one obtained
with bang-off control. Therefore, the performance of our
method of bang-off is much better than that of CRAB.

V. CONCLUSIONS

We have proposed a systematic scheme for numerically
estimating the quantum speed limit and approximating
the temporal shape of optimal control with bounded am-
plitude. It has been studied as examples the optimal
control problems of quantum state transition processes
in two-level and three-level quantum system.

For the two-level quantum system, the numerical re-
sults are compared to the analytic solutions. We found
that the deviations from analytic solutions are signifi-
cantly small. We have also investigated the robustness
of first class of bang-off controls. In addition, the per-
formance of first class is better than that of second class
and that of CRAB, concerning the fidelity obtained and
the optimized control field found.

For the three-level quantum system, we study the con-
trol problem with real control field with bounded am-
plitude. Optimal controls for different regions of total
duration are obtained. QSL and time-optimal control
are estimated. We found that although the optimized
control field obtained using CRAB is very similar to the
one obtained using our method, the infidelity obtained in
the former is much greater than the latter with the total
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duration being QSL.
Since the temporal shape of the first class of bang-off

control is simple, it is easy to implement such control

fields in experiment. Our scheme might shed light on
quantum optimal control problems in which the analyti-
cal solution is absent.
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[6] D. Guéry-Odelin, A. Ruschhaupt, A. Kiely, E. Tor-
rontegui, S. Mart́ınez-Garaot, and J. G. Muga, Rev.
Mod. Phys. 91, 045001 (2019).

[7] X. Chen, A. Ruschhaupt, S. Schmidt, A. del Campo,
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