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Abstract
Body-centered cubic (bcc) Fe is the basis for all ferritic steels used in the automo-
tive and construction sectors. These metals have a polycrystalline nature, i.e. they
contain grain boundaries (GBs). The structure and composition of the boundaries
determines their cohesive strength, which in turn regulates the macroscopic defor-
mation behavior of the material under load. The cohesion strength of the GB can be
changed by segregation of impurities or solutes. Depending on how strong the bonds
of the atoms at the GB are, the material can either become brittle or ductile along
the GB. Technologically relevant is to prevent the segregation of those elements,
which would reduce the cohesion strength and lead to intergranular fracture. This
can be achieved using cohesion enhancing elements, which can have a strong impact
on the segregation behavior of detrimental solutes.

In this work, I have explored the segregation behavior of the detrimental elements
Al, Zn and Mn in bcc-Fe in the presence of B and C. The latter ones are known to
strengthen the grain boundary. All investigation were done on a Fe-4 at.%Al bicrys-
tal with a Σ5[0 0 1] (3 1 0) tilt GB. The bicrystal was grown in house by the Bridg-
man method and it contained 4 at.% Al to stabilize the bcc phase. The structure
and chemical composition of the GB was analyzed by using scanning transmission
electron microscopy (STEM) and its various analytical techniques including energy
dispersive spectroscopy (EDS) and electron energy loss spectroscopy EELS). Atom
probe tomography (APT) measurements were applied to give insights into the 3D-
distribution of the enriched solutes and impurities. My experimental observations
were complemented by first-principles based density functional theory (DFT) calcu-
lations, which shed light onto the segregation mechanism and the properties of the
grain boundary before and after segregation.

First, I studied the structure and composition of the initial bicrystal, i.e. without
Zn or Mn. With high-resolution STEM imaging I was able to reveal the arrange-
ment of the atoms at the boundary to be kite-type. However, the structure of the
GB showed local distortions, whose origin could be GB dislocations. From compo-
sitional studies it was found that Al is depleted by ≈ 2 at.% at the GB. This Al
depletion was due to the strong repulsive interaction with B and C, which enriched
the boundary first. Further, B and C showed a different segregation pattern. While
B uniformly enriched the boundary reaching a peak of 1.8 at.%, the segregation of C
showed a complex non-uniform pattern with local concentration variations between
1.5 at.% and 2.3 at.%. This variation in C can be attributed to local GB defects,
which act as sinks for C atoms. My experimental studies were confirmed by the DFT
calculations of cooperation partners. The DFT simulations also showed that sub-
stitutional segregation of B could distort locally the GB structure, which resembled
the distorted kites I observed.

In a second step I studied the segregation behavior of Zn, which is typically used
as a coating layer on steel to avoid the corrosion of the material. However, Zn has a
strong embrittling effect on Fe GBs when it liquefies e.g. during welding processes.
This phenomenon is known as liquid metal embrittlement (LME). In this complex
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process the liquid Zn preferentially diffuses and segregates to the GB promoting a
weakening of the atomic bonds. In order to understand the segregation behavior
of Zn in the presence of the cohesion enhancing elements B and C, comparative
studies of a Zn-rich and a Zn-poor region were carried out. The Zn-rich region with
a bulk concentration of ≈ 5.5 at.% for Zn showed nanometer size spaced clustering
of Zn at the GB. The concentration of this clusters were ≥ 20 at.% inducing complex
structural modifications. The B and C did not correlate with this clusters but their
concentration reduced to ≤ 0.5 at.%. This low concentration is attributed to a
broadening of the concentration profiles due to a possible migration of the GB after
Zn segregation. The Zn-poor region with a bulk concentration of ≈ 0.5 at.% for
Zn showed no clear Zn segregation. On the other hand, the GB concentrations of
B and C were symmetric and narrow reaching peak values of 1.8 at.% and 1 at.%,
respectively. From the atomistic simulations, we found out that the presence of B
and C reduces the segregation tendency of Zn and therefore its detrimental effect on
GB cohesion strength. The nonuniform segregation of Zn clusters suggests a local,
periodic weakening along the GB.

In the last step, I studied the segregation behavior of Mn. Our goal was to observe
a phase transformation of the GB, since Mn is a typical austinite stabilizer, i.e. it
transforms bcc-Fe into a face-centered cubic (fcc) Fe. However, the electron beam
deposited Mn film onto the bicrystal promoted the formation of internal nanoscale
oxides in the bulk as well as at the GB after annealing in a high-vauum furnace at
700 ◦C. Compositional studies of the GB oxides showed a core-shell structure. The
core consist of Al2O3, while the shell is Mn-rich indicating the formation of FeMnO.
The phase of the Al2O3 core was analysed by ELNES showing similarities of δ-
Al2O3. Investigation of the structure of the GB oxide core revealed a nanocrystalline
structure with preferential orientation to the bcc-Fe matrix. Outside the precipitates
no Al and Mn was found at the GB.

My presented studies highlight the effect of co-segregation and the impact of
impurities on the disastrous materials failure due to GB segregation of embrittling
solutes. Although my investigations were limited to a single Σ5 tilt GB, the results
can be qualitatively transferred to general GBs.
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1 Introduction

1.1 Motivation

Most engineering materials have a polycrystalline microstructure, i.e. they consist
of many single crystallites or grains with different orientations to each other. The
interfaces separating the grains are called grain boundaries (GBs). GBs are pla-
nar defects and they play an important role in determining the macroscopic physical
and mechanical properties of the polycrystal. A famous example is the strengthen-
ing effect of the GBs, where the GB hinders the motion of dislocations. Reducing
the grain size or increasing the fraction of GBs leads to an increase of the strength.
This is described by the Hall-Petch model [1–3], which relates the dislocation-GB
interaction with the resulting yield stress. However, the Hall-Petch model assumes
all GBs to be the same. This is not the case, since the interaction between the dis-
location and a GB depends on the GB structure [4, 5]. As the GB separates the
adjoining grains, its structure will be different from the structure of the grains [6].
Especially the GB energy and cohesion strength depend on the underlying struc-
ture. Observations on discontinuous changes of the GB structure, its composition
and properties at critical values of thermodynamic parameters suggested that GBs
behave like two-dimensional phases. [7–9]. Therefore, phase transformations can
occur upon accumulation of solutes or impurities in the form of a solid solution.
The process of enrichment of foreign elements at GBs is called GB segregation
[10].
The origin of GB segregation is the reduction of the total energy of the system. GB

segregation is known to affect the properties of the GB and thus the overall properties
of the material. Even small amount of a certain element can cause the material to
become ductile or brittle. It is known that impurities such as phosphorous (P)
or sulfur (S) have a detrimental effect on iron (Fe) GBs [11–17], while carbon (C)
and boron (B) show a beneficial effect by enhancing the cohesion strength of the GB
[17–23]. Therefore theoretical models were developed to understand GB segregation.
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1 Introduction

The most well-known Langmuir-McLean model was proposed in 1957 [24] to predict
the segregation tendency of a solute and estimate GB concentration at a specific
bulk concentration.

However, it should be mentioned that the thermodynamic process of GB segre-
gation becomes more complex when two or more solutes/impurities tend to enrich
the GB. Site-competition and attractive/repulsive interaction between segregating
atoms has to be taken into account. These co-segregation effects can be used to
cancel out or prevent the detrimental effect of certain elements [12]. Attractive
interaction at the GB would enhance the segregation tendency.

Besides the effect on GB cohesion, GB segregation can also influence the mobility
of the GB. This becomes important during unwanted grain coarsening. The solute
atoms can retard the mobility of the boundary and the phenomenon is known as
solute drag effect [25]. It is originally proposed that a migrating GB will interact
with segregating solutes, which apply a drag force onto the boundary and retard its
velocity. The strength of the drag force depends on the velocity of the GB. Hillert
[26] showed that coherency stresses could revert the solute drag force and induce
GB migration. The process is termed as diffusion induced GB migration (DIGM).

GB segregation is studied since several decades starting with Auger electron spec-
troscopy (AES) [27–31]. Nowadays atom probe tomography (APT) is used due to its
higher chemical sensitivity [32, 33]. As mentioned before, GB segregation depends
on the underlying structure of the GB and its energy. With the development of
aberration-corrected scanning transmission electron microscopes (STEM) it is pos-
sible to observe the atomic structure of the GB. Additional analytical techniques in
STEM such as energy dispersive spectroscopy (EDS) and electron energy loss spec-
troscopy (EELS) it is also possible to extract compositional information of the GB
at the nm-scale. Recently, the structure and composition of several tilt GBs were
studied by STEM [34–36]. Once the structure and composition of the GB is identi-
fied, theoretical simulations are needed to extract information about the mechanism
of (co-) segregation, the cohesion strength and other GB properties. First-principles
based density functional theory (DFT) is mostly used to calculate the interaction be-
tween the atoms and simulate GB segregation of solutes and impurities [16, 19, 20].
A combination of STEM investigations, APT measurements and DFT calculations
would unravel the GB structure and composition upon segregation.
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1.2 Objectives

1.2 Objectives

The goal of the this work is to understand how the GB structure and composition are
correlated with the GB energy and cohesion strength. As a host material the body-
centered cubic iron (bcc-Fe) was chosen. Fe is the second most common element
in the earth crust and Fe-based alloys denoted as steels are the most important
metals in human history used in different engineering fields such as the automotive
as well as the energy sector. It has been used by humans for thousands of years and
has contributed to the development of societies. The industrial revolution would
not have been possible without Fe. At room temperature pure bcc-Fe has a lattice
parameter of 2.87 Å, a density of 7.87 g/cm3, a melting point at 1536◦C and it is
ferromagnetic up to 768◦C [37]. Therefore, bcc-Fe is also known as ferrite or α-Fe.
The bcc-Fe has an allotropic property, i.e. upon annealing to a temperature above
911◦C the α-Fe transforms to γ-Fe, which has a face-centered cubic (fcc) structure
and is known as austinite [37]. In order to be able to grow bcc-Fe bicrystal, the γ-
phase region has to be avoided during heating or cooling. Al is a good candidate to
stabilize the bcc-phase of Fe [38]. Figure 1.1 shows the Fe-Al binary phase diagram
in the composition range up to 50 at.% Al. From the phase diagram it becomes clear
that Al is a good ferrite stabilizer as it shrinks the γ-phase loop (denoted as A1)
[39]. A minimum content of ≈ 1.95 at.% Al maintains the disordered bcc-phase [40],
denoted as A2, over the whole temperature range. The A2 phase is a solid solution.
It should be noted that Al shows a high solubility in α-Fe up to ≈ 45 at.% at 1318◦C,
but its solubility decreases to ≈ 12.5 at.% at 200◦C [40]. This is important because
GB segregation is always related to the solubility of foreign atoms [41].

Here, we studied a bcc-Fe-4 at.%Al bicrystal, which was grown in-house by the
Bridgman method. The bicrystal contained a Σ5 tilt GB. Even so pure Fe and Al
were used to grow the bicrystal, impurity elements in the ppm range will always be
present. Typical impurities in Fe are manganese (Mn), silicon (Si), S, P, C and B [42].
Additional alloying elements can be introduced through deposition and subsequent
annealing. Special focus was on elements, which have a detrimental effect on the
GB cohesion and would embrittle the GB. Preventing GB embrittlement with the
help of cohesion enhancing impurities would open the path to design new materials.
However, the mechanism of GB segregation of two or more elements is still not
fully resolved. One reason is the lack of experimental observations on the exact
GB structure before and after the segregation process. It is necessary to study
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1 Introduction

Figure 1.1: Fe-Al phase diagram Fe-rich binary Fe-Al phase diagram highlighting the ranges
of the disordered bcc solid solution A2 and the ordered bcc intermetallic phases DO3
and B2. Taken from [38]

systematically the GB structure and composition from the micron scale down to
the atomic scale so that GB defects occurring at different length scales will not be
overseen.

Correlative microscopy studies combining aberration-corrected STEM and APT
were applied on a symmetric Σ5 [0 0 1] (3 1 0) GB in bcc-Fe-4 at.%Al to extract the
atomic structure and composition. The observed information were used as an input
for DFT calculations to determine the GB energy and cohesion. After profound
studies on the segregation behavior of Al in the presence of B and C, other solutes
were introduced into the bicrystal.

The first element of interest was Zn. Zn is often used to protect advanced high
strength steels from corrosion. However, Zn has a very low melting point of 419.5◦C
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[42] and high temperature processes such as resistance spot welding would liquefy
the Zn. The liquid Zn will penetrate along the GBs into the steel matrix. Mechanical
stress would cause intergranular cracking. This liquid Zn induced GB embrittlement
limits the structural application [43, 44]. Since the complex process involves many
mechanisms, we limit our studies on the initial stage before cracking occurs. Special
focus is the interplay between C, B and Zn.
Finally, the GB segregation of Mn was studied. The motivation for Mn is its

character to induce phase transformation of ferrite to austinite Fe. This is the
reason why Mn is heavily used in austinite steels. Low concentrations of Mn result
in a duplex phase microstructure. However, Mn is alike Zn a GB embrittler and
threfore it is of great interest to observe its segregation in correlation with B and C.
In the following, an outline of the work is given: Chapter 2 gives an overview of

theoretical models to describe GB structure and segregation. Experimental and the-
oretical evidence found in the literature are limited only on bcc-Fe. Consequences of
GB segregation are discussed in the light of diffusion induced GB migration (DIGM)
and GB precipitation. Chapter 3 introduces the different experimental methods,
which were used in this thesis. The focus is on STEM, which was the main tool for
the investigations. Chapter 5 will show the results obtained on GB segregation of
Al, Zn and Mn. The results are based on three publications/manuscripts. Finally,
chapter 6 will summarize and give a short outlook.
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2 Theory

This chapter introduces the theoretical background of grain boundaries (GBs) nec-
essary for understanding the experimental results as well as their discussion. It is
divided into two parts. The first part deals with GB structure. In a first step, the
crystallographic parameters called degrees of freedom (DOF) are introduced to de-
scribe the geometry of GBs. Next, different models used to classify GB structures are
shown. These models are based on the macroscopic or microscopic parameters. The
focus will be placed on high angle GBs and their energy. In the second part the GB
composition is described with the main focus on GB segregation. Models are pre-
sented to describe the equilibrium and non-equilibrium segregation processes. In the
context of co-segregation, the effect of interactive segregation and site-competition
is necessary to understand real materials. Finally, some consequences of GB segre-
gation such as diffusion induced GB migration, liquid metal embrittlement and GB
precipitation are discussed briefly. Detailed information about the various models
can be found in textbooks such as [6, 10, 45].

2.1 Grain boundaries in metals

Most engineering metals have a polycrystalline nature, i.e. they consist of many
crystrallites (grains), which are misoriented with respect to each other. The interface
separating two regions of the same crystal structure but with different orientation,
is known as a grain boundary (GB). Because GBs are described as 2D structural
defects, they are sites with a higher energy compared to the perfect crystals. As such
they have a significant amount of influence on the macroscopic material properties
such as strength, conductivity or diffusion. This can be explained by the structural
differences of the GBs compared to the neighboring grains.
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2.1.1 Macroscopic and microscopic degrees of freedom

A GB represents the orientation transition from grain A to grain B. It can be
described by five macroscopic degrees of freedom (DOFs). Three DOFs describe
the relative orientation of the adjoining grains and are determined by the rotation
angle Θ (one DOF) and the rotation axis r (two DOFs). The remaining two DOFs
describe the orientation of the GB plane through the GB plane normal (nA, nB).
By using Miller indices for the vectors, each GB can be described as:

Θ◦[hr kr lr](hA kA lA)/(hB kB lB) (2.1)

In general the misorientation can be split into a tilt and twist component. Pure
tilt and twist rotations are schematically shown in Figure 2.1. For a pure tilt GB
(Fig. 2.1 a), the rotation axis r is perpendicular to the boundary plane normal nA,B

and for a pure twist boundary (Fig. 2.1 b) the rotation axis is parallel to the GB
plane normal. The number of DOFs can be further reduced by defining special types
of GBs. If the miller indices of the GB plane are identical in both grains, i.e.
nA = nB, the GB is called symmetric.

Figure 2.1: Rotation of two crystals by Θ. a For a pure tilt GB, the common rotation axis r
is perpendicular to the GB plane normal nA, nB . b For a pure twist GB, the rotation
axis is parallel to the plane normal.

Besides the five macroscopic DOFs, there are three microscopic DOFs, which are
described by the rigid body translation of grain A with respect to grain B. While
the macroscopic DOFs depend on the geometric constraints, the microscopic DOFs
usually depend on temperature, pressure or chemistry at the GB. Therefore the
microscopic DOFs are chosen by nature such that the energy of the GB is minimized.
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2.1 Grain boundaries in metals

2.1.2 Coincidence site lattice

The most-widely used formalism to describe the structure of high angle GBs (Θ ≥
15◦) is the coincidence site lattice (CSL) model, developed by Kronberg and Wilson
[46]. As shown in Figure 2.2 a, when two interpenetrating cubic lattices (red and
blue) are rotated around the same [0 0 1] axis, certain rotation angles can lead to
the occurrence of a dichromatic pattern and coincidence points (black points). Due
to the periodic arrangement of the adjacent crystals, these coincident points span a
superlattice - the CSL. The reciprocal density of coincidence sites is defined by Σ.
However, this Σ value does not describe the position of the GB plane. Figure 2.2 b
depicts the formation of a Σ5 CSL by rotating two bcc structures 36.87◦ with respect
to each other around the [0 0 1] axis. The lattice parameter of the CSL is

√
5 a with a

the crystal lattice parameter. A GB can be placed such that it runs through a large
number of coincidence sites. This is energetically preferred. The underlying idea is
that less number of bonds are broken, if a density of lattice points coincide. Therefore
low-Σ boundaries are supposed to be special with respect to their properties [47].
Exemplary, the Σ5 [0 0 1] (3 1 0) symmetric tilt GB is shown in Fig. 2.2w

¯
here nA =

nB.

nA

nB

[100]

[010]

[100][010]

θ

[001]

a

[010]

[100]

[001]

[100]
[010]
Θ

a

a b

Figure 2.2: Formation of CSL boundary in bcc crystals. a Rotation of the blue lattice by
Θ = 36.87◦ around the [001] axis with respect to the red lattice. The lattice parameter
is a and the rotation creates a dichromatic/ Moirée pattern. The black points indicate
coincident sites, where blue and red lattice points overlap. These points spans the
CSL with lattice parameter

√
5a. The GB passes through the coincident points. b

Example for a Σ5 [0 0 1] (3 1 0) GB (dashed black line). The GB plane normal (nA, nB)
into the right and left grain are symmetric.

It should be noted that the CSL model is a purely geometrical model. Any slight
change of the rotation angle or even an infinitesimal shift of one lattice with respect
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to the other would destroy the coincidence principle and therefore the Σ value.
Therefore, Bollmann generalized the CSL concept to the O-lattice model [48].

2.1.3 O-lattice model

It is known from low-angle GBs (Θ ≤ 15◦), that small differences in orientation
between perfect crystals is accommodated by an array of dislocations [49]. This
concept can be applied to high angle GBs, too. In order to maintain the CSL,
deviations from the ideal coincidence are compensated by dislocations [48]. These
dislocations must contain a Burgers vector b, which does not destroy the CSL. It
is possible that the Burgers vector is a vector of the crystal lattice or even the
CSL. However, the elastic energy of dislocations increases quadratically with the
Burgers vector length. Small vectors are sufficient to preserve the coincidence. Such
dislocations are referred to as secondary GB dislocations to distinguish them from
the primary lattice disloctions. The set of all translation vectors, which meet these
conditions constitute the so-called displacement shift complete (DSC) lattice or O-
lattice. The density of secondary GB dislocations is related to the deviation angle
∆Θ, which in turn is inversely related to Σ by ∆Θ = Θ0

Σ with Θ0 ≈ 15◦ (Brandon
criterion) [47, 50]. As shown in Figure 2.3, the DSC lattice (green) contains all lattice
points in both crystals. A secondary dislocation with a Burgers vector magnitude
of bDSC = 1

5

√
5a, i.e. one-fifth of the CSL length would shift one crystal along

the other, but the number of coincidence sites remains constant. Thus, the DSC
translation vector preserves the CSL symmetry. Further, introducing a secondary
GB dislocation would cause a step in the boundary plane. This principle can be
used to explain facetting of the GB through a an array of GB dislocations.

Similar to the CSL model, the O-lattice concept is based on geometric consider-
ations and does not take into account interatomic interactions. This is important
when calculating the GB energy to determine the atomic structure of the GB. This
can be illustrated when comparing the GB energy of the same Σ9 GB in fcc metals
and silicon [45]. In order to get the information about the equilibrium position of
the atoms, an atomic relaxation is applied. This relaxation can destroy the coinci-
dence but it retains the periodicity of the CSL. High resolution electron microscopy
and computer simulation show that the atoms in the GB arrange in characteristic
repeating polyhedra, which are referred as structural units.
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a

bDSC

Figure 2.3: DSC-lattice model. The DSC lattice (green lines) for a Σ5 configuration with
lattice parameter bDSC 1

5
√

5a. Displacing the blue lattice by the vector bDSC shifts
the coincident points but preserves their density, i.e. the Σ configuration.

2.1.4 Structural unit model

The structural unit (SU) model describes the structure of a GB by a periodic ar-
rangement of the atoms in certain configurations. Sutton and Vitek [51] studied the
structure of a series of symmetric tilt GBs in copper and aluminum up to Σ = 411
using molecular statics simulations. Their analysis showed that some GBs consist
of one type of SU. These boundaries are referred as delimiting or favored bound-
aries. All non-favored GBs consist of a mixture of the favored boundaries. This
corresponds to the O-lattice model of secondary GB dislocations. The structure of
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a favored GB is mainly governed by the interaction potential and thermodynamic
principle of energy minimization. Figure 2.4 shows the core structure of symmetric
tilt GBs viewed along the [0 0 1] tilt axis. The SUs are highlighted in blue. For Σ = 1
(ΘA = 0◦), the GB consists of A-units corresponding to squares (Fig. 2.4 a)). The
next delimiting boundary is the Σ = 5 at a misorientation of ΘB = 36.87◦ having a
triangular or kite-type SU as shown in Fig. 2.4 b). Now, all GBs with ΘA < Θ < ΘB

are represented by a combination of A-units and B-units. Exemplary, this is shown
for Σ = 37a (Fig.2.4 c)) occuring at a misorientation of Θ = 18.92◦, respectively.
Closer inspection of the Σ37a reveals that the GB structure contains mainly B-units
and a minority of A-units. According to Bishop and Chalmers [52], the SU model
and the GB dislocation model [48, 53] are just different ways to describe the same
GB structure. Therefore, the minority A-units can be described by an intrinsic sec-
ondary dislocation with a Burgers vector bb of the DSC-lattice of the B-unit with
[45]

bb = νA sin (ΘB −ΘA)/2

where νA is the length of the minority A-unit. It should be noted that these dis-
locations create a strong hydrostatic stress field. Calculation of these stress fields
agree with the stress fields associated with a secondary GB dislocation. Thus, they
can be used to localize the secondary GB dislocation. [51, 54].

We have seen that the GB structure is related to its energy and the hydrostatic
stress field can distort the atomic structure and thus change its energy. Atomic
relaxations are necessary to minimize these distortions as well as the energy [45].
Therefore, the SU model was first developed upon atomistic simulations using re-
liable interatomic potentials through relaxation of the secondary GB dislocations
[51].

The GB energy or specific excess free energy γ (energy per unit area) of the GB is
defined as the difference in the Gibbs free energy G of the material with and without
the GB divided by the GB area A:

γ =
(
∂G

∂A

)
T,p,N

(2.2)

with T the temperature, p the pressure and N the number of atoms. The GB energy
depends strongly on the four microscopic DOFs. They have to be optimized through
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local relaxation of each atom at the interface to obtain the equilibrium ground state
of the GB structure. In this manner, one crystal is allowed to shift (rigid body
translation) with respect to the other and the atoms at the interface may occupy
positions away from the coincidence sites. The z-component of the translation vector
(parallel to the GB plane normal) is very important as it describes the GB expansion
δV .

One way to compute the GB energy is called γ-surface approach, derived from the
principle of stacking fault or γ-surface energy calculation. In the case of a symmetri-
cal CSL GB, where the SUs are periodically repeated, this simplifies the calculation
of the GB energy. Once the energy of each individual SU is known, then the energy
of all GBs is simply the sum of these groups. According to the SU model, asymmet-
rical boundaries consist of steps (facets) composed of symmetrical segments. In this
model it is considered that some boundaries have a single-type SU (favored GB) and
serve as reference for other GBs. Computer simulations have shown that favored
GBs have a low energy. Slight changes in the orientation relationship causes the
formation of other SUs, which can be regarded as secondary dislocations. Therefore
the SU model is a supplement of the O-lattice and CSL model [55, 56].

So far we have only looked at the interface structure in pure (single-element)
systems. In reality, however, there may be local variations in GB chemistry. In
multi-element systems, segregation effects play a crucial role, especially in the case
of diffusion studies. Theoretical models describing GB segregation - starting with a
pure binary system and later extended to multi-elements systems are introduced in
the following section.

2.2 Grain boundary composition

In binary or multicomponent systems segregation of solute or impurity elements can
change GB composition. In general, segregation describes the local enrichment of
solute atoms or molecules at specific sites such as surfaces, dislocations or GBs. For
historical reasons, the term “adsorption” is used for surface segregation. This is the
reason why thermodynamic concepts of surface adsorption are used to describe GB
segregation. A distinction is also made between equilibrium and non-equilibrium
segregation.
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Figure 2.4: Structural unit model for different Σ-GBs in bcc-Fe viewed along [0 0 1] tilt
axis. a The Σ = 1 boundary structure (at Θ = 0◦ misorientation) consist of squares
rotated by 45◦. b The Σ = 5 at Θ = 36.87◦ consists of triangular or kite-type SU. c
The SU of the Σ = 37 at Θ = 18.92◦ is a combination of the previous SUs. Image
was taken from [55].

2.2.1 Equilibrium segregation

Equilibrium segregation, which is defined by the fact that the width of the segre-
gation zone depends exclusively on the structural width of the interface. Since this
only extends over a few atomic layers, the equilibrium segregation is limited to one or
two atomic layers at the interface. It is therefore given quantitatively by the degree
of coverage Xb, the fraction of the coverage of a monolayer. The free energy, which is
a measure of the unsaturated atomic bonds of the disordered interface structure, is
generally used for the thermodynamic description of interfaces. Minimization of the
interfacial Gibbs free energy is the driving force for segregation. McLean was the
first to derive the free energy of a system in which dissolved foreign atoms segregate
to the GB. His model is based on Gibbs’ idea [57] on surface adsorption.

16



2.2 Grain boundary composition

Langmuir-McLean model

The Gibbs free energy, which depends largely upon the number of unsaturated
atomic bonds in the GB structure, is generally used for the thermodynamic descrip-
tion of interfaces. At constant temperature T , the free energy will be at minimum
and is therefore the driving force for equilibrium segregation. The segregated atoms
occupy specific positions in order to minimize the atomic binding energies and to
lower the free energy of the boundary. McLean [24] was the first to derive an ex-
pression for the total free enthalpy of a system in which solute atoms segregate to
the GB. For this purpose he proposed a model that differentiates the GB area from
the surrounding bulk. Suppose there are N lattice sites in the bulk occupied by P
solute atoms and n lattice sites at the GB with p solute atoms among them, then
the total free energy of the system is [58]:

Gtot = H − TSconfig (2.3)

= pe+ PE − TkB{ln(n!N !)− ln(n− p)!p!(N − P )!P !} (2.4)

with H the enthalpy and Sconfig the configurational entropy. Further, kB is the
Boltzmann constant and e and E denote the distortion energies of the solute atoms
at the GB and the bulk. The minimum of Eq. 2.4 at constant T and p + P is
obtained by: (

∂Gtot

∂p

)
= 0 (2.5)

⇔
p

n− p
= P

N − P
exp(E − e

kBT
) (2.6)

With Xc = P/N the concentration of solute atoms in the bulk, Xb = p/n the
concentration of solute atoms at an interface site Eq. 2.6 becomes

Xb

X0
b −Xb

= Xc

1−Xc

exp(−∆G
kBT

) (2.7)

with X0
b the saturation limit of Xb. This formalism is analogue to the Langmuir

adsorption isotherm, which was developed for free surfaces. Therefore Eq. 2.7 is
referred as the Langmuir-McLean equation. The term ∆G = e − E is the free
adsorption energy per mole of solute [59]. A negative value means that the atom
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has a tendency for segregation. Furthermore, the segregation behavior is stronger
with increasing Xc (bulk solute concentration) and decreasing temperature T . The
GB enrichment ratio is determined by β = Xb

X0
b
.

The problem with the Langmuir-McLean model is its assumption that the prob-
ability of occupation is the same for all sites within the interface. Even if all GBs
were identical, from the previous section it is known that defects such as GB dislo-
cations may alter the atomic arrangement and could generate new possible positions
for the solute elements. This would result in an anisotropic segregation tendency.
A further effect on the driving force for segregation is the size difference between
solute and solvent atoms. Smaller solute atoms rather match in sites which are
already compressed, while larger atoms would occupy lattice sites which are already
expanded. The size effect is mainly relevant for interstitial segregation. The GB
expansion or excess volume δV is an important factor that often predetermines the
type and amount of segregation [24].

Seah-Hondros model

The pioneering work of McLean [24] proposed that segregation of certain solute
atoms to the GB would result in intergranular embrittlement of the material. How-
ever, the validity of the McLean model is limited to a saturated segregation (Xb = 1
in Eq. 2.7) in the submonolayer regime due to the assumption of a free energy of
segregation ∆G that is independent of the coverage. Further, the probability of
occupation is same for all boundary sites and the interaction between neighboring
segregated atoms is neglected in this model.

First of all, there is no physical reason why solute enrichment at the GB should
be limited to the saturation coverage. As shown in Figure 2.5 [60], tin segregation
to α-iron GBs can exceed one atomic monolayer depending on the bulk content.
This could not be explained by the McLean model. Hondros and Seah [59] used the
BET-theory (Brunauer, Emmett and Teller)[61], to modify the Langmuir-Mclean
equation (Eq. 2.7) to

Xb

X0
b −Xb

= Xc

XSS
c

exp(−∆G
kBT

) (2.8)

with XSS
c = exp(∆Gsol

kBT
) the bulk solute concentration at solid solubility, where ∆Gsol

is the free energy of precipitation. The Seah-Hondros model links the GB segrega-
tion with solid solubility of alloying elements. Further, it can be used to estimate
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Figure 2.5: Segregation of tin in ferritic iron Increasing the bulk tin content from 0.25 at.% to
4 at.% means that the GB coverage exceeds one monolayer at ambient temperatures.
Taken from [60]

precipitation from the bulk solute concentration. This solubility limit can also be
changed e.g. through addition of a third element. Although the Seah and Hon-
dros model was successfully applied to segregation of sulfur, tin [60] and carbon
[62] in ferritic iron, at high concentration levels, the solute-solute interaction causes
deviations from the ideal Seah-Hondros as well as Langmuir-McLean model.

Further, within the Langmuir-McLean as well as Seah-Hondros models interac-
tions between solute atoms at the GB are neglected, whereby ∆G becomes constant.
Considering a very low concentration of solute atoms (e.g. in a dilute alloy), this as-
sumption is correct. For higher concentration or for multi-element material systems,
the Fowler-Guggenheim or Guttmann model [63] needs to be used.
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Fowler-Guggenheim model

In a multicomponent system, where two or more elements tend to segregate to the
GB, the interaction between them needs to be taken into account. In the Fowler-
Guggenheim adsorption theory [63] an additional term ω is introduced, describing
the interaction energy of segregating atoms. Following the McLean model, the total
free energy (see Eq- 2.4 of the binary system is then given by

Gtot = pe+ 1
2(p

2

n
)Z1ωPE + 1

2(P
2

N
)Z1ω − TkB{ln(n!N !)− ln(n− p)!p!(N − P )!P !}

(2.9)

with Z1 the coordination number of solute atoms in the GB and ω the interaction
energy. Obviously ω is related to the fraction of segregated solutes. The differential
derivative of G at constant T and p+ P gives the GB adsorption isotherm:

Xb

X0
b −Xb

= Xc

1−Xc

exp(−∆G0 − Z1ω(Xb/X
0
b )

kBT
) (2.10)

For ω = 0 Eq. 2.10 reduces to the Langmuir-McLean model. A similar trend is
observed for Xb close to zero, which corresponds to the early stage of segregation.
For ω > 0, the interaction is repulsive, while for ω < 0 it is attractive. The latter
case would enhance the total segregation energy. The more ω becomes negative, the
segregation rises steeper with decreasing temperature. The increase is stronger than
in the Langmuir-McLean model until a critical temperature Tcrit = Z1ω

2kB is reached,
where the segregation curve become discontinuous. Figure 2.6 shows the Fowler
adsorption isotherm as a function of Xc exp(∆Gseg

kBT
) = XcK for different interaction

terms Z1ω. Additionally, experimental results of Pichard et al. [64] on selen (Se)
and tellurium (Te) segregation in Fe at 800◦ were included for Z1ω

kBT
= 2.5 and 4.

The Fowler-Guggenheim model correlates well with the experimental data. For a
large interaction term −Z1ω

kBT
≤ 4 the GB concentration Xb jumps from low to high

coverage level. This is shown by the dotted curve in Fig. 2.6 for Z1ω = −6kBT . In
this case the segregation level changes discontiniously from A to B.

Guttmann model

For ternary and higher order systems, Guttmann advanced the Fowler-Guggenheim
model, allowing interactions between co-segregating elements [66]. This is very
important especially for the engineering materials such as Fe, which is often alloyed
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Figure 2.6: Fowler isotherm The calculated Fowler adsorption isotherm for Se and Te in iron
at different values of the interaction term −Z1ω/kBT . The experimental datas for Te
(�) and Se (•) from [64] are plotted too. The Langmuir isotherm could not predict
the experimental observations. Taken from [65].
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Figure 2.7: GB segregation of foreign elements.Structure of a bcc Fe Σ5[0 0 1](3 1 0) GB
with the kite-type SU. Examples of substitutional positions are marked in light green
and intersitial positions in blue, respectively.

with two or more alloying elements and which typically contains impurity elements
such as S, P, B and C in low concentrations stemming from the production process
as well as raw material purity.

For the case that no interaction between the segregating elements occurs, the
Langmuir-McLean model is still not fully valid. Site-competition effects have to be
considered in Eq. 2.4. For a ternary system two equations are necessary for solute
1 and 2:

Xb,1

X0
b −Xb,1 −Xb,2

= Xc,1

1−Xc,1 −Xc,2
exp(−∆G1

kBT
) (2.11a)

Xb,2

X0
b −Xb,1 −Xb,2

= Xc,2

1−Xc,1 −Xc,2
exp(−∆G2

kBT
) (2.11b)

Site-competition can be applied to explain co-segregation behavior under two con-
ditions: first, under high GB coverage and second when both segregants prefer to
occupy the same position. Nevertheless, site-competition was used to explain segre-
gation behavior of C and P [11] or S [67] in Fe, although the elements do not occupy
the same site. Figure 2.7 shows the favored positions of C, P and S.

While C segregates intersitial, P and S preferentially segregate substitutional.
Thus, site-competition alone can not be used to explain segregation tendencies.
Whether substitutional or intersitial, in both cases the surrounding lattice can be
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distorted and may cause elastic stresses. In the case of two solute elements occupying
the same site in the matrix, site-competition would suggest only one of them to
segregate the GB. However, experiments have shown that in some cases (e.g. Fe-
Ni-Sb [68]) the segregation of one solute increases the segregation tendency of the
other too. The reason for this behavior can only be explained with an attractive
interaction potential between the solute elements.

Considering interaction effects, the free segregation energies ∆G1 and ∆G2 in
Eqs. 2.11 depend on Xb. For Xc � Xb (dilute limit), they are:

∆G1 = ∆G0
1 + α′1,2Xb,2 (2.12a)

∆G2 = ∆G0
2 + α′1,2Xb,1 (2.12b)

with ∆G1 = ∆G0
1 and ∆G1 = ∆G0

2 the free segregation energies of the solutes
without interaction and α′1,2 the interaction coefficient in a regular solution. The
segregation behaviour depends on the magnitude of α′1,2.

For α′i,j < 0 the interaction is repulsive. Depending on the free segregation en-
ergies and bulk content (in Eq. 2.12) complete depletion of one solute can occur.
For α′i,j > 0, i.e. attractive interaction between element i and j would result in GB
segregation of both solutes. Experimental evidence for synergistic co-segregation
of metalloid - transition metal was shown by Dumolin et al. [69]. Similar to the
Fowler-Guggenheim model, when α′i,j or the bulk concentrations increases, the seg-
regation level results in a discontinuity (see Fig. 2.6), where an (i+ j)-rich 2D-phase
compound forms (cluster or precipitate). Precipitation can also occur in the bulk if
the interaction coefficient is too high. Thus, synergistic co-segregation and precip-
itation are in competition. It should be mentioned that the interaction coefficients
α′i,j are deduced in the bulk, but at the GB the structure may be distorted and
therefore change the segregation patterns. Intrinsic structural defects (e.g. voids,
dislocations) also influence the interaction of solutes under equilibrium segregation
since they can interact with the solute atoms.

Last but not least, it should be noted that all models described here are based on
Gibbs’ surface adsorption theory [57]. As we have seen before, the atomic structure
of an internal interface such as a GB depends strongly on the orientation relationship
of the adjacent grains. As shown in Fig. 2.8, the GB energy has minima (so called
cusps) at specific tilt angles. These GBs are called special GBs. Segregation of a
solute atom would change the GB energy such as shown by the solid line in Fig. 2.8.
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According to our models the driving force of segregation is the reduction of the
interfacial energy. Therefore, segregation is more prone to random high-angle GBs
with misorientation angles between the cusps. Special GBs with a deep energy cusp
are more prone to be segregated by foreign elements. On the other hand, GBs
with shallow cusps were considered as not favorite for segregation as its GB energy
vanishes. Watanabe et al. [70] studied the relationship between GB hardness and
segregation in α− Fe-1.08 at.%Sn bicrystals. He found out that GB segregation of
Sn as well as the resulting hardening depend on the misorientation angle.
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Figure 2.8: Segregation effect on GB energy vs tilt angle For a Fe-Sn solid solution (dashed
line) the GB energy shows low energy cusps A, B’, C, A’ at specific tilt angles.
Because of Sn segregation (solid line), the GB energy is reduced such that the initially
shallow cusp C disappears, B’ becomes shallow and the deep cusps A and A’ remain
unchanged. Redrawn from [71].

However, recent studies show that GB segregation can occur also for these bound-
aries. Rajagopalan et al. [72] used molecular statics simulations to calculate the
GB segregation energy for various elements in different bcc Fe GBs. His calculations
showed that the Σ9[0 1 1](2 2 1) and Σ3[0 1 1](1 1 1) GB having a shallow energy cusp
are prone to segregation of P. The reason for this behaviour is the influence of the
microscopic DOFs and the corresponding SU.
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2.2.2 Non-equilibrium segregation

In contrast to equilibrium GB segregation, non-equilibrium segregation is an ir-
reversible process. The effect of non-equilibrium segregation was first found by
Westbrook et. al [73] in a quenched, dilute non-ferrous alloy. They detected a clear
increase of the hardness near the GB, which was related to the GB segregation
during fast cooling. This phenomenon was explained by Anthony et al. [74] as
follows: at high temperature the density of vacancies increases. These vacancies are
binding the solute atoms to vacancy-atom complexes. During quenching they tend
to move towards the GB, which acts as a vacancy sink. This creates a gradient
in vacancy concentration. If the interaction of the solute atom with the vacancy
is attractive, the solute atoms follow the vacancies and they will be accumulated
near the GB. This may explains the observations of Faulkner [75], who investigated
GB segregation of titanium in quenched austenite steel with scanning transmission
electron microscopy (STEM). Three times higher titantium concentration than in
the matrix were detected over a range of 100− 300nm away from the GB. One im-
portant parameter is the cooling rate. Huang et al. [23] investigated B segregation
in Ni-based superalloy 718 at different cooling rates using secondary- ion mass spec-
troscopy (SIMS). For 400◦C/s (water quenching) non-equilibrium segregation was
suppressed, while a lower cooling rate of 20◦C/s enhanced the non-equilibrium seg-
regation. This was explained with the diffusion time of the vacancy-solute complex.
Similar observations were done in austenite 316-steel GBs, where B segregation was
observed at a cooling rate of 50K/s, while at a higher cooling rate of 500K/s no
segregation occurred even so the initial temperature was the same [76]. Therefore,
non-equilibrium segregation can be avoided (or at least minimized), if the material
is heat treated at low temperature and high cooling rate. On the other hand, if the
solute-vacancy interaction is weak, the solute atom would diffuse away from the GB
and the region around the GB would be depleted (no drag effect of the vacancy)
[77].
Non-equilibrium segregation can also be explained with the reverse Kirkendall

effect [78]. When a vacancy moves towards the GB, the atoms (solutes as well as
solvents) near the interface has to diffuse out. If the diffusivity of the solvents and
the solutes is equal, no gradient of solutes is formed. However, if the diffusivity of
the solutes is larger than that of the solvent, a depletion or desegregation of solutes
around the GB will be observed. For the reverse case, i.e. when the diffusivity of
the solute is smaller than for the solvent, the GB region will be enriched by the
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solute atoms.
Besides thermally induced non-equilibrium segregation, there are also radiation-

induced, stress-induced and recently GB migration induced non-equilibrium segrega-
tion [10, 79–81], where the velocity and distance of the migrating GB are important
parameters [80]. He et al. studied the influence of B segregation in austenite steel
on recrystallization using SIMS. They concluded a direct relationship between non-
equilibrium segregation of B during the formation of new boundaries (recrystalliza-
tion) and the motion of the GBs during annealing. This phenomenon is explained
by the increase width of the boundary during migration [82].

2.2.3 Diffusion induced grain boundary migration

A GB is known to move during recrystallization and grain growth. Both are
thermally-assisted processes. However, GB migration can also occur during the
diffusion of solute elements. This special type of process is referred to as “diffusion-
induced grain boundary migration (DIGM)”. As shown in Figure 2.9 [83], in bulk
samples with thicknesses larger than the diffusion length, the GB migrated in the
region close to the surface while the region further away remains unchanged. There
is a change of alloy content when a GB migrates. This creates a solute enriched or
solute depleted zone, depending on the diffusivity of the solute atoms moving in or
out [84]. DIGM was first observed by Rhines and Montegomory [85] in zinc diffused
copper bicrystals. They found the GB “disturbed within the zone of Zn penetra-
tion”, but did not identified it as grain boundary migration. In 1972 den Broeder
[86] was the first who identified DIGM in Cr-W diffusion couples. Since that time
several researchers investigated DIGM in different aspects to understand the driving
force [84, 87–90]. However, the question why it occurs remained unanswered.

Regarding the atomistic mechanism of DIGM, Sulonen [91] suggested that the
solute atoms cause a coherent strain in the lattice of the solvent material. This
is due to size differences causing lattice mismatch. In case of GB diffusion the
GB moves to decrease the imposed strain energy. This coherent strain energy was
regarded as the driving force for migration of interfaces. It should be noted that this
model was proposed for discontinuous precipitation, i.e. formation of precipitates
in combination with the growth of one grain into the other. In analogy to the work
of Sulonen, Hillert et al. [92] developed a mathematical model to include coherency
strain for DIGM. For an elastically isotropic material the driving force of motion
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2.2 Grain boundary composition

Figure 2.9: Schematic representation of DIGM in bulk samples The diffusion of vaporized
B atoms diffuse from the top surface of the bulk sample containing element A. The GB
starts to migrate with velocity v. The displacement is stronger at the A-B interface.
Taken from [83].

per unit area of the GB is given by [93]

∆Gm = Eη2

1− ν (X+ −X−)2 (2.13)

with E is the Young’s modulus, ν is the Poisson ratio, η is the lattice misfit parameter
and X+, X− the solute concentrations (in mole fraction) in front of and behind the
GB. One important parameter for the validity of the coherency strain model is the
thickness of the solute enriched layer given by Dbulk

v
with Dbulk the bulk diffusion

coefficient and v the velocity of the migrating boundary. The elastic coherency strain
can be regarded as the driving force only for temperatures at which bulk diffusion
occurs forming therefore an enriched solute layer. This model was used to explain
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the increase of GB curvature during DIGM of Cu in Mo-Ni alloy [94].
For low temperatures, i.e. T ≤ 0.5Tm (Tm the melting temperature) or if the size

difference between solute and solvent atoms are negligible, Balluffi and Cahn [90]
proposed GB diffusion caused by a vacancy mechanism similar to the Kirkendall
effect in the bulk. The concentration gradient of solute atoms creates a flux of
vacancies moving in the opposite direction. In order to accommodate more solute
atoms in the GB and to maintain the equilibrium, state of the GB, more vacancies
have to be generated. This is achieved through GB dislocations (GBDs), which
act as sources/ sinks for vacancies similar to bulk dislocations during bulk diffusion
processes. Vacancies are emitted by GBD during climbing. Since GBDs can cause
steps in the boundary, a climb of GBDs means that the step will move parallel to
the boundary plane. Figure 2.10 exemplary illustrates this process for a Σ5[0 0 1]
GB with a disconnection (GBD + step). The question could arise, where GBD
come from? As described in the previous chapter, deviations from the ideal CSL
boundary geometry can be compensated by the formation of an array of GBDs
(similar to low-angle GBs). Additionally, non-equilibrium vacancy concentrations
may produce GBD loops. More details about the model can be found in the work
of Ballufi et al. [90] and Smith et al. [95].

2.2.4 Liquid metal embrittlement

Considering a liquid metal in contact with a solid material containing a GB. Due
to GB diffusion, the liquid metal penetrates along the boundary and reduces its
cohesion strength. When an external stress is applied, the solid material fractures
along the dewetted boundaries in a brittle manner. This phenomenon is called
“liquid metal embrittlement” (LME). It was observed in several binary system, such
as Cu-Bi [96, 97], Fe-In [97], Al-Ga [98–100], Ni-Bi [101] as well as Fe-Zn [102–
106]. Yu et. al [101] discovered that the phenomenon is not limited to only special
GBs (CSL-type boundaries) but can also affect general GBs since the inclination
of the GB plays a determining factor. Interesting is the work of Nam et al. [107],
where the driving force behind LME in Al-Ga was studied. They concluded that
the very high stresses caused by Ga diffusion nucleates GBDs in the Al polycrystal.
The chemical potential changes abruptly at the GBD. Thus, the Ga atoms has to
jump across the GBD and cause a stress discontinuity, which is preserved by GBD
climb. The GBD climbing model was well agreeing with experimental observations
of [108]. However, the mechanism for GB decohesion is still under debate and not
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a b
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Figure 2.10: GB dislocation climbing. a The intrinsic state of a simple cubic Σ5[0 0 1] tilt
GB with core width λ containing an edge GBD with a Burgers vector ~b of the DSC
lattice. b Climb of GBD by distance s causes migration of the boundary. Image
taken from [90].

well understood. Schweinfest et al. [109] studied the Cu-Bi system and found that
the larger Bi-atoms increase the Cu-Cu bond length at the GB, i.e. reducing the
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bonding strength. However, the model can not explain why LME also occurs in
Fe-Zn, where the size difference is negligible. Peng et al. investigated the influence
of Zn in a bcc-Fe Σ5 GB. Their analysis showed a slight increase of the Fe-Fe bond
induced by Zn segregation. This could not explain the LME effect of Zn on Fe GBs.
Their studies showed a modification of the charge distribution. It should be taken
into account that both models are based on atomic scale processes. Therefore,
to understand LME as well as DIGM, it is necessary to study the structure and
composition of GBs down to the atomic scale.

It should be noted, that the segregation level exceeds a certain value, a secondary
phase can form as a result of supersaturation of the GB solid solution [10].

2.2.5 Grain boundary precipitation

The nucleation of precipitates at GBs occurs usually heterogeneously, because GBs
are regions of higher free energy compared to the bulk [45, 47]. In order to replace
a GB area by a precipitate, the corresponding area has to be destroyed. Therefore,
the destruction of GB area within the α-phase matrix by the formation of a nucleus
would release the destruction free energy ∆Gd = Aααγαα - reducing the total free
energy for heterogeneous precipitation ∆Ghet given by: [110]

∆Ghet = −V∆GV + Aαβγαβ −∆Gd (2.14)

where V∆GV is the volumetric free energy and Aγαβ is the interfacial free energy.
For precipitation, the first term has to be negative because it describes the free
energy reduction due to the creation of a volume V of β-phase. The second term
is always positive, describing the free interfacial energy increase for the creation of
an area Aαβ. It should be noted that Eq. 2.14 does not take into account any misfit
strain energy. The optimum nucleus shape is achieved through the minimization
of the total free energy. For an incoherent GB nucleus the optimum shape are two
spherical caps (shown in Fig. 2.11 a), symmetrical with respect to the GB plane.
It can be seen that the shape of the nucleus can be defined by the angle ρ and the
radius r. For a critical radius r∗ the nucleus is energetically stabilized and its growth
is favored. It is [45]

r∗ = 2γαβ
∆GV

(2.15)
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The angle ρ influences the activation energy barrier for heterogeneous nucleation
∆G∗het, which is usually lower than for homogeneous nucleation. In analogy to
the solidification of a liquid on a solid substrate, cos(ρ) = γαα

2γαβ
is the dewetting

parameter [45], i.e. the value of ρ depends on the GB energy and the interfacial
energy. We have seen in Eq. 2.4, section 2.1.4 that the GB energy depends on the
type of interface and the underlying atomic structure. There are three types of
interfaces: coherent, semi-coherent and incoherent [45].

ρ

α

α

γαα Grain boundary

Radius r*

β

a

α

α

Grain boundary

Solute

β

b

Figure 2.11: GB precipitation and its growth a Nucleation of an incoherent β precipitate at a
α/α GB. The critical radius r∗ and the dewetting angle ρ determine the shape of the
precipitate. b GB diffusion induced growth of an incoherent precipitate according
to the collector-plate mechanism. Images were adapted from [110]

To determine the shape of the precipitate, the Wulff construction is used to eval-
uate the minimum surface energy of a precipitate with a fixed volume. For coherent
interfaces, i.e. the β precipitate has the same crystal structure with a similar lattice
parameter than the α matrix, the interfacial energy γαβ is usually isotropic with a
preferential orientation relationship between the two phases. However, if the atomic
size between precipitate and matrix is much larger, elastic strain energy becomes
more important than the interfacial energy in determining the shape. For a semi-
coherent interface the two phases have the same crystal structure but with large
difference in the lattice parameters. Dislocations are introduced to compensate for
the lattice misfit. Similar to low-angle GBs, the distance between the dislocations
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gets smaller with increasing misfit until the dislocation cores overlap. Finally an
incoherent interface describes the random orientation relationship between the two
phases with different lattice parameter and its shape is elliptical, called “allotri-
omorph” [45, 110].

The final shape of a GB precipitate can change during the growth process. Fig-
ure 2.11 b shows the growth of an incoherent GB precipitate by the collector plate
mechanism. The growth occurs in three steps:

1. volume diffusion of solute atoms towards the GB

2. diffusion of solutes along the GB (GB diffusion)

3. diffusion of solutes along the α/β interfaces

This growth process becomes more relevant for substitutional solutes. Examples
and more details on GB preicpitation can be found in [45, 110, 111].

32



3 Experimental Methods

In this chapter the methodologies used in this thesis are presented - starting from
the global micrometer scale down to the atomic scale. The chapter is structured as
follows: the first part describes the growth of Fe-4at.%Al bicrystals by a modified
Bridgman method. Next, the techniques used to investigate the GB structure and
composition are introduced, starting with a brief depiction of the scanning electron
microscopy (SEM) to characterize the global structure of the GBs. Since the main
focus of this work is to describe the atomic arrangement as well as composition
of the interfaces, the operation mode of scanning transmission electron microscopy
(STEM) as well as atom probe tomography (APT) will be explained in more detail.

3.1 Fabrication of bicrystals

In this work, the study of special tilt GBs was performed using well oriented bicrys-
talline samples. The method of growing bicrystals from the melt by directional
solidification in a vertical crucible was originally developed by Williams Bridgman
[112]. The main idea is to solidify a molten material by moving heating coils along
the sample. This allows the growth of single crystalline material. To grow a bicrystal
containing a tilt GB, two seed crystals with a certain misorientation along a com-
mon axis are required. Figure 3.1 shows schematically the set up of the Bridgman
technique.
Two Fe-4at.%Al single crystals (ingots) are attached to a cylindrical Fe-4at.%Al

polycrystal. The relative orientation of the single crystal seeds to each other along a
common axis define specific tilt boundaries. To stabilize the cylindrical shape during
solidification, the material is placed in an alumina crucible and filled with alumina
powder. In the Bridgman oven the bottom part of the polycrystal is heated to
1600◦C to ensure complete melting. The heating coils of the oven are slowly moved
upwards. In this way the molten mass solidifies in a defined way and a single tilt
grain boundary grows. The required growth speed is material specific. Carrying out
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Figure 3.1: Bicrystal growth in a Bridgman oven a Overview photograph of the in-house
Bridgeman oven. The oven is connected to a turbo pump as well as an Ar-gas bottle
to flush the sample chamber and to operate either under Ar-gas environment or high
vacuum condition. The furnace can move upwards. b A photo of a Fe bicrystal. The
two single crystals 1 2 are attached at the bottom of the initial polycrystal. The GB
grew initially straight, but shows a wavy shape towards the end. The bottom view
image shows that the two single crystals enclose a tilt angle Θ, which defines the CSL
GB type as well as the symmetry.

solidification too rapidly could result in the nucleation of new grains. The reason
for the low content of Al in Fe is to stabilize the bcc phase throughout the complete
temperature range (from the melting to room temperature) [40].

3.2 Scanning electron microscopy

A scanning electron microscope (SEM) is an instrument used for observing and
analyzing the surface microstructure of a bulk sample using a focused electron beam.
Figure 3.2 depicts the working principle of a SEM. A SEM consists of an electron
source, which produces a fine beam of high energy electrons. The electron source may
either be a thermionic filament or a field emission gun (FEG). The emitted electrons
are accelerated through an oppositely arranged anode. Typical acceleration voltages
are E0 = 1− 30 kV. Below the electron gun, a two-stage lens combining condenser
and objective lens is located to adjust the electron beam diameter. A beam-limiting
aperture is placed between the condenser lens and the objective lens. The aperture is
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a Cu plate with a hole and is called condenser aperture. Electrons passing through
the hole will reach the objective lens and therefore the sample. If the condenser
lens strength is increased, the focal length of the lens is reduced. This causes most
electrons to be blocked by the aperture and the number of electrons reaching the
sample reduces. That is, the size of the objective aperture and the condenser lens
strength determine the probe current. The objective lens is used to focus the beam
onto the sample. It determines the probe size. We will see later in section 3.3.2
that the probe diameter cannot be reduced infinitely. When the electrons reach the
sample, they interact with it. Deflection coils scan the focused beam in a raster
pattern over the sample to excite the atoms in the sample at each position. The
generated signals are collected in synchronization to construct an image [113]. In

Electron source

Condenser lens C1

Condenser lens C2

Objective lens

Condenser aperture

SEM

Bulk sample

Scan coils

Figure 3.2: Principle of a SEM. Electrons emitted from the electron source pass through two
condenser lenses, which reduce the electron beam diameter. The condenser lens
aperture determines the beam current which reaches the sample. The objective lens
focuses the electrons onto the sample surface.
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the following the most relevant signals, their origin and detection are discussed.

3.2.1 Secondary electrons and their detection

Electrons with high energy can produce detectable effects when they hit onto atoms.
If the incident electron beam interacts inelastically with the weakly bonded valence
or conduction electrons of the sample atoms, these electrons can be emitted from
the sample. They are referred to as “secondary electrons” (SE). The energy transfer
for emitting SEs is relatively low. It is E ≤ 50 eV . This low kinetic energy of SEs
is responsible that only those who were produced close to the sample surface will
have sufficient energy to leave the sample and reach the detector. Those emitted at
deeper regions are absorbed by the sample after a few nm of free path length. Thus
the information depth of the SE is in the range of a few nm. As a consequence of the
low escape depth tips or hills appear brighter, where the probability of SE emission
is larger compared to flat surfaces. This is due to the edge effect, where more SEs
are generated at tips and surface edges. Additionally, SE emission depends on the
incidence angle between electron beam and sample surface. Therefore, imaging with
SE reflects the topography of the sample [113].

To most common used detector to collect SE is the Everhart-Thornley detector.
It consists of a collector electrode, a scintillator and a photomultiplier. The collector
is biased with a negative potential of few hundred volts. This value of that potential
controls the number of collected SE reaching the scintillator. The scintillator con-
verts the SE into photons. The photons are guided through a light tube towards the
photomultiplier. The principle of the phtomultiplier is to multiply the number of
SE. The incident photons generate NPh photoelectrons (photoelectric effect), which
are accelerated onto the first dynode (a positively charged anode), which emits SE.
The number ν of SE depends on the acceleration voltage. These SE are then further
accelerated to the next dynode, where they produce ν2NPh SE. Thus a photomul-
tiplier with m dynodes generates νm SE per photolectron. This large number of
electrons cause a voltage pulse and can be detected as an electrical signal. More
details are provided in [113].

3.2.2 Energy dispersive X-ray spectroscopy

We have seen that an incident electron can transfer part of its kinetic energy to the
conduction or valence electrons in the sample. Additionally, there is a probability
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to inelastically scatter with an inner shell electron of the atom. In this case, the
inner shell electron would undergo a transition to a higher unoccupied energy level
(orbit) above the Fermi energy, leaving a positive hole (electron vacancy) back. The
atom is thereby in the excited state. To return to its ground state, a weakly bound
electron from an outer shell has to fill the vacant position. To do so, the electron
has to release energy in form of a photon (relaxation process) with energy

EPh = Eu − El (3.1)

where Eu is the upper and El the lower energy level of the electron. This charac-
teristic X-ray photon is related to the atomic number Z and the quantum numbers
(n, l, j), where n is the principal quantum number, l the angular momentum quan-
tum number and j the total angular quantum number. The characteristic X-ray en-
ergy increases with Z because of the increase of binding energies between electrons
and nucleus. It should be noted that some transitions are forbidden. A transition
occurs, when the optical transition rule [113]

∆l = ±1 and ∆j = 0,±1 (3.2)

is fulfilled. Figure 3.3 shows an energy dispersive X-ray spectrum (EDS) from a
Fe sample obtained from primary electrons with E0 = 30 keV . The notation of
the characteristic peaks is as follows: The first letter corresponds to the quantum
number nl. It is K for nl = 1, L for nl = 2. The following greek letter represents the
value of ∆n = nu − nl, where α denotes ∆n = 1 and β denotes ∆n = 2. Figure 3.3
shows that the heavy elements (large Z-number) such as Fe and Zn show multiple
X-ray peaks. This is because of the larger number of shells. Further, the number
of detected high-energy photons (K-peaks) is larger than the low-energy photons.
This can be explained with the absorption of the photons by the sample before they
reach the detector.

The spectrum of the characteristic X-rays is superimposed with the continuous
Bremsstrahlung. Its origin is the deceleration of the primary electrons (deflection
from propagation direction) in the Coulomb field of the nucleus. It has a continuous
intensity distribution and is considered as background signal of the characteristic
X-rays [114]. The number of Bremsstrahlung photons is given by Kramer’s rule
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Figure 3.3: Energy dispersive X-ray spectrum of Fe. Detected X-ray photons emitted from
a bulk sample showing characteristic peaks of C, O, Fe, Al and Zn. The spectrum
shows that more electrons which undergo a K-transition were detected than those
that undergo an L-transition.

[115]:
IBrems = KZ

E0 − EPh
EPh

(3.3)

where K is the Kramers constant, which takes into account the collection efficiency of
the detector and absorption processes in the sample [115]. A typical X-ray detector
is a silicon (Si) single crystal doped with lithium (Li). The X-rays enter the detector
and create electron-hole pairs (transition from valence band to conduction band),
where 3.8 eV is necessary in Si. As we saw in Fig. 3.3 characteristic X-rays have
energies of the order of keV and therefore generate thousands of electron-hole pairs
in the Si detector. Note that the number of electron-hole pairs is proportional to the
energy of the incoming X-ray. Since the penetration depth of high-energy photons
is large, a thick 3 − 5mm Si crystal is used. The backside of the crystal is coated
with a ≈ 20nm gold (Au) collector electrode (anode). Applying a high voltage
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between the entrance and the anode separates the electron-hole pairs, where the
electrons travel towards the anode. However, Si is due to remaining impurities a
p-type semiconductor, i.e. it contains a high fraction of holes. This holes can trap
the electrons traveling towards the anode. To prevent this and to make the Si crystal
intrinsic, it is doped with Li. The applied reverse biasing increases the volume of
the intrinsic layer until a thin p- and n-type layers remain at the entrance and the
backside of the crystal. Using a Si(Li) detector requires to operate the detector at
liquid nitrogen N2 temperature, because at room temperature the Li atoms would
diffuse and destroy the intrinsic layer. Additionally, the advantage of cooling is
that thermal noise and dark current are reduced. However, the cooling with liquid-
N2 may cause contamination and formation of an ice layer at the entrance plane
absorbing the low energy X-rays. To avoid this a berylium (Be) window is used to
separate the detector from the vacuum column. The resolution of a Si(Li) detector
is in the range of 130 − 140 eV . It is measured from the full-width-half-maximum
(FWHM) of the manganese (Mn) Kα peak. The collected electrons correspond to
current pulses, which are converted and amplified to voltage steps with a field-effect
transistor. A pulse processor converts this voltage steps into signal pulses, which is
stored in a multi-channel analyzer [115].

In order to increase the count rate and the processing speed of the electric sig-
nal, the Si(Li)-detector is replaced by Si-drift detectors (SDD) in newer electron
microscopes. A SDD consist of a disc-shaped Si single crystal, where the front side
(where the X-ray photons enter) has a negatively biased electrode (cathode) and its
backside contains a small positively biased collector anode surrounded by annular
electrodes (with stepped negative biase). When electron-hole pairs are generated,
the electrons move towards the anode as well as the annular electrodes. A voltage
is applied between the annular electrodes and the anode, whose strength increases
from outer to inner electrode. The holes are moving towards the cathode. Thus,
the SDD can be regarded as a capacitor with capacitance C causing a measurable
voltage V. From the relationship V = Q

C
one obtains the electric charge Q = Ne, i.e.

the number of electrons generated from one photon. This number depends on the
energy of the X-ray photon, which in turn is element-specific. Because of the smaller
anode size, the capacitance is smaller than in a Si(Li)-detector. This increases the
count rate and improves the signal-to-noise ratio. Further, the detector does not
need to be cooled with liquid N2. Its energy resolution is similar to a Si(Li)-detector
[113, 115].
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For quantification of element concentrations several factors need to be considered.
It is known that the number of generated photons with energy EPh is proportional
to the number of atoms of a specific element. However, the ionization cross-section
σ, i.e. the probability that an atom was excited is an factor. It is given by an
empirical equation of Bethe for K-shell electrons [115]:

σ = πe4

E0Ec
mb ln cE0

Ec
(3.4)

with Ec the ionization energy, m the number of electrons on the ionized sub-shell and
b, c fitting parameters. The ionization cross-section depends on the overvoltage U =
E0/Ec. Ionization is most probable for E0 ≈ 5Ec. This becomes more important in a
SEM, when the primary beam energy is small and high energy X-ray K-lines are not
excited. In this case the intensity of the L-line is much high than the corresponding
K-line and the quantification cannot be done correctly. Another important feature is
the fluorescence yield ω, which takes into account that not all inner shell excitation
result in the emission of a X-ray photon. Instead the atom can relax through the
emission of an Auger electron. The probability for Auger electron emission is larger
for light elements. Finally, it should be considered that not all emitted X-ray photons
are detected. Depending on the collection efficiency of the detector only a fraction of
the X-ray photons will be detected [115]. In a SEM there are some more factors that
need to be considered. As discussed before, a bulk sample is used in a SEM. This
causes absorption processes, which influence the quantification. Therefore a SEM
samples should have a flat surface and a absorption correction has to be applied
before quantification. The absorption of the high-energy X-ray photons can also
generate lower-energy photons changing the intensity of certain characteristic peaks
[113].

3.2.3 Backscattered electrons: Imaging and diffraction

Besides inelastic processes, the primary electrons can also elastically scatter. This
occurs between the light incident electrons and the electric field of the heavy nucleus
in the sample. After the elastic scattering the trajectory of the electron changes but
its energy remains constant. An electron which is ejected backwards is referred
to as backscattered electron (BSE). Since the BSE has a high energy, the escape
depth is about two order of magnitude larger than for SE (for E0 = 3 keV it is few
hundred nm) [114]. Therefore the BSE yield is a function of the atomic number Z. In
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comparison to EDS, it does not give information on the exact composition but only
variations of the chemical composition. Since the escape depth of BSE is smaller
than for characteristic X-ray photons, the spatial resolution is increased. The BSE is
mainly collected using an axial solid-state detector (silicon p-n diode) just below the
objective lens. In comparison to the Everhart-Thornley detector, where also BSE
electrons can be collected to form a BSE image, the position of the BSE detector
prevents the collection of SE electrons and topographic contrast is negligible. The
silicon solid-state detector is a p-i-n diode. When BSE are collected, they generate
electron-hole pairs in the intrinsic layer. The applied voltage between the p- and
n-type layer causes an electric current (electrons flow towards the n-type layer and
holes towards the p-type layer). This current is used as a signal to form a BSE
image. As the backscattering coefficient increases with atomic number Z, regions
with higher Z-number result in a larger current and appear bright in the BSE image.
In comparison to the Everhart-Thornley detector, there is no voltage necessary to
collect BSE. Usually the detector is split into 2 − 4 quadrants. Adding the signals
from the different segments would give rise to a Z-contrast, while subtraction would
enhance the topographic contrast.

The backscattering cross-section, i.e. the probability of electrons to backscatter is
related to the distance of the primary electron to the nucleus. In certain orientations
of the crystalline sample the electrons can travel parallel to the atomic planes, which
would increase the BSE yield. This is known as channeling effect. Therefore dif-
ferences in orientation would also result in a change of the contrast. Part of these
BSEs can leave the sample surface in exact Bragg angle Θ and form the electron
backscattered diffraction (EBSD) pattern, sometimes called Kikuchi pattern. The
Kikuchi pattern are used to identify the crystal structure and the crystallographic
orientation of the sample. This becomes important when analyzing the microstruc-
ture of GBs, where it is possible to identify the misorientation angle between the
grains and the GB plane normal vectors. The latter one can be deduced assuming
that the GB plane normal is perpendicular to the sample surface. As shown in Fig-
ure 3.4 a) the primary electrons (elastically and inelastically) are scattered towards
an angle Θ, which fulfill the Bragg condition

2d sin Θ = nλ (3.5)

are diffracted and would produce a diffraction spot. Here, d denotes the distance
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between the lattice planes (hkl), n is an integer number and λ is the wavelength of
the primary electron. While fulfilling Bragg’s law, the diffracted electron can also
travel in different azimuthal directions φ forming a Kossel cone (named after Walther
Kossel). Intersection of the Kossel cones with the phosphorous screen of the detec-
tor results in diffraction lines referred to as “Kikuchi lines”. Different orientation of
the lattice planes would produce different Kikuchi lines. Superimposing all possible
Kikuchi lines would result in a EBSD pattern. Figure 3.4 b shows an exemplary
EBSD pattern for ferritic iron. The intersection of the bands corresponds to a pole
or zone axis. As in a SEM the beam scans over the sample, the orientation data is
obtained at each beam position. The width of the Kikuchi band (two correspond-
ing Kikuchi lines) is inversely proportional to the interplanar spacing dhkl of the
diffracting hkl planes. To increase the intensity of the EBSD pattern, it is necessary
to reduce the path length of the BSEs. For that the sample is tilted to 70◦ with
respect to the horizontal plane in order to reduce the angle between the incident
electron beam and the sample surface. The fluorescent screen is placed in front of
the tilted sample. Behind the fluorescent screen is either a charge coupled device
(CCD) or a complementary metal-oxide semiconductor (CMOS) detector. The crys-
tal orientation is determined from the exact location of the Kikuchi bands. This is
done by a Hough transformation (parametrisation). Each Kikuchi band corresponds
to a point in the Hough space, where the peak height is related to the brightness
of the band. Once the location of the bands is known, it is possible to determine
the angles between the bands. Comparison with simulated structures would give
the orientation of the crystal structure. Scanning the electron beam results in a
orientation map. In the case of a bicrystal with a GB, the Hough space contains a
peak corresponding to a band in one grain but not in the other grain [116, 117].

The physical spatial resolution of EBSD depends on many factors such as the
working distance WD (distance between sample and the objective lens), the acceler-
ation voltage, the beam current (probe size), the material (Z-number) and the sam-
ple tilt angle [117]. The latter one would result in an elliptical profile of the incident
beam and the spatial resolution has to be distinguished perpendicular and parallel
to the tilt axis. In Fe-3%Si bicrystal investigated at E0 = 15 keV , WD = 15mm
and a sample tilt of 70◦ the spatial resolution were measured to be 90nm in perpen-
dicular and 35nm in parallel direction [116]. It should be mentioned that reducing
the beam current (probe size) would improve the spatial resolution but it would also
decrease the quality of the recorded EBSD patterns. This complicates the compar-
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ison with simulated patterns and reduces the effective resolution [118]. One way
to improve the effective resolution is to use a Shottky emission gun because of its
higher brightness or to improve the performance of the detector.

Incident electron beam
Phosphorous screen

Tilted sample

Lattice plane 
(hkl)

Kossel
Cones

Kikuchi lines

a b

Lenses + Digital camera

Figure 3.4: Formation of EBSD pattern. a Incident electron beam is diffracted by the lattice
plane (hkl) and produces the Kossel cones, which correspond to Kikuchi lines on the
phosphorous screen. b Typical EBSD pattern of ferritic iron.

A typical EBSD detector consists of an fluorescent phosphor screen and a digital
camera. The phosphorous screen is used to observe the EBSD pattern and adjust
the exposure time since it converts the incoming electrons into photons. Lenses or
optical fibres focus the photons onto a digital sensor. Standard digital sensors are
CCDs. The image plane of a CCD detectors consist up to 4096× 4096 pixels, where
each pixel can convert the incoming photon into electrical charge. The previous
section described how such conversion is done using a Si p-i-n diode. Each pixel of a
CCD is a p-i-n diode with a size of≈ 10−20µm. Positively biased electrodes are used
to create a potential well under each pixel. The generated charges are stored in these
wells. The electrodes are also used to extract the electrical signal. The advantage of
a CCD is that the sensitivity and acquisition speed can be increased through binning.
However it should be noted that the pixel size determines the spatial resolution and
increasing the pixel size through binning would decrease the resolution.Therefore the
bin-size should be carefully chosen according to the speed, resolution and pattern
quality. Recently, CMOS-based EBSD detectors are installed, which overcome the
problems of the CCD. CMOS detectors allow high speed acquisition without any
loss of resolution.
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3.3 Scanning transmission electron microscopy

In order to reveal the structure and the compositional modulations that take place
during (co-)segregation at a GB, two essential requirements are necessary: a high
lateral resolution in the sub-nanometer range and the ability to carry out chemical
analysis in these local dimensions with a high sensitivity. In this work, scanning
transmission electron microscopy (STEM) is the key method for the characterization
of the atomic structure and composition of the GB. After a general introduction in
the principles of transmission electron microscopy (TEM), the focus will be on the
image formation in a STEM and what conditions are essential for the analysis.
Detailed information can be found in various textbooks such as [119–123].

3.3.1 General description

The interaction of the primary electron beam with the sample generates various
signals. As the name mentions in a TEM the forward scattered or transmitted elec-
trons are used for imaging. For this the specimen needs to be electron transparent,
i.e. a thickness of ≤ 100nm in the direction of the electron beam. This has the
advantage over the SEM that the interaction volume is significantly reduced and
the spatial resolution improved. The spatial resolution is further improved by using
higher acceleration voltages, which would decrease their wavelength (according to
deBroglie) [120].

A schematic of the TEM is shown in Fig. 3.5 a. At the top is the electron source,
which emits the electrons. The electron source can be either a thermionic or a FEG
as discussed before for the SEM. The advantage of a FEG over thermionic is its
higher brightness, better coherency and lower energy spread.

Below the gun is a set of condenser lenses and apertures. Typically two or three
condenser lenses are used, together with the minicondenser lens and the pre-field
objective lens (upper objective lens), to control the illumination mode onto the
specimen: a broad parallel beam for conventional TEM or a convergent beam for
STEM (shown in Fig. 3.5 b). The condenser aperture below the C2 lens is used
to block part of the electron beam, thus determines the coherency of the beam. A
smaller aperture would create a more parallel and coherent beam. As can be seen,
in TEM mode the minicondenser lens focuses the electron beam onto the front-focal
plane of the upper objective lens, which results in a parallel illumination of the
specimen. In STEM mode, the condenser lens C3 focuses the beam onto the front-
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focal plane of the minicondenser lens, which in turn transfers a parallel beam to
the upper objective lens. This results in a convergent beam with semi-convergence
angle α onto the specimen. It is clear that the size of the C2 aperture determines the
semi-convergence angle. Below the specimen is the lower objective lens, which is the
image forming lens in TEM. All following lenses (intermediate and projection lenses)
will magnify the intermediate image formed by the objective lens and project it onto
the screen/detector. This means that lens errors of the lower objective lens will be
magnified, too. These errors need to be corrected to achieve a higher resolution in
TEM.
In STEM (see Fig. 3.5b) the lenses below the specimen do not affect or limit

the resolution due to the way how an image is magnified in STEM. Magnification
in STEM is defined as the ratio between the scan size on the computer and the
scan size on the specimen. At a constant scan size on the computer, a smaller
scan area on the specimen would result in a higher magnification. Therefore, in a
dedicated STEM there are no lenses below the specimen needed to form an image.
In an instrument, which can switch between TEM and STEM and is equipped with
the twin objective lens system, the lower objective lens creates diffraction discs in
its back focal plane, i.e. convergent beam electron diffraction (CBED) pattern. It
should be noted that the diameter of the disc is dependent on the semi-convergence
angle α of the primary beam, which is usually larger than the Bragg angle ΘB. A
large semi-convergence angle would result in larger discs. This is the reason, why the
diffracted disc (red) overlaps with the undiffracted disc (green). The intermediate
lenses together with the projection lens are used to adjust the camera length, i.e.
the effective distance between specimen and detector plane. It (de-)magnifies the
CBED pattern onto the screen/detectors. The electrons are collected by annular
shaped detectors, whose position and size determines the collection angle. The role
and what information each detector provides will be later discussed.
In the following we will discuss how an image is formed and what are the lens

aberrations that limit the resolution in TEM and STEM.

3.3.2 Image formation in TEM

The main goal in high resolution imaging is to directly image the atomic structure
of the specimen. For that the incident electron beam must be oriented parallel to a
low- index crystal orientation (zone axis) of the specimen (typically [1 0 0]−, [1 1 0]−
or [1 1 1]− directions). Low-index orientations have larger distances between atom
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Figure 3.5: Ray diagram for a TEM and STEM. a In TEMmode the specimen is illuminated
with a parallel beam and the lower objective lens forms a diffraction pattern and an
intermediate image. This intermediate image is further magnified and projected onto
the fluorescent screen or CCD/ CMOS camera. b In STEM mode the electron beam
is converged to a spot with a semi-convergence angle α onto the specimen by the
upper objective lens. The diffracted discs (scattering angle Θ) are projected onto
annular shaped ABF, ADF and HAADF detectors. The abbreviations are explained
in the text.
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columns. To observe the atom columns, the resolution must be better than the
distance between the columns. As mentioned before, in TEM a coherent parallel
electron beam illuminates the specimen. Because of the electron transparency of
the TEM specimen, a small portion of the electrons will be scattered elastically
or inelastically, while the majority of electrons will traverse without undergoing a
scattering process. Inelastic scattering processes play a major role in spectroscopy
such as EDS or electron energy loss spectroscopy (EELS). The elastically scattered
electrons are used for image formation. Elastic scattering is divided into low-angle
scattering (Coulomb interaction with the electron cloud of the specimen) and high-
angle scattering (Coulomb interaction with the nucleus). The low-angle scattered
electrons (Θ ≤ 3◦) are mainly coherent and can fulfill the Bragg diffraction condition.
The high-angle scattered electrons are incoherent and do not form diffracted beams.
They depend strongly on the atomic number Z.
To better understand the image formation for high-resolution TEM (HRTEM) by
low-angle elastic scattered electrons, it is better to consider electrons as waves.
The incident electron wave function ψin(~r) = exp−2πi(~k · ~r), where ~k is the wave
vector and ~r = (x, y, z) the real-space vector, experiences an amplitude and a phase
modulation as it passes through the specimen of finite thickness ttot. This modulation
corresponds to the potential distribution V (~r) of the specimen’s atoms. Remember,
for electron transparent specimen the amplitude is constant and the specimen can be
regarded as a phase object. The situation can be further approximated by assuming
that the specimen is very thin and consists of light atoms. In this case the specimen
acts as a weak phase object and the exit wave function is [124]:

ψexit(~r) = ψin(~r)(1 + iσVp) (3.6)

with σ = 2πmeλ
h2 the interaction constant (h is the Planck constant) and Vp =∫ ttot

0 V (~r′)d~r′ the projected atomic potential. From Eq. 3.6 it can be seen that the
phase shift between incident wave and scattered wave is 90◦ (indicated by i) and
that the imaginary part contains information about the atomic positions. For thicker
specimen, there are two ways to calculate the exit wave function: the Bloch wave
approach and the multislice approach. The former one solves the time-independent
Schrödinger equation by a linear combination of Bloch waves bi(~q, ~r) (sometimes
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called Bloch states)

ψ(~r) =
∑
i

aibi(~qi, ~r) (3.7)

with ai the Bloch wave excitation coefficients. The Bloch states have the form

bi(~qi, ~r) =
∑
~g

C~g,i exp[i(~qi + ~g) · ~r] (3.8)

with ~g the reciprocal lattice vector. To determine the Bloch wave coefficients C~g,i
and wave vectors ~gi, the Eigenwert problem has to be solved. The Bloch waves are
excited due to electron scattering events inside the specimen. The advantage of this
method is that it relies on the symmetry of the specimen, but for crystal defects,
such as dislocations or GBs, the number of possible Bloch waves increases due to
larger number of atoms and with that also the computation time. Alternatively,
the multislice method developed by Cowley and Moodie [125] is a fast approach
to simulate complex crystal structures and defects. In the multislice method the
specimen is subdivided into multiple thin layers along beam direction. Each layer is
thin enough to be considered as a weak phase object. Because of the projected atomic
potential, each slice can be characterized by a phase grating. The calculation is done
in two steps. First, the interaction of the incident plane wave with the thin layer
using the weak phase object approximation. Second, propagation of the electron
wave through vacuum layer to the consecutive layer. The mathematical description
of the propagation is given by the Fresnel propagator, which uses the fact that each
point in the phase grating plane can be regarded as a source for spherical waves
(Huygens-Fresnel principle). The final exit wave function is the convolution of the
scattered wave function (through the slices) and the propagator. To minimize the
computational time, the calculation is done in Fourier space (convolution in real
space is replaced by multiplication in the Fourier space). [120, 124].

Up to now, it was considered that the exit wave function in Eq. 3.6 will be recorded
in the image plane. From the different colors of the scattered electron waves in
Fig. 3.5 a), it is clear that the lower objective lens sorts the electrons according
to their diffraction angle Θ and focuses them in the back focal plane to form the
electron diffraction pattern. Each spot corresponds to a specific reciprocal lattice
vector. Mathematically, the objective lens does a Fourier decomposition of the exit
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wave function [120]
ψdiff (~q) = F(ψ(~r)) (3.9)

with ~q the reciprocal vector. However, a real objective lens is not perfect. It has
aberrations, i.e. deviations from an ideal lens, which can affect the wave function
ψdiff in the diffraction plane as shown in Fig. 3.6. Electron waves, which enter the

Figure 3.6: The effect of the spherical aberration of a real lens. Electron rays (red lines)
are focused at different points. While paraxial rays are focused onto the Gaussian
plane, marginal rays are focused closer to the lens. The wavefronts (black lines) show
a stronger curvature, when Cs 6= 0.

lens at an angle Θ = λ~q will be focused to a shorter focal point by the objective
lens. Thus, a point source will be imaged in the Gaussian image plane (image plane
for paraxial rays) as a disk of radius [122]

r(Θ) = CsΘ3 (3.10)

49



3 Experimental Methods

with Cs the third order spherical aberration coefficient. This stronger curvature of
the wavefront with larger Θ yield in a displacement δ and a phase shift χ(Θ) [122].

χ(Θ) = 2π
λ
δ (3.11)

= π

2λ(CsΘ4 − 2∆fΘ2) (3.12)

with ∆f the defocus defined as the difference between the real specimen plane and
the “in-focus” specimen plane. Scherzer [126] had the idea to partially compensate
the spherical aberration by defocusing the objective lens by ∆fsch = −1.15

√
Csλ,

∆fsch is called “Scherzer defocus”. With the definition of Θ, we obtain the spherical
aberration function B(~q) [120]

B(~q) = exp (−iχ(~q)) = cosχ(~q)− i sinχ(~q) (3.13)

The spherical aberration function has to be convoluted with the exit wave function
to obtain the final wave function in the image plane. For a weak phase object and
with Eq. 3.9 it is

ψ′diff (~q) = ψdiff (~q)B(~q) (3.14)

= δ(0) + iρ′(~q) exp(−iχ) (3.15)

with ρ′ the Fourier transform of the exit wave function phase. The recorded intensity
in the image plane can be expressed as [122]

I = ψimage(~r)ψ ∗image (~r) (3.16)

= 1 + 2F−1(ρ′(~q) sinχ) (3.17)

where sinχ(~q) is the phase contrast transfer function (PCTF), which describes the
effect of phase shift on the image for a weak phase object. From this, it is clear
that the optimum phase contrast is achieved for 90◦ phase shifts (analogy to the
λ/4 phase plate in optical microscopy).

Figure 3.7 shows the PCTF at Scherzer defocus ∆fSch. For higher spatial fre-
quencies ~q, the PCTF oscillates, which means that the image contrast (Eq. 3.17)
also oscillates and it is not possible to interpret the HRTEM image. Therefore the
point resolution is given by the maximum spatial frequency, for which the PCTF
has unique sign. An objective aperture with a proper size can be used to cut-off the
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Figure 3.7: Contrast transfer function of a TEM at Scherzer defocus. The phase contrast
transfer function χ(~q) for a negative Cs. Two arrows mark the point resolution,
where the PCTF changes its sign and the information limit of the microscope. The
amplitude of modulation decreases with increasing spatial freqiencies because of the
temporal (Et) and spatial (Es) incoherency of the electron waves. Image taken from
[127].

modulated frequencies. According to Eq. 3.17, the oscillation of the PCTF should
continue, but this is only valid for a fully coherent electron beam. However, partial
spatial (Es) and temporal (Et) coherencies damp the PCTF oscillation in the large
spatial frequency region. The origin of the partial spatial incoherence is the cur-
vature of the incident electron wave. The origin of the partial temporal coherence
is the instability of the acceleration voltage since not all electrons have the same
kinetic energy. These two envelope functions limit the information transfer of the
microscope [120, 122].

Besides the spherical aberration and the defocus, there are also other lens aber-
rations, which can affect the resolution. The most common ones are astigmatism
and coma. Axial astigmatism or called two-fold astigmatism occurs because of a
deviation of the objective lens field from the ideal rotational symmetry. This can
happen either because of microstructural inhomogeneities of the pole pieces or by
charging of the objective aperture due to contamination or charging of the specimen
(non-conductive). Thus the Lorentz force is different for the electron waves in two
orthogonal planes - sagittal and meridional planes. Axial astigmatism broadens the
beam and the disc diameter of least confusion is given by da = ∆fα, with ∆f the
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difference of focal lengths for the two orthogonal planes. Axial astigmatism can be
simply corrected by using a pair of quadrupoles below the objective lens. [120].

Coma (originated from comet) occurs when the electrons enter the objective lens
at a distance away from the optical axis and under a certain angle (non-parallel
to optical axis). These off-axis electrons do not focus onto one point in the image
plane but form a comet-shaped image. Coma can be corrected using a pair of dipoles.
More details on aberration correction will be given in the next section.

3.3.3 Image formation in STEM

In contrast to TEM, where the image is generated by parallel illumination, in STEM
the image is serially acquired with a convergent electron beam (probe). As already
discussed in sec. 3.3.1, STEM is operated in diffraction mode, where the projection
lens magnifies the back focal plane of the lower objective lens onto the screen/de-
tectors, i.e. it adjusts the camera length. To form a STEM image, annular shaped
detectors are used to collect the electrons that scatter up to a specific angular
range. These detectors are of the same type as the SE/ BSE detectors in a SEM
(see sec. 3.2.3). Figure 3.8 shows the arrangement of the detectors and how the
camera length determines their collection angle. The circular bright-field detector
collects the central portion of the direct, unscattered cone (up to few mrad). These
electrons would form a bright-field (BF) image, where the atoms may appear dark.
BF-STEM can be used to image light elements with atomic number Z < 8. Similar
as the HRTEM images, the intensity in BF-STEM images is sensitive to sample
thickness and defocus (theorem of reciprocity for HRTEM and BF-STEM). This
contrast reversals is due to the interference of the unscattered and diffracted discs
[121]. In contrast, an annular shaped detector positioned in the outer area of the
BF-detector is more robust to sample thickness and defocus. The inner collection
angle of this annular bright-field (ABF) detector is limited by the size of the BF-
detector, while its outer collection angle is ≈ α, the semi-convergence angle of the
probe. ABF-STEM allows to image light and heavy atoms in the same time. Both
types of atoms will appear as dark spots and does not change over a large defocus
and specimen thickness because of the minimized interference effect. In order to
understand the contrast formation in ABF-STEM (and in general in STEM), it is
important to understand the propagation of the incident electron wave inside the
specimen. Pennycook et al. [128] explained the STEM image intensities in terms of
tightly bound Bloch waves. It was shown before that a linear combination of a set of
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Bloch waves describes the propagation of the wave function inside a crystal. In zone
axis the atoms in a crystalline specimen are arranged in columns. Their positive
nucleus forms a channel trapping the incoming electron wave. When the electron
probe is positioned between two atomic columns, the scattering cross-section (prob-
ability for scattering) with the atoms is very low. These electrons will form the
background signal, when they hit onto the ABF detector. When the electron probe
is positioned onto a column of light atoms, 1s Bloch waves are excited, which are
strongly localized states. Thus, the electrons are stronger scattered forwards and
will be transmitted through the hole of the ABF detector. Therefore, light elements
will appear dark. When the electron probe is on top of a column consisting of heavy
elements, most electrons will be scattered to angles outside the range of the ABF
detector and these elements will appear dark, too. It should be mentioned, that the
ABF signal is partially coherent, therefore STEM image simulations are necessary to
identify the atom positions [121, 129]. To further minimize the interference problem
and with that the diffraction contrast, the camera length can be reduced to detect
electrons, which scatter to larger angles than the semi-convergence angle. Instead of
changing the camera length, a further annular detector above the ABF can be used.
For a small inner collection angle the annular dark-field (ADF) detector will collect a
mixture of Bragg diffracted and incoherently scattered electrons. The resulting low-
angle ADF (LAADF) STEM image is mainly used to image strain fields. This can
be explained by the channeling effect. A strain field around defects (e.g. interfaces,
GBs, dislocations) occurs due the to (partly) displacement of atomic columns. This
displacement will change the scattering angle. If the inner collection angle is more
than 50mrad ≈ 3◦ [120] the majority of the signal can be considered as incoher-
ent. The image formed is known as high angle annular dark-field (HAADF) image,
where atoms appear bright. HAADF-STEM is the most widely used imaging mode
because the incoherence allows directly imaging the structure in terms of atomic
number Z. The lack of coherence is due to the thermal diffuse scattering of elec-
trons (with phonons) similar to Rutherford scattering. The differential cross-section
for Rutherford scattering is known to be [121]

dσ
dΩ = Z2e4

16E2
0 sin4 Θ (3.18)

with E0 the kinetic energy of the incident beam. This Z2-dependence is the reason,
why HAADF-STEM images are referred to as Z-contrast images. However, it should
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Figure 3.8: Schematic representation for STEM imaging a The bright-field (BF) detector
is placed in the center of the undiffracted, direct cone of the electron beam (green)
to form a BF-STEM image. It collects electrons up to an angle of ≈ 10mrad. b
The Bragg diffracted electron at the vicinity of the direct beam partially overlap
with the latter one. An annular bright-field (ABF) detector, whose inner angle is
determined by the size of the BF detector, collects these electrons to form an ABF-
STEM image. Its outer collection angle is ≈ α, i.e. the collection range of the ABF
detector is 10 − 25mrad. c The low-angle annular dark-field (LAADF) detector
collects a mixture of Bragg diffracted and incoherently scattered electrons, forming
a LAADF-STEM image. The collection range here is 25 − 70mrad. d The high
angle, incoherently scattred electrons are collected by the HAADF detector. Typical
collection ranges are 70− 200mrad.
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be noted that the screening effects of the electron cloud reduce the exponent to
1.6− 1.8 [121].
In comaprison to HRTEM, high-resolution HAADF-STEM imaging has the ad-

vantage that the image contrast depends on the atomic number Z and the mass-
thickness of the specimen. Therefore heavy elements can be imaged easily. However,
since the scattering cross-section has a square dependency on Z, a weak signal is
coming from light elements. The local image intensity for incoherent imaging is
the convolution of the intensity distribution of incident electron beam |p(~r)|2 (probe
function) and the projected specimen potential V (~r)

I(~r) = |p(~r)|2 ∗ |V (~r)|2 (3.19)

The projected potential has peaks associated to the atomic columns. Therefore
the HAADF-STEM image also has intensity maxima corresponding to the atomic
columns. However, the image contrast is blurred because of the Gaussian intensity
profile of the electron probe as shown in Figure 3.9 a with FWHM diameter dt. The
diameter dt of the probe, which determines the resolution in STEM, is determined
by at least three factors:

• the gun brightness: Assuming that the effective electron source has a Gaussian
profile, than its demagnified diameter at FWHM is given by dg = 2

π
( Ip
β

)1/2 1
α
,

Ip the probe current on the specimen and β the gun brightness [121]. This
equation also verifies the advantage of a FEG over a thermionic gun. A FEG
has a higher brightness and would automatically enhance the resolution.

• the diffraction limit: According to the Rayleigh criterion diffraction at the illu-
mination aperture (here C2 aperture) will cause an Airy disk with a diameter
dd = 1.22λ

α
[121].

• the spherical aberration: The difference in focal length between paraxial and
marginal electron waves the diameter of electron probe is (from Eq. 3.12)
ds = 2Csα3.

The contributions of these three factors are shown in Fig. 3.9 b. For an ideal lens, the
probe diameter dt can be reduced by increasing the semi-convergence angle. How-
ever, in a real lens with geometric aberrations, the probe diameter increases with
increasing the convergence angle α. The optimum value for dt is achieved through
balancing the different factors. Two points should be highlighted: first, the probe
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Figure 3.9: Resolution in STEM. a The intensity distribution of the electron probe can be
described as a Gaussian function. The full width half maximum (FWHM) can be
used to define the probe diamter Dt. b The probe diamter dt as a function of the
semi-convergence angle α. Three factors limit the probe diamter with increasing semi
angle. The spherical aberration (red curve), the diffraction limit (green curve) and
the gun brightness (blue curve) are drawn at a probe current of Ip = 0.85 · 10−8A.
Images taken from [120].

diameter was defined here as the FWHM of the Gaussian function. This definition is
not distinct. Second,the probe intensity distribution is not an ideal Gaussian func-
tion and misalignments and higher order aberrations (especially astigmatism) would
result in a deviation from the Gaussian profile [121]. To improve the resolution, it
is necessary to identify, measure and correct the aberrations of the probe-forming
lens.

3.3.4 Aberration correction

The most common technique to identify the aberrations is the “Zemlin tableau” ap-
proach [130]. In TEM the approach uses the power spectra (fast Fourier transform
FFT) of a high magnified under-focused image of an thin amorphous carbon speci-
men. The aberrations are measured by changing the azimuth and tilt angle of the
incident electron beam. It is important to have an under-focused HRTEM image to
see the Thon rings. These rings are the effect of the modulation of the PCTF, where
bright rings correspond to contrast transfer and dark rings to no contrast transfer.
Therefore the PCTF can be considered as a complex band-pass filter. From the
shape and symmetry of the FFT the geometric aberrations (astigmatism, spherical
aberration, star aberration, coma) are detected and corrected, accordingly. Hereby,
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the distortions of the FFT pattern depends on the magnitude of corresponding aber-
ration. After correction, the power spectra will show symmetric, round Thon rings
at very high spatial frequency. A proper objective aperture can be used to exclude
these higher spatial frequencies.
In STEM the situation is a bit different. To determine the aberration, the probe

function has to be extracted from an image at Gaussian focus. As a specimen gold
nanoparticles deposited on a supporting film are used due to their high contrast
in HAADF-STEM. By deconvolution of an under and overfocused image the probe
shape is calculated for different azimuth and tilt angles. Like in TEM, the modulated
part of the PCTF can be cut-off using a proper condenser aperture size. To correct
the aberrations, Scherzer [131] proposed to use non-rotational symmetric lenses.
Commercial correctors consist of several multipoles (quadrupole, hexapole, octupole,
dodecapole) and transfer lenses. Because of the higher order aberration correction it
is possible to use a larger semi-convergence angle to reach sub-Å resolution. Besides
the spatial resolution improvement, the chemical resolution is also enhanced, because
of the higher current of the probe. This is important, when operating in high-
resolution STEM (HRSTEM) mode, where it is useful to combine imaging with
spectroscopic techniques. Detecting the EDS as well as the EELS signal at each
probe position would give chemical and structural information of the specimen at
the atomic scale. We will see in the following section the differences between STEM-
EDS and SEM-EDS [114, 120–122, 132].

3.3.5 STEM-EDS vs. SEM-EDS

The EDS signal is the result of inelastic scattering processes. The main advantage
of SEM-EDS (see 3.2.3) is to acquire relatively easy an elemental map of a large area
(µm2 −mm2) of the bulk sample. However, we have also seen some disadvantages,
which can be summarized as:

1. Low signal-to noise ratio: The origin of the background signal is the
Bremsstrahlung, i.e. the deceleration of the incident electron beam. This
continuous signal gets larger for thicker samples reducing the sensitivity to
quantify low concentrations. The signal It has to be three times larger than
the standard deviation of the background signal. For Gaussian distribution
this is It ≥ 3Ibackgroundt .

2. Overvoltage: The overvoltage is the ratio between the energy of the incident
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electron beam E0 and the ionization energy of a an element Ei. For accurate
quantification using the K-edge, it is important to use a overvoltage of > 3, i.e.
the incident beam should have an energy three times larger than the K-edge
of the element.

3. Low spatial resolution: Using bulk samples, the absorption and fluorescence
yield play a major role in the detection process. The number of measured
X-ray photons is not the same as the number of generated X-ray photons.
These factors will also induce artifacts during acquisition. Additionally, the
interaction volume depends on the acceleration voltage of the incident beam
and the thickness of the sample. Thicker samples or a higher acceleration
voltage decrease the spatial resolution due to the increased interaction volume.
In SEM, the typical resolution is ≈ 1µm.

4. Surface sensitivity: For accurate SEM-EDS the surface of the sample has
to be flat to avoid absorption.

In order to solve this issues it is beneficial to use a higher acceleration voltage and -
to keep the interaction volume small - a thin foil. Both requirements are achieved in
STEM-EDS. Typical specimen thicknesses of ≤ 100nm and acceleration voltages of
several hundred kV improve the spatial resolution, the sensitivity and quantification,
because of a decreased interaction volume, nearly no absorption and the overvoltage
is much larger than 3. The spatial resolution in STEM-EDS can reach atomic scale.
However, one disadvantage of STEM-EDS over SEM-EDS is sample drift. Drift can
reduce the spatial resolution. To avoid the influence of the drift, the acquisition
time has to be kept minimal. However, a low acquisition time would also mean a
low count rate. Therefore, to keep a high count rate but at low acquisition time, the
solid angle of the EDS detector has to be increased and/ or the acceleration voltage
has to be reduced. The latter one would increase the ionization cross-section and
in a aberration corrected STEM without loss of spatial resolution. Again, electron
channeling can also induce artifacts and accurate quantification becomes challenging
[113, 120, 122].

3.4 Electron energy loss spectroscopy
Transmitted electrons, which have undergone an inelastic scattering process lose part
of their kinetic energy. This energy loss gives information about atomic composition,
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the valence/conduction band and the electronic structure [114]. Figure 3.10 shows
a typical EEL spectrum of the bcc-Fe bicrystal. The spectrum can be divided into
three parts [114]:

10
0

Low loss

Zero loss Core loss

Figure 3.10: A typical EEL spectrum of the bcc-Fe sample acquired in this work.

• Zero loss: These electron lost ≤ 1 eV energy. Therefore, they are considered
as quasi-elastically scattered electrons. The FWHM of the zero loss peak is
related to the energy spread of the TEM.

• Low loss: When the incident electrons interact with the outer shell electrons of
the atoms via Coulomb forces, they excite plasmons and interband transitions.
The low loss region ranges from 1 eV to 50 eV .

• Core loss: When the electron ineastically interacts with inner shell electrons
of the atoms, they will cause an ionization process. The ionization energy is
element specific. As shown in Fig. 3.10 the Fe L ionization edge occurs at an
electron energy loss of 708 eV .

The element-specific ionization edges in the core loss region can be used to detect and
quantify the concentration of the elements in the sample. Moreover, the energy loss
near-edge structure (ELNES) can be used to get information about the electronic
structure and the local coordination [114]. In this work, ELNES was used to identify
the oxide phase.

To acquire an EEL spectrum, the transmitted electrons are passed through a mag-
netic prism, which deflects the electrons by 90◦ and focused them onto the dispersion
plane. The magnitude of the deflection depends on the velocity or kinetic energy
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of the electrons, i.e. the electrons are dispersed according to their energy. A spec-
trum is formed in the dispersion plane, which can be recorded with a CCD/CMOS
detector [120].

3.5 Atom probe tomography

The chemical analysis of GBs, especially the segregation of tracer elements and
very light elements, requires a very high level of sensitivity. As shown before, EDS
analysis has its limitations regarding the atomic number Z and the quantification
errors, which originate from specimen thickness or from dynamical scattering. On
the other hand, atom probe tomography (APT) shows a very high chemical sensitiv-
ity down to ppm range (depending on the element). Spatially resolved, chemically
quantitative analyzes can be carried out with the tomographic atom probe (TAP)
with a resolution of up to 0.2nm in the depth and 0.5nm in the lateral direction.
The APT is the further development of the field ion microscope with a position-
sensitive time-of-flight (TOF) detector. The working principle of an APT is shown
in Figure 3.11.

APT examinations require a needle-shaped tip from a conductive material with a
radius of curvature R ≈ 20 − 100nm. The tip is cooled to a temperature ≤ 100K
in a ultra-high vacuum chamber. A continuously adjustable, positive direct voltage
up to approx. U0 = 20 kV is applied to the sample. This voltage is just so high to
reduce the work function, but insufficient to evaporate atoms from the tip. Opposed
to the sample is a counter electrode. It has the shape of a hollow cone with a cut off
upper part, which is moved very close ( µm) to the examined tip. Further, due to
the short distance between needle and electrode a very strong electric field can be
applied. An APT can be run in two modes, depending on how to trigger the field
evaporation: voltage mode and laser mode. In the former one, high voltage pulses
between sample and electrode are superimposed to the base voltage U0. The pulses
cause a controlled field evaporation of individual atoms from the tip surface. In the
latter case, a pulsed laser with pulse rates in pico- to femtoseconds and a wavelength
in the ultraviolet range is used to extract the atoms from the sample surface. Here,
it is important that the laser is focused onto the tip apex. The use of a laser
makes it possible to study also non-conductive materials with an APT. Once the
evaporated atoms pass through the electrode they hit a position-sensitive detector,
where the position of impact and (x,y) and the corresponding TOF is detected. The
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z-coordinate is determined from the evaporation sequence. It is assumed that atoms
that later arrive at the detector were located deeper in the material. To measure the
TOF, with each pulse (voltage or laser), a clock channel is started, which is stopped
again when the ion hits the detector. Taking into account the energy conservation
law, the specific mass, i.e. the ratio of mass to charge m/n, can be determined from
the TOF t

m

n
= 2eU t2

L2 (3.20)

with m the mass of the ion, n is its charge state, e the charge of an electron, U
the applied voltage and L the flight distance of the ion. From this equation the
corresponding element can be identified using a mass-spectrometer. Figure 3.11 b)
shows an example for a mass spectrum. It is noticeable that the measured ions are
multiply charged. The prevailing explanation is that during the flight electrons from
the singly ionized atom tunnel back into the specimen. This tunnel effect is related
to the strength of the electric field.
Regarding GB segregation, APT is not only able to detect all elements and their

3D-distribution in the tip albeit their atomic number, it also offers an accurate
estimation of the Gibbsian interfacial excess (IE) Γ. It is the number of solute
atoms per unit area of an interface. The IE is calculated by counting the number of
solute atoms with respect to the total number of atoms in the sample. In a perfect
single crystal this two number would have a linear relationship Nsolutes = aNtotal,
with a the slope. However, when enrichment of the solute atoms, e.g. at a GB,
occurs, there will be a change of a in the region of the GB. Knowing the IE is
important as it is directly related to the interfacial energy, where a change of the
GB energy can affect its properties such as cohesive strength.

Throughout the work, the APT was run in laser mode. Though, it is necessary
to mention some problems that can occur during the experiments. A perfect 3D
reconstruction of the tip is possible, if the trajectories of the ions are known. For
that a uniform electric field is necessary. However, when the shape of the apex is
not symmetric, this can lead to errors in the reconstruction. Since the laser beam
is coming from a particular side, a non-uniform heating will appear at the laser
side. This means that this side has a stronger field evaporation and more ions are
field evaporated from there. Further, laser induced diffusion can create clustering of
certain elements. This effect depends on the diffusivity and is element type specific.
Therefore, it is important to tune the parameters (temperature of sample, pulse,
power of laser pulses etc.) to avoid or minimize this problems. Deeper information
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Figure 3.11: Schematic representation of an APT a The geometry of a typical APT. A
needle-shaped sample is connected to a constant voltage U0 and placed in front of
a local electrode. Ions are field evaporated either by an applied pulse voltage or
a laser. In voltage mode the electrode is negatively biased, while in laser mode
it is grounded. Field evaporated ions reach after some time the position-sensitive
detector. This time of flight is element specific. b The mass spectrum acquired
during an APT experiment shows detection of carbon C and boron B ions in bcc-
Fe.
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can be found in [32].
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This chapter gives insight into specific parameters used in next chapter 5. Detailed
information are given on sample preparation as well as the experimental conditions
in SEM, (S)TEM and APT. It should be mentioned that the APT experiments
and data analysis were done by Dr. Xuayang Zhou at the Max-Planck-Institut für
Eisenforschung. All DFT and calculations were performed by Dr. Daniel Scheiber
and Prof. Dr. Lorenz Romaner from Materials Center Leoben GmbH in Austria.

4.1 Bicrystal growth

For the growth of the bicrystals polycrystalline material made of electrolytic Fe with
2wt.% (=∼ 4 at.%) Al in solid solution was used. The purity of the iron was 99.999%
and the low concentration of Al ensures the α- phase from the melting point down
to room temperature. Two single crystal seed with this composition were aligned
along the common [0 0 1]-direction. This was achieved by Laue diffraction with a
coherent laser beam. Once the single crystals seeds were aligned, they are placed on
the polycrystal. Afterwards, each single crystal is rotated by ≈ 19◦ along the [0 0 1]-
axis. This results in a total misorientation of Θ ≈ 38◦. In this way a symmetric
CSL Σ5[0 0 1] GB can be grown. The single crystals are glued with the polycrstal
and placed into a alumina crucible. In order to maintain the shape, the crucible is
filled with alumina powder. The raw material with the seed crystals are placed into
the Bridgman oven chamber, which was flushed several times with Ar. The position
of the heating coils are placed such that the liquidus zone ranges from about 1/3
of the seeds up to the whole polycrystal. The temperature is increased to 1600◦C
in high vacuum (p ≈ 10−6 mbar). This temperature is kept for 0.5hour to ensure
that the whole material is liquefied. The heating coils are moved upwards (along
the polycrystal) with a speed of 2mm/hour and the molten polycrstal resolidifies
adapting the misorientation given by the single crystal seeds. After the growth
process the oven is turned off and the temperature of the bicrystal will decrease to
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room temperature after ≈ 24hours. The final cylindrical bicrsytal has a diameter
of 20mm and a length of 100mm. A 2mm thick slice was cut by spark erosion to
perform wet chemical analysis using the inductively coupled plasma atomic emission
spectroscopy. The measured concentrations are summarized in Table 4.1. Besides

Element Al C B O P S Si
Content (at.%) 4 0.05 0.001 0.22 < 0.003 0.001 0.005

Table 4.1: Wet chemical analysis of the Fe bicrystal showing the bulk concentrations.

the 4 at.% Al to stabilize the bcc phase [40], the wet chemical analysis of the bulk
sample revealed a content of 0.001 at.% B and 0.05 at.% C.

4.2 Diffusion couple

For the experiments on the segregation of Zn, the bicrystal was cut into a 15× 11×
1mm rectangle with the GB in the center (see Fig. 4.1a. All sides of the sample were
mechanically grinded with SiC papers and chemically polished using a solution of 6%
HF, 14% H2O and 80% H2O2. Immediately afterwards, the sample was immersed
into a 99.999% Zn bath for 300 s. The temperature of the Zn bath was kept at 467◦C
as shown in Fig. 4.1b. After the coating, the sample was mechanically grinded to
remove the Zn from the large (0 0 1) surfaces as well as the large edges. Zn was left
only at the short edges parallel to the GB plane normal. Finally, the sample was
encapsulated in a quartz tube under vacuum (p ≈ 10−3 − 10−4mbar) and annealed
at 800◦C for 80hours.

For the segregation studies of Mn, the top (0 0 1) surface of a 2mm thick bicrystal
was mechanically grinded and polished until a mirror-like surface was achieved. The
polishing was done with diamond suspensions with particle sizes of 3µm and 1µm
and finally with an oxide polishing suspension with particle size of 50nm. Electron
beam deposition of 250nmMn onto the the sample was done in a ultra high vacuum
chamber at room temperature. The partial pressure pressure during deposition was
set to 2.3 · 10−7 mbar and the evaporation rate was 5 Å/s. The deposition time was
15 minutes. After the deposition the sample was annealed under a high vacuum of
p ≈ 10−5 mbar at 700◦C for 72hours.
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a

[001]

b

Zinc bath

Hot dip galvanization

After grinding After HF polishing

GB

5 mm

Figure 4.1: Zn diffusion into the Fe bicrystal. a Mechanically grinding the bicrystal up to
1200 SiC grit paper and subsequent chemical HF polishing. The GB is indicated
by a black line.. b The polished sample was immersed into a liquid Zn bath. The
temperature of the bath was measured with a thermocouple to be 467◦C. The inset
shows the bicrystal completely coated with Zn.

4.3 Sample preparation and characterization in SEM

After mechanically grinding and polishing the samples were etched for 5 s using a
solution of 10% HNO3 and 90% ethanol to visualize the GB. SEM-EBSD and EDS
experiments were done in ThermoFisher Scios 2 dual beam SEM/FIB equipped
with the EDAX Velocity Plus EBSD camera and the EDAX Octane Elite Super
EDS detector. The EBSD camera is a high-speed CMOS detector with up to 3000
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indexed points per second [133]. The EDS detector is a SDD detector with a Si3N4

window, which offers a better sensitivity to light elements and low-kV microanalysis
as a polymer window [134].

For SEM-EBSD acquisition, the acceleration voltage of the SEM was set to 20 kV
with a current of 13nA. The sample was tilt to 70◦ and had a working distance of
14mm. The step size of electron beam was 50nm.
For SEM-EDS experiments the acceleration voltage was set to 30 kV and a current

of 13nA was used to get a dead time of 20 − 25% for the detector. The stage was
at 0◦ tilt and the working distance was 7mm.

4.4 Sample preparation for TEM and APT

Plane-view TEM specimens from the pre-characterized GB (via EBSD and EDS)
were prepared using the ThermoFisher Scios 2 and the Helios 600(i) dual beam
SEM/FIB. After liftout, the chunk was thinned with the Ga∗-FIB starting with
a current of 100 pA at 30 kV until a thickness of ≈ 800nm was reached. The
acceleration voltage was reduced to 16 kV and the milling was continued until a
thickness of≈ 250nm was reached. The the acceleration voltage was further reduced
to 5 kV and a cuurent of 48 pA was chosen to mill the sample down to ≈ 100nm.
Final low-kV milling was done at 2 kV and 27 pA so that the final sample thickness
was below 50nm (confirmed later by STEM-EELS).

APT specimen (cross-sectional and plane-view) were prepared by mounting 2 ×
2mum large chunks onto the tip of a Mo-grid. The GB is either placed horizontally
or vertically in the chunk. For milling a circular pattern was placed onto the chunk
such that the final shape of the specimen is like a needle. Starting with 30 kV and
100 pA until a diameter of 1µm was reached, the current was reduced to 500 pA.
The milling is contuend until a diameter of 100nm is reached. Final polishing was
done at 5 kV and 48 pA so that the GB is about 50− 100nm away from the apex.

4.5 (S)TEM and APT characterization

STEM images were conducted using a Cs probe-corrected FEI Titan Themis 60−300
operated at 300 kV . The semiconvergence angle was chosen to be 17mrad and a
camera length of 100mm resulted in a semicollection angle of 0 to 7mrad for the
BF-detector, 10 to 16mrad for ABF-detector, 18 to 73mrad for the ADF-detector
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and 78 to 200mrad for the HAADF-detector. To prevent beam damage the probe
current was set to 80 pA. Typically, STEM images were acquired in a series of 30
frames each recorded with a dwell time of 5µs. These frames were stacked by means
of cross correlation using the FEI Velox 2.8 software.
For STEM-EDS the acceleration voltage was reduced to 120 kV to improve the

STEM-EDS map resolution by reducing the measurement time. The X-rays were
collected with the ChemiSTEM SuperX detector.

STEM-EELS experiments were usually done to determine the thickness of the
specimens. For that the camera length was increased to 310mm to achieve a semi-
convergence angle of 5.4mrad. A post-column Gatan Quantum ERS/966P spec-
trometer was used with a dispersion of 0.25 eV/channel and a FWHM of the zero
loss peak of 0.9 eV . Typically thicknesses of ≈ 30− 40nm were measured.
High-resolution TEM imaging was performed in a Cs image-corrected FEI Ti-

tan Themis 60 − 300 operating at 300 kV under negative Cs condition (with Cs ≈
−10to− 15µm). For that the CETA high-speed 16M CMOS detector was used.

APT experiments were done by Dr. Xuyang Zhou using the CAMECA LEAP
5000XR as well as LEAP 5000XS in laser-pulsed mode. The pulse rate was 200 kHz
with an energy of 30 pJ and the temperature of the speciment was 40K. The laser
energy was increased for the Fe-Zn experiments, since at lower laser energies the
APT tip was fracturing.

4.6 Atomistic simulations

First principles DFT calculations were performed by Dr. Daniel Scheiber and Prof.
Dr. Lorenz Romaner from Materials Center Leoben GmbH using the Vienna Ab-
initio Simulation package (VASP), which employ projector augmented wave func-
tions [135–138]. The PBE exchange-correlation functional [139, 140] was chosen as
it has been shown that it is suited best to describe Fe [141]. The k-point density for
all involved simulation cells was set as close as possible to 40 k-points/Å and the
energy cutoff to 400 eV . As a result, the lattice parameter of Fe was determined
as 2.8386 Å, which is in accordance with DFT literature [142, 143]. The simulation
cells for GBs are build up of two slabs that are misoriented to each other so that
they form a GB where they join. On the other side, the slabs are separated by a
vacuum layer of at least 8 Å that proved to be large enough to prevent interactions
of the two surfaces. With this setup, the simulation cell is constructed along the
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lattice vectors [0 0 1]× [1 − 3 1]× [3 1 0] with 5.677× 4.708× 44.883 Å3 and contains
78 Fe atoms. For ionic relaxations a convergence criterion of 0.01 eV/Å is employed.

Segregation energies are computed using

Ex
seg,i =

(
Ex
gb,i − Egb

)
− (Ex

bulk − Ebulk) + δi−sEFe, (4.1)

with Egb being the total energy of a GB without solute x while Ex
gb,i denotes the

total energy of the same cell but with the solute x at GB site i. For the reference of
the solute in the bulk, the difference is computed between a bulk cell of 128 atoms
without solute x and with solute x, Ebulk and Ex

bulk, respectively. For considering the
change of interstitial B in the bulk to a substitutional site at the GB, δi−s = 1 and
EFe corresponds to the total energy of a single Fe atom in its bulk structure [144].
Segregation energies are connected to the solute enrichment at GBs via the White-
Coghlan segregation isotherm [27] extended to multiple solutes, see e.g. Ref. [145].

The work of separation was computed by separating the GB at possible GB planes
by at least 8 Å and computing the difference of the total energies for separated and
joined GB slabs in the simulation cell [146, 147].

The simulated DFT cells of the GB structure were used as input files for STEM
simulations using the Prismatic Software package [148]. The multi-slice simulation
was done for a ≈ 40nm thick cell choosing a slice thickness of 1.7Å. The pixel size
was set to 0.01 Å resulting in a maximum semi-collecion angle of 492.187mrad. The
semi-convergence angle was chosen to be 17mrad and the lens aberrations (defocus
and spherical aberration) were set to 0 Å. Finally, the number of frozen phonons
was at 8.
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5.1 Aluminum depletion induced by co-segregation of
carbon and boron in a bcc-iron grain boundary

This section is based on:

A. Ahmadian, D. Scheiber, X. Zhou, B.Gault, L. Romaner, C. H. Liebscher and G.
Dehm “Aluminum depletion induced by co-segregation of carbon and boron in a
bcc-iron grain boundary”, Nature Communications 12, 6008 (2021)

5.2 Introduction

Segregation of solutes and impurity atoms to grain boundaries (GBs) have been
studied extensively in the last decades because of their strong influence on the macro-
scopic physical and mechanical properties of materials [14, 21, 22, 28, 29, 149–153].
Typically, GB segregation is studied in binary alloys serving as model systems to
discern segregation tendencies of individual solutes [14, 149, 152, 153]. However,
technologically relevant alloy systems adopt a complex composition, which is tai-
lored to maximize their mechanical properties. The interplay of different solutes in
ternary or higher order systems on grain boundary segregation is far less understood
[65, 154]. Xing et al. [154] developed a simple thermodynamic model to capture the
competing mechanisms in ternary alloys that decrease, increase or do not affect GB
segregation. However, this model has limited applicability when non-metallic ele-
ments are involved, which play a critical role in understanding embrittlement effects
in iron-based alloys or steels [66, 151]. Furthermore, co-segregation effects have also
been observed to play an important role in other material systems such as ceramic
and oxide materials [155, 156]. Wang et al. [156] observed complex co-segregation
patterns of Ca and Ti at MgO Σ5 (3 1 0)[0 0 1] GBs by atomic resolution imaging,
which strongly affect the electronic structure of the GB and stabilize it.

Grain boundary segregation in iron (Fe) is often characterized by Auger electron
spectroscopy (AES) providing excellent chemical sensitivity, but limited spatial res-
olution leaving the structure of the GB elusive. However, it could be shown that
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sulphur (S) and phosphorous (P) are segregating to GBs [157, 158] in α− Fe pro-
moting embrittlement of the material. To prevent this detrimental tendency, carbon
(C) or boron (B) can be introduced, which hinder the diffusion of S and P to GBs
and therefore enhance their cohesive strength [15, 159, 160].

The isolated role of B on increasing GB cohesion has long been anticipated in a
range of material systems [16, 160–165] and it has been shown that the addition
of small amounts of B partially suppresses intergranular fracture in brittle inter-
metallic FeAl alloys [21, 22, 166]. It is generally also assumed that C acts as a
GB cohesion enhancer and recent ab-initio calculations found that the theoretical
fracture strength of ∑5 tilt GBs increases with increasing C excess concentration
[19, 20, 167].

Aluminum (Al) is an important alloying element in Fe and especially light weight
steels, where a reduction in density on the order of 7.5% can be achieved by additions
of up to 7wt.% Al (16 at.%) [168]. Hence, it is of great scientific and technological
interest, but studies exploring the effect of Al on GB properties are rare [169, 170].
Yuasa et al. [169] concluded from density functional theory (DFT) calculations that
Al grain boundary segregation will increase the GB energy and weaken the boundary
strength due to a change from metallic to covalent-like bonding. However, Geng et
al. [170] showed a slight decrease in GB energy by Al addition through first-principal
calculations, which is also in agreement with the Rice-Wang thermodynamic model
[171]. It should be noted that only binary Fe-Al systems were considered in the
previously mentioned studies and insights into the impact of co-segregation effects
are missing. For example, Rellick et al. [172] concluded from fracture tests upon
quenching that small quantities of Al would hinder the segregation of residual oxygen
(O) to GBs, which impedes intergranular fracture. But the low C content could also
be responsible for mitigating embrittlement and the role of Al on GB properties
remains elusive, since the GB structure and composition could not be determined.
Therefore, it is of great interest to investigate GB segregation of Al in Fe and to
explore the impact of prominent impurity elements such as C and B on segregation
thermodynamics since all three elements are common alloying elements in Fe and
high performance steel.

Deciphering co-segregation phenomena requires a complete understanding of the
atomic grain boundary structure and composition as well as description of the in-
teraction between impurities [10, 66]. The correlation of atom probe tomography
(APT) and transmission electron microscopy (TEM) has paved the way to obtain
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insights into the segregation behavior of solutes even in GBs of complex alloys [173].
However, the underlying atomistic effects and the interplay of elements on the grain
boundary segregation behavior are often uncharted.

The discrete atomic GB structure and the presence of defects at the GB are
additional factors impacting the segregation behavior. It is known that C and
B tend to segregate to sites of high stress fields such as dislocation cores [174].
Therefore it is indispensable to resolve the GB structure and composition at atomic
resolution to relate the underlying segregation mechanisms by ab-initio calculations.
For example, Medlin et al. [175] investigated an asymmetric Σ5 GB in pure Fe
using scanning transmission electron microscopy (STEM). They found that the GB
adopts a complex topography by dissociating into nanofacets consisting of (2 1 0)
and (3 1 0) facets, which are separated by GB facet junctions. However, connecting
such complex GB structure and the segregation of minor impurities like S, P, C and
B, which are even relevant in pure Fe, is challenging by STEM alone. Besides using
AES to study GB segregation in ferritic Fe and steel [14, 30, 160], APT [152, 153] is
capable of providing 3D compositional information with high elemental sensitivity.
Aberrations arising from the field evaporation process [176, 177] limit the spatial
resolution of APT effectively to approx. 0.5nm [178] for precipitates. For grain
boundary structure and other crystalline defects, the spatial resolution is expected
to be in a similar range or better [179]. Ultimately, the combination of atomic
resolution STEM and APT provides structural as well as compositional information
of the GB with the highest spatial and elemental resolution [180–185].

In the present work, we correlate atomic resolution STEM, energy-dispersive X-
ray spectroscopy (EDS) and APT measurements on a Σ5 (3 1 0)[0 0 1] tilt GB in
α− Fe-4 at.%Al to resolve the atomic GB structure and its local composition. The
GB predominantly adopts a kite-type structural unit and the presence of GB defects
is indicated. The Al concentration at the GB is observed to decrease, whereas the
impurities B and C are clearly segregating. Complementary first-principles based
DFT calculations are employed to elucidate the segregation tendencies of Al, B
and C and shed light onto the impact of solute interactions on the co-segregation
behavior. A kinetic model is employed to investigate the temperature and time
dependent segregation of solutes for similar conditions as in the experiment.
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5.3 Results

Atomic GB structure

A low-magnification high angle annular dark-field (HAADF)-STEM image of the
Σ5 (3 1 0) GB observed in [0 0 1] direction is shown in Fig. 5.1a. The local contrast
in Fig. 5.1a is mainly attributed to changes in sample thickness and atomic mass.
At a constant sample thickness the intensity is proportional to Z1.5−2, with Z being
the atomic number [121]. At this length scale the GB appears straight and the
formation of GB defects, such as steps or facets can not be resolved. The dark
contrast of the GB may be attributed to GB grooving, a lower atomic density
or lattice strain, causing dechannelling of the electron beam. Figure 5.1b shows
the simultaneously acquired low-angle ADF-STEM image revealing bright contrast
along the GB, which may be attributed to the accumulation of strain fields at the
GB [181]. The red square in Fig. 5.1 a indicates a segment of the boundary, which
was imaged at atomic resolution with a local sample thickness of about 40 nm as
determined by electron energy loss spectroscopy (EELS) measurements.
A representative atomic resolution HAADF-STEM image of the GB (Fig. 5.3))

shows the projected structural units of the Σ5 (3 1 0)[0 0 1] GB viewed along the [0 0 1]
direction. The blue and red squares in the corresponding fast Fourier transform
(FFT) shown in the inset of Fig. 5.3a highlight the <110> type reflections of the
lower and upper grains, respectively. Both grains are misoriented by ∼38◦ around
the common [0 0 1] tilt axis. This observation is in good agreement with the EBSD
analysis presented in Fig. 5.2. A Butterworth Fourier-filter was applied to the image
to remove low-frequency noise and highlight the atom columns at the boundary as
shown in Fig. 5.3b. A magnified view reveals the kite-type structural units of the
Σ5 (3 1 0)[0 0 1] GB, which is consistent with the predicted structure of a pure bcc-Fe
GB [175, 186]. However, it should be noted, that a weak signal is apparent in the
open regions of the kites (indicated by yellow arrows). In addition, the kite-structure
of the GB is distorted on the right-hand side in Fig.5.3b (indicated by a red dotted
rectangle). These features and their origins will be discussed later.

Besides kite-type structural units, defects such as steps (see Fig. 5.4) or facets are
present in other locations of the GB, which are introduced due to a local change
in GB inclination. Figure 5.5a shows a HAADF-STEM image of a GB segment
intersecting an Al2S3 precipitate. The local GB curvature is increased in close
vicinity of the precipitate as indicated by a black rectangle in Figure 5.5a. Atomic
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Figure 5.1: Overview images of the Σ5 (3 1 0 )[0 0 1] GB. a HAADF-STEM image and b
corresponding low-angle ADF-STEM image showing bright contrast at the GB core
indicating an accumulation of strain fields at the GB. The red rectangle in a indicates
regions, which were imaged at atomic resolution. The scale bar is 100nm.
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Figure 5.2: Global characterization of the GB. a Side view image of the bicrystal including
the single crystal ingots to fabricate it. The growth direction is [0 0 1]. Samples were
investigated from the initial part (labelled by magenta lines), where the GB started
to grew. b SEM image of the bicrystal top surface (along the [0 0 1] tilt axis) after
final polishing. The GB is indicated by the black arrow. The GB runs straight and
shows no steps or curvatures at the micron scale. c EBSD scan of the bicrystal shows
a clear [0 0 1] texture of both grains. In each grain the orientation of the unit cells
is shown by the black rectangles indicating a symmetric misorientation of 37.5◦.
Further analsis of the polefigure the GB plane was obtained to be (3 1 0) into both
grains. The Scale bar in a is 10mm in b 5µm and in c 1µm.
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Figure 5.3: Atomic structure of the Σ5 [0 0 1] (3 1 0 ) GB in the Fe-4at.%Al bi-crystal. a
Raw HAADF-STEM image and corresponding FFT. From the FFT the misorien-
tation angle is determined to 38◦. b Fourier-filtered image of a. The inset shows a
magnified view of the kite-type structural GB units highlighted by magenta dots. The
yellow arrows indicate positions where weak contrast in the kite centers is observed.
The scale bar in a and b is 1nm, while the inset has a scale bar of 500 pm.

resolution imaging reveals a nano-facetted GB (Fig. 5.5b). It can be seen that while
the lower grain is in [0 0 1] orientation, the upper grain is slightly off zone axis. The
inclination angle of the GB with respect to the (3 1 0) plane is ≈ 7◦ and the GB facets
are adopting the symmetric Σ5 (3 1 0) kite structure (blue box in Figure 5.5b). The
magnified view of a step (red box in Figure 5.5b) reveals that it resembles a single
kite structural unit, which is rotated by ∼ 87◦ with a height of ∼ 0.46 nm. It should
be mentioned that in the investigated TEM specimen only one Al2S3 precipitate (see
Fig. 5.6) was found, but even though a rather large GB curvature was introduced,
the symmetric GB segments exhibit the kite-type structure.

Grain boundary segregation

In parts of the GB, the atomic arrangement has shown slight deviations form the
perfect kite structure and the presence of a GB precipitates indicates that impu-
rity segregation could impact the GB structure. Besides ∼ 4 at.% Al, the as-grown
bicrystal contains different impurities such as C, B, P, S, and Si in the lower ppm
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a) b)

 a b

Figure 5.4: High resolution imaging of distorted GB structure. a HAADF-STEM image
of the GB showing small steps (magenta rectangle), where the boundary plane shows
facetting. Besides the small steps, large distortions are highlighted in the blue box
and a higher magnified image is shown in b. The large step caused a large amount
of strain - especially onto the upper grain. Thereby, the kite-structure is not visible
anymore. The Scale bar in a is 5nm and in b 2nm.

range. Wet chemical analysis showed a bulk concentration of CC ≈ 0.05 at.% and
CB ≈ 0.001 at.% for C and B (see Tab. 4.1). STEM-EDS elemental mapping was
used to determine the GB composition as shown in Figure 5.7a. Here, the Al-K ele-
mental map is superimposed on the simultaneously acquired HAADF-STEM image,
where the dotted line highlights the position of the GB and the blue and red rect-
angles indicate regions where EDS spectra were integrated from. No Al enrichment
at the GB is visible from the EDS map. To obtain a qualitative understanding of
Al segregation, the spatial difference method was applied where the spectrum from
within the grains (blue) is subtracted from the GB spectrum (red). Each integration
window had an area of 3 × 10 nm2 in a region of constant thickness of 40 nm as
proved by STEM-EELS. The two spectra of the grain interior were averaged and for
comparison all spectra were normalized according to the Fe-Kα edge as illustrated in
Fig. 5.7b. The difference spectrum (orange curve) has a non-zero value at the Fe-Kα

edge, which is not caused by a slight shape difference of the peaks within the grain
and at the GB. Therefore, all peaks in the spectra were fitted by Gaussian peaks
(solid lines). A magnified view of the Al-Kα peak is shown in Figure 5.7c. A decrease
in Al intensity of ∼5×10−3 or 12% with respect to the grain interior is observed at
the GB. The standard deviation of the noise level of the difference spectrum around
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Figure 5.5: Grain boundary nano-facetting in close vicinity to a GB precipitate. a
HAADF-STEM image taken near the Al2S3 precipitate. The black rectangle indi-
cates region where the boundary is bend. b Atomic resolution image of the region
within the black rectangle showing nm-sized facets. The blue and red boxes indicate
the symmetric facet and the step, respectively, as well as magnified views of the cor-
responding structural units. The scale bar is 20nm in a and 1nm in b and 500 pm
in the insets.

the Al-Kα peak is ∼1.3×10−3, which is nearly × 5 smaller than the peak maximum.
This analysis suggests that Al is depleted at the GB, although first-principles calcu-
lations predicted a tendency for Al to segregate to substitutional sites at an idealized
Σ5 (3 1 0) GB in bcc-Fe. Any sign of enrichment of other impurity elements were
not revealed in the STEM-EDS data. Since measuring light elements is difficult in
STEM-EDS, APT was used in addition to get a precise insight of the GB chemistry.

Grain boundary composition

To obtain insights in the local distribution of Al and other impurity elements such
as C and B at the GB with highest possible elemental sensitivity, we performed
correlative STEM-APT investigations of the GB. Figure 5.8a presents a low magni-
fication HAADF-STEM image of the needle shaped APT specimen containing the
Σ5 GB at a distance of ∼ 100 nm from the apex. From the width of the needle-
shaped specimen, the thickness of the tip at the boundary region can be estimated
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Figure 5.6: Formation of precipitates at the GB. a HAADF-STEM image of the GB inter-
secting with a large precipitate. b The corresponding EDS elemental maps for Fe,
Al, S and P. The Scale bar in a and b is 100nm.

to ∼ 70 nm. The viewing direction is along the [0 0 1] tilt axis. Figure 5.8b shows
the distribution of Al, C and B atoms. In contrast to C and B enrichment at the
GB, a depletion of Al is apparent. A linear 1D composition profile extracted from a
cylindrical region with 20 nm in diameter (see Figure 5.8b) positioned perpendicular
to the GB is shown in Figure 5.8c. The Al concentration decreases from ≈ 3.8 at.%
in the bulk (which is in agreement to our wet chemical analysis) to ≈ 2.4 at.% at
the GB. In contrast, the C and B concentration increase to 2.4 at.% and 1.8 at.%,
respectively. A more profound analysis provides information about the Gibbs in-
terfacial excess (IE) Γi of solute i, which describes the number of atoms per unit
area at interfaces [152]. The measurements show that ΓB ≈ 2.4 atoms nm−2 and
ΓC ≈ 3.1 atoms nm−2, where ≈ 8 atoms nm−2 correspond to one monolayer. It
should be noted that the IE value could increase when the diameter of the cylinder
was reduced and placed across a solute enriched region within the GB, indicating
that the elemental distribution is inhomogeneous. For Al a negative IE value of
ΓAl ≈ −3.1 atoms nm−2 was obtained.

For better understanding of C and B distribution, a second APT specimen was ex-
tracted from a location ∼ 6 mm apart from the previous STEM-APT observations.
Figure 5.9a shows the reconstructed 3D volume of the needle shaped specimen,
where this time the GB plane was chosen to be perpendicular to the evaporation
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Figure 5.7: Elemental distribution of Al at the Σ5 (3 1 0) GB. a Overlay of the HAADF-
STEM image and the Al-K elemental map taken across the Σ5 (3 1 0) GB. The colored
boxes indicate the location where the spectra in b were summed. b Summed EDS
spectra, which were normalized to the Fe-Kα peak, extracted from the grain interior
(blue) and the GB (red). The corresponding difference spectrum is shown in orange.
In order to minimize effects from differences in peak shapes, the spectra were fitted
by a Gaussian function. c A magnified view of the Al-Kα edge indicates a slight
decrease of Al at the GB. The semitransparent curves in b and c display the raw
spectra, the solid lines the Gaussian fit. The Scale bar in a is 5nm.
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Figure 5.8: Correlative STEM-APT study of the Σ 5 GB. a HAADF-STEM image of the
needle shaped APT specimen with both grains in [0 0 1] orientation. The GB is
labelled with a black dashed line. b The atom maps of Al, B and C reconstructed
from the volume outlined by a red rectangle in a). At the GB, a depletion of Al
and enrichment of B and C is observed. c The corresponding composition profiles
extracted from a cylindrical region marked by an orange arrow in b) across the GB
shows a decrease of Al and increase of B and C concentration at the GB. Scale bar
in a is 20nm and in b 10nm
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direction ([0 0 1] points towards the evaporation direction). Again, a clear enrich-
ment of C (brown) and B (blue) at the GB were observed, but no segregation of Al.
Rotation of the reconstruction by 90◦ (see Fig. 5.9b) is showing the solute distribu-
tion along the GB plane, i.e. viewing along the [3 1 0] direction. The distribution
of B and C within the GB plane seems to be different with C showing a rather
periodic segregation pattern with C rich segments every 25 nm. The composition
profile along the GB (green arrow in a)) is shown in Fig. 5.9c confirming a difference
in the segregation behaviour between C and B. A modulating distribution of C with
an amplitude of ∼ 1 at.% and a periodicity of 25 nm was obtained. On the other
hand, the average content of B is ∼ 1 at.% with no significant modulation.

Although Al exhibits a high solubility of 4% at room temperature in bcc-Fe [40]
a clear depletion at the GB was observed, which is in contradiction to previous
computational [145, 169, 170] and experimental [187, 188] studies. The complex co-
segregation of C and B revealed by APT in this study indicates that those interstitial
elements might strongly affect the segregation behavior of Al.

Computational results

We performed DFT calculations to explore the interaction of solutes at the Σ5 (3 1 0)
GB and their effect on segregation energies. A particular focus was laid on the
interaction of C and B with Al to elucidate the observed Al depletion. Furthermore,
the segregation kinetics are investigated to obtain insights into the complex co-
segregation during bicrystal fabrication.

The pristine Σ5 (3 1 0)[0 0 1] GB was modelled with 78 atoms in the unit cell and
the ground state structure was determined using the γ-surface approach [142] at
0K. The present DFT calculations do not include temperature effects from thermal
excitations, which have been shown to be minor for the considered temperatures
[189, 190]. However, the effective segregation entropy that arises from averaging a
multi-site GB excess to obtain a singular effective segregation energy [10, 27, 191]
is included in the analysis. The resulting structure viewed along the [0 0 1] tilt axis
is shown in Fig. 5.10.a. In a first step we have calculated the segregation energies
of Al, C, and B at the GB using the equation

Eseg,i =
(
Ex
gb,i − Egb

)
− (Ex

bulk − Ebulk) (5.1)

where Egb is the total energy of the pristine GB and Ex
gb,i denotes the total energy
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Figure 5.9: Distribution of C and B along the Σ5 (3 1 0) GB. a 3D APT reconstruction
showing atom maps of Fe, Al, B, and C as well as isoconcentration surfaces of 1 at.%
for C (brown) and B (blue) viewed perpendicular to the GB plane. b The same APT
reconstruction rotated by 90◦ around [0 0 1] such that the viewing direction is along
the (3 1 0) GB plane. c Corresponding composition profile of the GB extracted in a
cylinder with 5 nm diameter along the green arrow in a. While the B concentration
is nearly constant at ∼ 1 at.% along the boundary, the C concentration varies peri-
odically. The average distance between the regions with a peak C concentration of
∼2.3 at.% is determined to 25nm. Scale bar in a is 20nm
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of the GB cell with the solute x at GB site i. The site i is varied over positions
shown in Fig. 5.10a. The reference of the solute in the bulk is given by the energy
difference of Ebulk, i.e. a cubic bulk cell that contains 128 Fe atoms, and Ex

bulk,
which corresponds to the total energy of the bulk cell with solute x at its preferred
position. The position in the bulk is substitutional for Al, while for C and B it is
the octahedral interstitial site [192]. Because the atomic volume of B is in between
typical substitutional and interstitial solutes, we consider B as both interstitial and
substitutional at the GB. For the computation of the segregation energy, the number
of atoms needs to be kept constant, which is the case in Eq. 5.1 if the site type is
the same in the bulk and at the GB, i.e. either interstitial or substitutional. For
placing B in a substitutional site at the GB and in an interstitial site in the bulk,
the segregation energy needs to be compensated by the energy of a single Fe atom
in the bulk EFe = Ebulk/128:

Eseg,i =
(
Ex
gb,i − Egb

)
− (Ex

bulk − Ebulk) + EFe (5.2)

A negative segregation energy of a solute indicates that the solute favours segre-
gation to the GB.

We computed segregation energies at a coverage of 0.5 monolayers (ML) for Al
to sites S1-S3, for C to sites I1-I4 and for B to all labeled sites in Fig. 5.10a. The
resulting segregation energies for Al, B, and C are given in Fig. 5.10b. By far
the strongest segregation tendency is observed for B with a segregation energy of
−2.8 eV to the interstitial site I1 at the GB center. The second strongest segregation
tendency is found for the substitutional site S2 next to the GB center with −1.86 eV.
For C and Al the strongest segregation tendency is observed to the GB center with
−1.7 eV in the case of C for position I1 and only −0.38 eV for Al for position S1,
respectively. The segregation tendency decreases with increasing distance from the
GB. When placing B at the segregation site I2, the B atom moved to site I1.

The segregation tendency of B to substitutional sites S2 and S3 at the GB is
substantial, but it also introduces a strong displacement of the surrounding Fe atoms
and hence a distortion of the kite structure as seen in Fig. 5.11. Especially for B
at site S2, the B induced distortion is significant. This can be quantified by the
mean squared displacement (MSD) of the atoms in the vicinity of B in a radius of
5 Å. For B at site S1, S2, and S3 the MSD is 0.14, 0.40, and 0.59 Å, respectively.
The corresponding simulated HAADF-STEM images using the Prismatic software
[148, 193] are shown in the lower panels of Fig. 5.11. Here, the simulated HAADF
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Figure 5.10: Solute segregation energies at the GB. a shows the GB (highlighted by the
purple atoms) with the interstitial sites (I1-I4), where C and B were placed, and
substitutional sites (S1-S3). b contains a plot of segregation energies of Al to sub-
stitutional sites (empty symbols), C to interstitial sites (solid symbols), and B to
both substitutional and interstitial sites.

contrast predominately shows the Fe atomic columns and the B and/or C atoms
are only indirectly visible. This can be seen in the slight decrease in intensity of
the atomic columns in the kite tips when B is segregating to the substitutional
site S1 (see Fig. 5.11a). When B is segregating to position S2 (Fig. 5.11b), the
neighboring Fe atoms are displaced causing a smearing of the HAADF contrast and
the individual columns are no longer resolvable. An even stronger displacement of
the Fe atoms is introduced when B is located at site S3, as seen in the top panel
of Fig. 5.11c, and here Fe dumbbells are observed at the kite tips in the simulated
HAADF-STEM image (lower panel of Fig. 5.11c). Even placing B as well as C in
the intersitial positions I1 and I2 (Fig. 5.11d) can have a slight distortion of the kite
tips, where the Fe atoms are shifted perpendicular to the boundary plane.

So far, the computed segregation energies are obtained for individual solutes, but
the interaction of solutes can have significant effects on the segregation tendencies

87



5 Results and Discussion

Figure 5.11: Disorder at the GB for B at substitutional segregation sites. The upper
panels of a, b and c show the DFT calculated structures with B (blue) at sub-
stitutional sites 1, 2, 3. The lower panels are the corresponding HAADF-STEM
simulated structures. Panel d shows the GB segregated with two B (in one column)
and two C (brown) atoms from Fig. 5.12f (see below). The scale bar is 500 pm

when the binding energies are in the range of the segregation energies [146, 194].
In the following section, we explore the co-segregation behavior of Al with both C
and B as a possible explanation for the observed depletion of Al from the GB. To
that end, we have computed the binding energies of Al at its preferred site S1 in the
GB center to B and C at vicinal interstitial segregation sites (I1-I4). The binding
energy between Al and a solute x is defined as

EAl−x
bind = (EAl + Ex)− (EAl−x + E) (5.3)

where EAl−x denotes the total energy of the GB cell with Al and the solute x
present. EAl and Ex are the energies of the same cell with either Al or solute x
placed at their lowest energy segregation sites, respectively. E is the energy of the
simulation cell not containing any solutes. For attractive interactions, the binding
energy is positive, while repulsive interactions are associated with negative binding
energies.

Figure 5.12a-d shows exemplary the calculated GB structure with B and C atoms
placed in different intersitial (I1-I4) and substitutional (S1-S3) sites. The binding
energies of Al in its preferred position and either B or C are shown in Fig. 5.12e.
For Al and B in their lowest energy sites, S1 and I1, respectively, the binding energy
is determined to −0.40 eV, which is repulsive. If B is considered in one of the
substitutional sites, the binding energy varies between −0.42 eV (Al in S1 and B in
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Figure 5.12: Solute interactions at GB. a GB structure with labelled substitutional (S1-S3)
and interstitial sites (I1-I4). b The GB structure corresponding to configuration BI1
and 2BI1 (the two B atoms are oriented in [0 0 1] direction and the structure cannot
be distinguished from configuration BI1). c and d show the configurations 2BI1 CI2
and 2BI1 2CI2. In e, the binding energies of Al with B and with C are shown as
a function of the distance between the solutes. Panel f presents the co-segregation
energies of B and C atoms to the GB, where important configurations are named.
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S2) and −0.24 eV (Al in S1 and B in S3). For C, multiple repulsive constellations are
found with binding energies in the range of −0.70 to −0.40 eV for small distances
of <2.5 Å between Al and C. For the constellation of Al at site S1 and C at site I2,
with a distance of ∼3.3 Å, a slightly positive binding energy is obtained. However,
this is not the site where C exhibits the strongest segregation tendency. For both C
and B interaction with Al, the magnitudes of the binding energies are mostly larger
than the segregation tendency of Al to the GB. The strong repulsive interactions of
Al with either B or C imply that co-segregation of these elements is highly unlikely.
This suggests that Al is repelled from the GB, since both C and B exhibit a much
stronger segregation tendency in comparison to Al.

Another effect that comes into play with solute interactions is the coverage depen-
dence, which refers to changes in the segregation energy with increasing coverage at
the GB. This may be computed using Eqs. 5.1 and 5.2, where Ex

gb,i denotes the total
energy of the structure with N+1 solutes at the GB and Egb the structure with N
solutes at the GB. For the lowest solute coverage we take 0.5 ML which corresponds
to the results shown in Fig. 5.10 and add atoms to preferential segregation sites.
The resulting coverage dependent segregation energies are displayed in Fig. 5.12f.
As B has by far the strongest segregation energy, the starting structure contains a B
atom at the GB. Adding a second B atom leads only to a slightly lower segregation
tendency for the interstitial positions (2BI1), whereas in the substitutional case, the
decrease is somewhat stronger (BS2 to 2BS2). Adding a third B atom, however,
leads to a large decrease in segregation tendency to even positive values (the lowest
energy configuration 2BI1-BS3 is at +0.22 eV). This means that additional B segre-
gation above a coverage of 8 atoms nm−2 becomes unfavourable. When adding C to
the GB to site I2 with already two B atoms present in position I1 gives a negative
segregation energy of −0.42 nm. Even for an additional C atom in I2, a negative
segregation energy of -0.33 eV is obtained. This indicates that although B shows
strong segregation tendencies to different positions at the GB, at 1 ML coverage or
about 8 atoms nm−2 a maximum enrichment is reached due to solute interactions.

The enrichment of solutes at GBs in equilibrium can be described with a modified
McLean isotherm, but under experimental conditions kinetic processes often influ-
ence GB segregation. Therefore, we compute the enrichment of solutes at the GB by
considering segregation kinetics via our recently published model [145, 195]. Note
that the slow cooling rate during bicrystal growth minimizes non-equilibrium segre-
gation effects as described by Faulkner [78] as possible origin for solute enrichment
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at grain boundaries, and therefore, these effects are not included in our modeling
approach. As input parameters we use grains with a radius of 100µm that is further
discretized into shells of 1µm thickness. Although the bi-crystals are in the range of
cm, the system size is sufficient because the diffusion length of all involved solutes
is below 100µm in the chosen heat treatment. The GB thickness is taken as 0.8 nm,
which is the region where segregation energies are negative. The diffusion data is
given in the Tab. 5.1 and for the heat treatment we consider cooling down from
1800 K with the experimentally informed [195] modified Newton’s law of cooling.
The cooling rate of r = 0.017s0.5 is chosen such that room temperature is reached

Solute D0 [m/s2] Ea [eV] Ref.
Al 1.80× 10−4 2.364 [196]
C 3.94× 10−7 0.831 [196]
B 3.19× 10−7 2.310 [192]

Table 5.1: Diffusion data employed for the segregation kinetics simulations.

after 24 hours (see Fig. 5.13a) similar to the fabrication of the bi-crystal specimen.
The bulk concentration of the solutes was taken from the wet chemical analysis.
The segregation energies necessary were taken from the coverage dependence shown
in Fig. 5.12f, i.e. for B site I1 is considered and for C the site I2. We want to
point out that it is not possible to include the computed solute-solute interactions
with classical approaches like the Guttmann or Fowler isotherms [78] as these take
as input only a single value, whereas we find that each configuration has its own
individual interaction energy. Rather Monte Carlo Simulations would be required
to link to the DFT data. Such calculations are beyond the scope of this study
The resulting time and temperature dependent enrichment of solutes at the GB

is shown in Fig. 5.13. Due to the strong repulsive interactions of Al with B and
C, we investigate Al segregating on its own in the center panel (Fig. 5.13b), while
we consider mutual segregation for B and C in the bottom panel (Fig. 5.13c). The
GB enriches with Al for temperatures above 800 K, but for temperatures below,
segregation is kinetically limited. At this stage, the excess concentration of Al is
22 atomsnm−2. Here it is important to note that for Al no coverage dependency
was considered. For B, the GB enrichment takes place relatively fast at high tem-
peratures because of the strong segregation tendencies and stops at a GB excess of
7 atomsnm−2 for temperatures below 1200 K due to kinetic reasons. This happens
already for higher temperatures than for Al because the concentration in the bulk
is much lower than for Al and for GB enrichment, B needs to diffuse from farther
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Figure 5.13: Computed grain boundary segregation kinetics. a Time-temperature curve
during cooling with the temperatures Tsol marked at which segregation for the so-
lutes is limited kinetically.b The resulting enrichment of Al atoms without interac-
tion with other solutes. c Competing temperature dependent segregation of C and
B while the bottom panel shows the enrichment for competing B and C segregation.
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away from the GB. Contrary, C is able to enrich until temperatures of only 390 K
due to faster diffusion and higher content in the bulk than for B so that a final
GB excess of 16 atomsnm−2 is reached. The fact that B enriches already at higher
temperatures than Al reduces the possibility of Al segregation even more because
B is already present at the GB in a temperature range where Al segregation takes
place.

Discussion

In this study, the atomic structure, composition and co-segregation mechanisms
of Al, C and B at a Σ5 (3 1 0)[0 0 1] bcc-Fe GB were investigated by correlating
aberration corrected HAADF-STEM observations, APT measurements and first-
principles DFT calculations. The observed atomic structure of the Σ5 (3 1 0)[0 0 1]
GB consists of kite-type structural units and agrees to investigations by Medlin et al.
[175]. Globally, the GB appeared straight and close to the symmetric orientation,
but atomic resolved observations indicated the presence of defects such as steps or
disconnections. Further, in close vicintiy to a GB precipitate steps are incorporated
into the GB to compensate the local curvature. Interestingly, this GB segment does
not break up into {2 1 0} and {3 1 0} facets (as observed by Medlin et al. [175]),
but retains the (3 1 0) kite-type structural units. The reason is that the inclination
angle of only 7◦ from the symmetric orientation seems not to be sufficient to promote
faceting.

Our compositional analysis of the GB revealed a depletion of Al at the interface,
where locally the Al concentration reduces by ∼ 1.5 at.% at the GB. This is in
contradiction to first-principles calculations of Yasua et al. [169] and Geng et al.
[170] as well as Scheiber et al. [145], who observed the segregation of Al. However,
it should be mentioned, that they investigated a pure Fe-Al system. From our APT
measurements, we were able to detect the segregation of B and C. Taking these
elements into our calculations, we showed that both C and B have much stronger
segregation tendencies than Al (Fig. 5.10), so that already simple site competition
arguments suggest a depletion of Al due to competition with B for substitutional
sites. Explicit calculation of solute interactions revealed strong repulsive interactions
between Al-C and Al-B. By considering the kinetics of segregation, it is clear that
B is the first solute to segregate to the GB, which prevented Al enrichment and
explained the depletion of Al. The composition evaluated with the kinetic model
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and first principles segregation energies is substantially higher than the composition
observed with APT. This is attributed to co-segregation effects between B with
itself, C with itself and B with C. In fact, evaluation of these co-segregation effects
showed that increased coverage of B decreases the segregation tendency at coverages
above 1 ML. It is not possible to implement these interactions into the current
kinetic model, still, it can be inferred that co-segregation effects limit enrichment
of B and C. The observed enrichment kinetics should hold true nonetheless, i.e. a
first fast enrichment of B, followed by slower enrichment of C that continues on
until lower temperatures. Even though co-segregation effects are known in general
[11], they were not observed in the case of bcc-Fe-Al(C,B) and never explained
in a comprehensive manner by combining atomistic simulations and experimental
observations.

Another interesting finding is the observation of locally distorted kite structure.
Its origin can be related to the presence of defects, which are aligned along the tilt
axis, and to segregation of B to substitutional sites. The assumption that GB de-
fects alter the projected structural units is supported by observations of a periodic
distribution of C in our APT analysis. It is known that C preferentially segregates
to highly distorted regions such as GB dislocation cores [197]. These defects could
also be responsible for the extra contrast observed in the open volume of the kites
(indicated by yellow arrows in Fig.5.3b). Hyde et al. [198] reported that by the
formation of GB dislocation loops a metastable structure having extra Fe atoms
in the kite center may appear. The distortion of the kites can also have a com-
positional origin. Our DFT simulations showed that different substitutional sites
are also preferred positions for B segregation introducing strong displacements of Fe
atoms from their equilibrium positions (Fig. 5.11). STEM image simulations of these
structures - especially panel b of Figure 5.11 - closely resemble our observations in
the red dashed line in Fig.5.3b even so the individual B atoms can not be localized.
Furthermore, the formation of Fe dumbbells in the simulated images induced by B
segregation could explain the weak contrast in the kite center observed in the exper-
iments (see yellow arrows in the inset of Fig.5.3b. The weaker contrast originates
that we do not have a full column of Fe atoms shifted, but partly. Therefore it is
highly possible that defects in combination to the B segregation is responsible for
the distorted structure of the GB.
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5.4 Conclusion
Our results demonstrate that co-segregation effects in the presence of impurities
leads to unexpected GB segregation effects and possible GB structural transfor-
mations. Considering the interaction of non-metallic elements, here B and C, with
substitutional alloying additions, in our case Al, is indispensable to fully capture the
entire segregation processes. We discovered that the presence of B and C impurities
segregated to the GB is repelling Al from the GB by strong repulsive interactions.
Furthermore, the competing mobilities of solutes critically influences the evolution
of GB composition. We ultimately show that the presence of non-metallic impurity
elements needs to be considered when studying GB segregation effects. Addition-
ally, we expect similar trends in segregation of B and C even to general GBs in
polycrystalline materials, which typically adopt complex structural arrangements
and contain a high number of defects (such as disconnections and facets). This is
supported by observations made by Janovec et al. [13] who compared segregation
tendencies in Fe-Si-P polycrystal as well as in a bicrystal of the same composition.
They even found a stronger segregation of P in general GBs. Moreover, Yu et al.
[101] observed periodic segregation patterns even at general GBs in the Ni-Bi system
and identified the GB plane normal as the driving force for the formation of such
periodic enrichment of Bi in Ni polycrystals. Therefore, our work also paves the
way for tailoring GB composition by tuning impurity additions.
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5 Results and Discussion

5.5 Impurity segregation outweighs liquid metal
embrittlement in iron

This section is based on:

A. Ahmadian, D. Scheiber, X. Zhou, B.Gault, L. Romaner, G. Dehm and C. H.
Liebscher “Impurity segregation outweighs liquid metal embrittlement in iron”, Un-
published.

5.6 Introduction

Grain boundary (GB) properties such as cohesive strength or mobility can be sig-
nificantly altered through segregation of alloying elements or impurities [10]. One
of the most famous examples is zinc (Zn) diffusion and segregation into GBs of iron
(Fe) and steel inducing GB migration [88, 102, 199] and intergranular brittle fracture
[43, 103, 200–210]. The latter phenomenon is known as liquid metal embrittlement
(LME), which is the loss of an initially ductile metal in the presence of a liquid
metal.

LME limits the use of many high strength steel materials, which are coated with
zinc (Zn) to prevent corrosion. Several models were proposed to explain the under-
lying mechanism leading to LME [211]. The most widely used model was simulta-
neously developed by Stoloff and Johnson [212] and Westwood and Kamdar [213]
and is known as the Stoloff–Johnson–Westwood–Kamdar (SJWK) model. In their
approach, the liquid metal adsorbs at the crack tip and promotes crack propagation
under an applied stress by weakening the strength of the interatomic bonds. In con-
trast, the Krishtal-Gordon-An model[214] assumes that stress-assisted GB diffusion
precedes the crack initiation and is the root cause for the increase in grain boundary
brittleness. DiGiovanni et. al [215] investigated the diffusion of Zn in Fe by means of
electron-probe microanalysis (EPMA) before and after thermomechanical loading of
coated and uncoated TRIP steel. Their observations confirmed that stress-assisted
diffusion in the vicinity of the crack tip is one of the dominant mechanism. It should
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be mentioned that GB segregation induced phase transformation observed in Fe-Zn
[43, 204, 206, 210] may also be regarded as the driving force for LME. Bauer et. al
[104] performed ab initio DFT simulations to evaluate the change of GB energy of
Σ3 (1 1 2̄) and Σ5 (3 1 0) bcc-Fe GBs after Zn segregation. They concluded that the
GB weakening depends on the mechanism, the underlying thermodynamical model
(canonical Griffith model [216] or the grand-canonical Rice-Wang formulation [171])
and the choice of the chemical potential.

In order to avoid LME, it is possible to introduce cohesion enhancing alloying ele-
ments to the grain boundaries. Recently, Ding et. al [217] showed by first-principles
based calculations on a Σ5 fcc-Fe GB that Ni can hinder GB weakening by Zn since
it forms strong chemical bonds with Fe. The influence of other typical alloying ele-
ments such as Si and Al showed a similar behavior, however, the true paramagnetic
state of fcc-Fe was not considered. Scheiber et. al [147] concluded from ab-initio
calculations in combination with a Langmuir-McLean-type segregation model [218]
that the embrittling effect of Zn at different symmetric bcc-Fe tilt GBs can be re-
duced by Al and Si. This is related to site-competition between Zn and Al as well as
repulsive interactions between Si and Zn, respectively. However, since the tendency
for Zn to segregate to grain boundaries is much larger than for Al or Si, it is techno-
logically challenging to deplete Zn from the GB. A way to hinder the penetration of
Zn into the metal was proposed by He et al. [219] by introducing an Al interlayer,
which is capable of suppressing LME.

Another possible way to mitigate LME of Fe is to make use of cohesion enhancing
trace impurities that are typically present in engineering Fe-based alloys or steels.
While some candidate elements such as S and P are known to reduce GB cohesion
[157, 158], C and B are GB cohesion enhancers. [15, 17–20, 22, 152, 159, 160, 167,
220, 221]. They may provide a natural source within the material to reduce the
tendency for grain boundary failure. It has been shown that small amount of B
can partially suppress GB weakening in intermetallic FeAl alloys [21, 22, 166]. This
has not been considered for FeZn since the underlying co-segregation effects with
Zn have not been explored. Miyazawa et al. for example showed by first-principles
based tensile tests of a Σ3 symmetrical tilt GB that the increase in GB cohesion by
C is due to the higher Fe-C bond mobility. Wachowicz et al. [167] studied the effect
of B on the GB cohesion in α-Fe using DFT calculations. They found out, that
substitutional B would enhance the cohesion strength of the Σ5 (2 1 0) boundary
because of stronger bonding with Fe atoms. This results are in good agreement to
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previous calculations [163]. Therefore, it is of great interest to understand how trace
impurities such as B and C impact the segregation behavior of Zn and how their
interplay effects GB cohesion.

Here, we study the local atomic structure and composition down to the nanoscale
in a Σ5 (3 1 0)[0 0 1] tilt GB in a bicrystal of body centered cubic (bcc) Fe at different
levels of Zn segregation. By atomically resolved microscopic probing techniques, we
systematically explore the local variation in Zn content at the GB in relation to the
distribution of trace impurities B and C. We find that Zn forms nanometer sized
segregation lines in a region preceding the former solid-liquid interface. Both B
and C are homogeneously distributed across the GB plane, but their concentration
profiles show a wide distribution extending away from the GB region. The atomic
structure of the GB is largely distributed by GB defects and even shows local vari-
ations in GB habit plane distribution. The local Zn concentration is reaching levels
of ≥ 30 at.%, while only a weak sign of Zn segregation is measured in a region of
∼30 µm away into the bulk bicrystal. We use ab-initio calculations in combination
with thermodynamic segregation models to explore the impact of trace impurities
on the segregation behavior of Zn and its effects on GB cohesion. A global observa-
tion of the obtained segregation energies, considering interaction between Zn and B,
indicates that the presence of B is strongly reducing the tendency of Zn segregation.
However, this effect is depending on the GB type and the specific site Zn occupies
within the GB structure. Furthermore, the thermodynamic model suggests that B
reduces the overall Zn concentration at the GB due to strong repulsive interactions
even in regions with high bulk Zn concentration. The calculated work of separation
of modeled GBs indicates that B compensates for the reduction in the work of sep-
aration even for high Zn concentrations of ∼20 at.%. Our work suggests that trace
impurities of B and C hinder the segregation of Zn into a Σ5 (3 1 0)[0 0 1] tilt GB in
bcc-Fe and with this mitigate the embrittling tendency of Zn. These insights may
provide pathways to make use of naturally occurring trace impurities in Fe alloys to
prevent LME.

5.7 Results

Global grain boundary structure

We use a bicrystal containing a Σ5 (3 1 0)[0 0 1] tilt GB with low amounts of im-
purity elements of B and C to study Zn segregation from the liquid state into the
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GB and the interaction of Zn with the impurities [18]. We formed a diffusion cou-
ple of Zn and the bicrystal and subsequently annealed it at 800◦C to liquefy the
Zn reservoir and enable diffusion of Zn into the solid Fe bicrystal as schematically
shown in Fig. 5.14a. The BSE-SEM image in Fig. 5.14b shows a two-phase region
at the interface between the former liquid Zn reservoir and the Fe bicrystal con-
sisting of α−Fe (bcc) and Γ−Zn (see Fig. 5.15b). Here, we limit our observations
to the GB below this two-phase region. We specifically focus on two different GB
areas indicated as “Region 1”, which is Zn-rich with an average concentration of Zn
determined by SEM-EDS of ∼5.5 at.%, and “Region 2” with an average Zn content
of ∼0.5 at.% (see Fig. 5.14b ). Region 1 is ∼5 µm below the two-phase region and
HAADF-STEM imaging along the [0 0 1] tilt axis reveals that the GB inclination is
locally deviating from the exact (3 1 0) habit plane (see Fig. 5.14c). Corresponding
STEM-EDS measurements shown in Fig. 5.14d demonstrate strong segregation of
Zn to the GB and suggest that it is inhomogeneously distributed along the GB. The
GB in Region 2, which is ∼30µm away from the two-phase region, is curved and
exhibits a high density of local kinks as shown in Fig. 5.14e. Zinc is only slightly
enriched at the GB in region 2 as shown in the elemental map in Fig. 5.14f.

Near atomic scale zinc segregation

We performed near atomic resolution STEM-EDS elemental mapping in the Zn-
rich Region 1 of the bicrystal. Figure 5.16 shows atomic resolution STEM images at
300 keV and 120 keV and the associated Zn distribution along the GB. The HAADF-
STEM image in Fig. 5.16 reveals that the GB structure appears disrupted by a high
density of GB defects. The corresponding Zn elemental map shows inhomogeneous
distribution of Zn with a concentration peak of∼30 at.%. The bulk Zn concentration
was determined to ∼ 5.5 at.% and is in good agreement with our SEM-EDS analysis
of Region 1 (see Fig. 5.14b). Reducing the acceleration voltage shows a better
resolution, where Zn is forming a regular segregation pattern of Zn-rich (∼35 at.%)
and Zn-lean (∼10 at.%) regions within the GB with a regular spacing of ∼3-4 nm
as shown in Fig. 5.16b. Although Zn (Z = 30) has a slightly higher atomic number
Z than Fe (Z = 26), the corresponding HAADF-STEM as well as LAADF-STEM
images do not show any indication of regions with higher intensity. Instead the
ABF-STEM shows a higher intensity at the GB.

To obtain further insights into the 3D arrangement of the Zn segregation and
its correlation to the distribution of the impurity elements B and C, we performed
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Figure 5.14: Overview BSE images of the Σ5 [0 0 1] GB. The diffusion of Zn results in the
formation of a two-phase region containing α-Fe and Γ− Zn phases. STEM specimen
were extracted from two regions (indicated by blue rectangles). a Region 1 marks
the area of the GB at the vicinity of the two-phase region. b Region 2 is ≈ 30µm
away from the two-phase region. Further, in b is seen a low-angle GB (indicated
by a black arrow) intersecting with the Σ5 GB and locally bending it. c-d Region
1: c HAADF-STEM image of the Σ5 viewed along the [0 0 1] tilt axis. The GB is
inclined and the boundary plane can be divided into nearly symmetric (2 1 0), (4 3 0)
and (3 1 0) segments. d STEM-EDS mapping of the region, which is indicated in c
by a black dashed rectangle. The GB is enriched by Zn with a weak decrease from
top to bottom. e-f Region 2: e HAADF-STEM image shows strong inclinations
of the boundary. f Corresponding STEM-EDS map of the black dashed rectangle
region shows no clear enrichment of Zn.

atom probe tomography (APT) experiments from the same regions as our STEM
investigations.

Grain boundary composition1

Figure 5.17a presents the reconstructed 3D-volume of the needle-shaped specimen
viewed along the [0 0 1] tilt axis extracted from Region 1 (Zn-rich), where the GB is

1The APT data acquisition and analysis was done by Dr. Xuyang Zhou.
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positioned at a 45◦ angle ∼100nm away from the apex. Besides the segregation of
Zn, a clear indication of B and C segregation can be observed at the boundary. The
3D atom map of B shows a rather unusual behavior in the form of a tail that extends
into the lower grain for nearly 50 nm. The concentration profile of B extracted
across the GB in Fig. 5.17b verifies this observation, which will be discussed later.
According to APT, the bulk concentration of Zn is ∼ 5.5 at.% in agreement with
the STEM-EDS measurements (Fig. 5.16). The averaged GB concentration of Zn
reaches a value of ∼ 10 at.%. Note, this concentration is lower than our STEM-EDS
measurements, because the cylinder to extract the concentration has a diameter
of 30nm. However, the Zn patches with concentrations ≥ 30 at.% are few nm big.
Similar to our previous results on the Zn-free GB (see Sec. 5.1), the Al concentration
decreases to ∼ 2.7 at.% at the GB due to the presence of B and C [18]. Both
concentration profiles of B and C show a broadened and asymmetric shape with
a tail towards the left side corresponding to the lower grain in the reconstruction
(Fig. 5.17a). The peak concentration of B and C is reduced by a factor of ∼4 and
∼10, respectively, compared to the initially investigated GB before Zn segregation
[18]. A close inspection of the peak locations of the concentration profiles reveals an
offset of the B peak of ∼1 nm with respect to that of the Zn concentration peak. A
similar behavior was obtained in a different APT specimen as shown in the Fig. 5.18.
Deeper analysis allows information about the IE Γi of solute i, which describes the
number of atoms per unit area at interfaces [152]. It is ΓZn ≈ 16.2 atoms/nm2,
where 8 atoms/nm2 would correspond to one monolayer at the Σ5 (3 1 0) GB.

Observations of the in plane distribution of Zn within the GB obtained by APT
reveals that Zn is arranged in the form of segregation lines which are aligned along
the [001] tilt axis, while B and C are homogeneously distributed within the GB as
shown in Fig. 5.17c. A similar modulation in Zn concentration across these segre-
gation lines as observed by STEM-EDS (Fig. 5.16) into Zn-rich and -lean regions is
noticed by APT as shown in Fig. 5.17d.

APT investigations were also performed in Region 2 showing a much lower average
bulk Zn content of ∼0.5 at.%, where STEM-EDS measurements only gave a slight
hint for Zn segregation (see Fig. 5.14f). Figure 5.19a shows the 3D APT reconstruc-
tion of Zn, B and C in Region 2 of the bicrystal. The GB is clearly enriched in B and
C with peak concentration values of ∼1.8 at.% and ∼1 at.%, respectively, shown
in Fig. 5.19b. However, no clear sign of Zn segregation is found. In comparison to
the Zn-rich Region 1 of Fig. 5.17b, the peak B and C concentration at the GB in
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the Zn-lean Region 2 is nearly a factor of 4 higher, similar to values obtained in the
initial as-grown bicrystal [18]. Furthermore, the concentration profiles of B as well
as C adopt a symmetric shape, in contrast to that observed in Region 1 (Fig. 5.17b).

Atomic grain boundary structure

To explore the underlying atomic GB structure in both Region 1 (Zn-rich) and 2
(Zn-lean), we used atomic resolution HAADF-STEM imaging as shown in Fig. 5.21.
The HAADF-STEM overview image of the GB in Region 1 shown in the Fig. 5.20a
reveals a slight curvature of the GB, which leads to the formation of different
nanoscale GB facets with varying GB planes close to (3 1 0). The atomic resolu-
tion images of Fig. 5.21a and b show that the GB structure is composed of kite-type
structural units, which are disrupted by GB defects. Locally, the GB habit plane is
modulating between ((3 1 0))- and (2 1 0)-type as well as asymmetric GB segments.
The GB in Region 2 (Zn-lean) is composed of nanofacets with different GB plane

inclinations (see Fig. 5.14e and Fig. 5.20b). Figure 5.18b shows an overview HAADF-
STEM image of the GB in Region 2, where the GB alternates between symmetric
(2 1 0) and asymmetric segments. The atomic GB structure shown in Fig. 5.21c
shows a near (3 1 0) GB with kite-type structural units, which are interrupted by
GB steps or dislocations (highlighted by dashed cyan circles) to compensate for
deviations in GB inclination. In other areas in Region 2 the GB is dissociating
into a nanofaceted structure (see Fig. 5.21d). This strong inclinations could only be
explained with the diffusion of Zn. For comparison the same bicrystal but without
Zn was annealed under the same conditions. The atomic structure of the GB does
not show any inclinations (see Fig. 5.22).

Co-segregation of Zn and B

In order to explore the interaction of B and Zn, their influence on segregation and
cohesive energies, we performed first principles DFT calculations2 of the Σ5 (3 1 0)
as well as Σ5 (2 1 0) GBs. The GB structures with all possible segregation sites
considered for Zn (green) and B (blue) atoms are displayed in Fig. 5.23a and b. The
segregation energies of Zn EZn

seg with and without interstitial B for the Σ5 (3 1 0) and
(2 1 0) GBs are shown in Fig. 5.23c and d. Zinc alone has a similarly high segregation
energy for its lowest energy position at z = 0 Å in a substitutional site within the

2All DFT calculations were performed by Dr. D. Scheiber.
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GB plane for both GBs of −0.57 eV and −0.58 eV , respectively. However, if B is
present the overall segregation energies of Zn are strongly reduced (see the cyan
triangles). For example, the presence of B lowers the segregation energy of Zn at
the GB center position (z = 0Å) by a factor of ∼6 to −0.09 eV for the Σ5 (3 1 0)
GB. Only for Zn farthest away from the GB considered here at z = ±2 Å a slightly
higher EZn

seg of −0.30 eV is obtained. A similar trend is observed for the Σ5 (2 1 0)
GB, where the segregation energies are reduced by a factor of ∼2-3 in the presence
of B. A possible configuration with Zn at z = 0 Å with nearly the same segregation
energy as without B is found. This suggests that the Σ5 (2 1 0) GB shows a slightly
higher probability for Zn to segregate with B being present than the Σ5 (3 1 0) GB.

Based on the calculated segregation energies, we estimate the enrichment of Zn
at the GB at 800◦C using the White-Coghlan isotherm [27]. This allows us to
explore the influence of the bulk Zn concentration and the impact of B on the
expected amount of Zn at the GB in the theoretical high temperature limit, which
corresponds to the annealing temperature of the bicrystal diffusion couple. Since
both the Σ5 (3 1 0) and (2 1 0) GBs show a similar minimum segregation energy of
Zn alone, the Zn concentration is predicted to be nearly the same at both GBs.
It increases monotonically with increasing Zn bulk content as shown in Fig. 5.23e
(green dots). When B is also present at the GBs, a strong reduction of the maximum
Zn content can be observed for both interfaces. For the Σ5 (3 1 0) GB (solid lines)
a reduction in the Zn concentration from 85 at.% to 30 at.% is observed for a bulk
Zn concentration of 5.5 at.%, which corresponds to the Zn-rich Region 1 in the
experiments. A similar trend is observed for lower Zn bulk contents. The reduction
in GB Zn concentration is less pronounced for the Σ5 (2 1 0) boundary as illustrated
in Fig. 5.23e (dashed lines). These predictions indicate that B does not only strongly
reduce the segregation energies, but with this also significantly lowers the maximum
attainable Zn content at the GBs within the thermodynamic limit at the annealing
temperature.

Grain boundary cohesion

To assess the effects of co-segregation of Zn and B on GB cohesion, we calcu-
lated the theoretical work of separation Wsep for the Σ5 (3 1 0) and Σ5 (2 1 0) GBs
as shown in Fig. 5.23f. Both GBs show very similar cohesive properties in the pure
state without any solutes present resulting in a work of separation of 3.5 J/m2.
With the addition of a single B atom (corresponds to a half monolayer), the co-
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hesive energy increases to 4.3 and 4 J/m2 for the Σ5 (3 1 0) and the Σ5 (2 1 0) GB,
respectively. This is an enormous increase in cohesion by up to 23 % in comparison
to the unalloyed GB. We then investigated the effects of Zn additions to the GBs
and found that the Wsep decreases almost linear for both GBs, albeit with a steeper
slope for the Σ5 (3 1 0) GB. For the case when no B is present at the GBs, four
Zn atoms lower the work of separation to 2.3 J/m2 for the Σ5 (3 1 0) GB. It should
be noted that from the total number of atoms in Fig. 5.23a, one Zn atom would
correspond to 10 at.%. The reduction of Wsep is less pronounced for the Σ5 (2 1 0)
GB with the same number of Zn atoms to 3 J/m2. However, as shown in Fig. 5.23b
the number of substitutional atoms at the GB are higher and one Zn atom corre-
sponds to 6.25 at.%. If both B and Zn are considered, it is found that the cohesion
reducing effects of Zn are compensated by the presence of B. Even when three Zn
atoms are added to both GBs, the work of separation is still higher than that of the
pure interfaces. This shows that the effect of impurity atoms on GB cohesion is to
a large extent purely additive.

From these observations clear implications can be established for GB-based alloy
design to prevent LME. The natural abundance of B and other impurity elements as
well as controlling their content through alloying strongly reduces the tendency for
Zn segregation. The presence of cohesion enhancing elements such as B counteracts
Zn embrittlement, while the reduction in Zn content through B by itself mitigates
the detrimental properties of Zn.

5.8 Discussion

In this study, the nanoscale segregation behaviour of Zn in the presence of B and C
at a Σ5 (3 1 0)[0 0 1] bcc-Fe tilt GB was investigated. It is found that Zn is forming
a periodic, line-type segregation pattern with nanometer periodicity in regions with
high Zn bulk concentration. This decomposition into Zn-rich and Zn-lean regions
can be attributed to GB defects. Furthermore, it is observed that the impurity
element B strongly reduces the segregation tendency of Zn to the GB and with this
its maximum concentration at the interface. Boron is even capable of compensating
for the tendency of Zn to embrittle the GB for relatively low B concentrations.
These insights may provide novel pathways of utilizing impurity elements as a tool
to prevent LME.

The observed modulations in Zn-rich (∼35at.%) and Zn-lean (∼15 at.%) regions
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along the GB may originate from the role of GB defects in the formation of this Zn
segregation pattern. These Zn modulations alone would lead to local fluctuations
in the work of separation along the GB, given the results obtained by DFT. Such
local compositional variations at GBs have not been taken into account to explain
the origins of LME or GB fracture [103, 204, 208, 222–231].
From APT it is observed that the impurity elements B and C are homogeneously

distributed within the GB plane in the same area. However, their peak concentration
is reduced compared to the as-grown bicrystal [18]. The asymmetric segregation
profiles of B and C indicate that the GB has migrated during the annealing treatment
either induced by Zn segregation [88, 102, 232] or through the triple line, where the
GB connected to the liquid Zn reservoir during annealing [233].
Following our first-principles calculations, the strong repulsive interactions be-

tween B and Zn lead to a significant reduction in the segregation tendency of Zn in
the presence of B. This ultimately leads to a reduction in the maximum Zn concen-
tration at the GB, which by itself has a positive effect on GB cohesion [234, 235].
Furthermore, the trends in calculated cohesive properties of the GB clearly indicate
that even lower levels of B comparable to those observed experimentally are capable
to compensate for the embrittling effects of Zn. Since both B and C are known
to enhance GB cohesion [17, 159, 160, 167], our calculated values for the work of
separation only considering B are a lower bound and it is expected that C has a
similarly positive effect on GB cohesion [20, 234, 236].
While LME is a complex, hierarchical process leading to material failure by the

ingress of liquid metal along GBs, it has been indicated that GB composition and
local co-segregation effects ahead of the crack tip are decisive in the underlying
mechanisms [210, 215, 237]. Razmpoosh et al. [210] suggested that segregation
effects on GB cohesion can be attributed to electronic structure modifications, which
so far remain unexplored. However, we show that the evolving GB composition and
intrinsic elemental interactions are crucial in understanding their effects on GB
cohesion.

5.9 Conclusion

Our work emphasizes the role of cohesion enhancing impurity elements such as B and
C and how they can be used to prevent GB failure induced during Zn induced LME.
Impurity elements are typically scarce, but an abundant source in engineering alloys
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that is rarely used for material engineering. Two regions of the Σ5 [0 0 1] (3 1 0) GB
with different Zn bulk concentrations (about 5.5 at.% and 0.5 at.%) were investigated
with STEM-imaging, STEM-EDS and APT. The Zn-rich region showed nanometer
size spaced Zn columns with concentrations of ≥ 30 at%. This nanoscale segregation
patterning can be due to the presence of GB defects. Our structural investigations
showed nanofacetting of the GB with varying (3 1 0) and (2 1 0) as well as asymmetric
planes. The SU at the GB is still kite-type, but they are more disrupted by GB
defects as the Zn-free GB. On the other hand, the Zn-poor region was showing
stronger facetting, with shorter facet lengths. Analysis on Zn segregation gave only
a hint on a weak segregation of Zn. The ab-initio DFT calculations reveal that B
hinders Zn segregation and compensates for its loss in GB cohesion. The results
demonstrate that impurity segregation can mitigate the embrittling effects of Zn by
hindering its segregation to GBs and leveling its reduction in GB cohesion.
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Figure 5.15: Microstructural characterisation a A BSE image shows the formation of a
two-phase region, which extended up to ≈ 150µm. The out-of plane inverse pole
figure shows orientation of the two-phase region to be close to [0 1 2], while the α-
Fe region maintained the [0 0 1] direction. TEM specimen were extracted from the
black dashed box. b ABF-STEM image and corresponding STEM-EDS mapping of
the GB show the GB completely dewetted and transformed into a Zn-rich phase.
The line profile in c shows a concentration of ≈ 40 at.% Zn.
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Figure 5.16: High resolution STEM-EDS at different acceleration voltages. a The
HAADF-STEM and corresponding Zn elemental map show formation of Zn clus-
ters with concentrations of ≈ 30 at.%. To improve the STEM-EDS resolution, the
acceleration voltage was reduced to 120 kV as shown in b. The incident electrons
are scattered to lower angles due to the presence of the Zn clusters resulting in a
dark contrast in the HAADF- as well as LAADF-STEM image but a bright con-
trast in the ABF-STEM image. The Zn concentration profile along the GB shows
a periodicity of 3− 4nm with concentrations varying from 10 at.% to 40 at.%.
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Figure 5.17: Segregation of Zn, B, C and depletion of Al at the Σ5 [0 0 1] GB of region
1 a 3D APT reconstruction showing the distribution of Zn, B and C viewed along
the [0 0 1] tilt axis. Using an iso-concentration value of 10 at.% for Zn, 0.5 at.% for
B and 0.3 at.% for C highlights the segregation of these elements to the GB. b The
composition profile extracted from a cylindrical region with diameter of 30nm is
extracted across the GB (shown as orange arrow in a). A clear increase of Zn, B
and C is shown at the GB, while the concentration of Al decreases. The maximum
concentration peak of Zn and C is at 24.7nm, while B concentration reaches the
maximum already at 23.5nm same as the minimum of Al. The Zn concentration
first decreases slightly at the vicinity of the boundary until it increases steeply. The
C and B concentration do not show such decrease at the vicinity of the GB. The B
concentration shows a continuous increase over a large range of several tens of nm
before reaching the maximum value and then it decreases abruptly to nearly 0 at.%.
c Rotation of the APT reconstruction in a such that the distribution of Zn, B and
C onto the GB plane is shown, i.e. the viewing direction is along the GB plane.
While B and C show no formation of patches, Zn forms columnar patches elongated
along the tilt axis. d A concentration profile extracted along the orange arrow in c
shows the concentration and distances of Zn columns.
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Figure 5.18: Segregation of Zn, B and C at the Σ5 [0 0 1] GB of region 1 a 3D APT
reconstruction of showing the segregation of Zn, B and C at the GB. The GB is
split into two parts connected through a large step, whic is also enriched with Zn A
concentration profile across the bottom GB is shown in b. bStrong segregation of
Zn and a moderate enrichment level of B and C of ≤ 0.5 at.%. The Zn distribution
shows a stronger depletion into the right grain, where the concentration peak of B
and C are located. The latter elements show a tail into the right grain.
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Figure 5.19: Segregation of Zn, B, and C at the Σ5 [0 0 1] GB of region 2. a 3D APT
reconstruction showing the distribution of Zn, B and C. The [0 0 1] tilt axis shows
upwards. Using an isoconcentration value of 0.5 at.% for Zn and B and 0.3 at.% for
C highlights the segregation of these elements to the GB. b The composition profile
extracted from a cylindrical region with diameter of 30nm is extracted across the
GB (shown as orange arrow in a). A clear increase of B and C is shown at the GB,
while the concentration of Zn stays unchanged. The maximum concentration peak
of B and C is at the same position of ≈ 18.5nm. Both elements show a symmetric
concentration profile.
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Figure 5.20: HAADF-STEM of the Σ5 [0 0 1] GB from region 1 and 2 a Overview HAADF-
STEM image showing the inclinations of the GB from nearly symmetric (2 1 0)
into an asymmetric configuration of (3 2 0)/(3 1 0) boundary planes. The dashed
square indicates the region analyzed at atomic level shown in Fig. 5.21a and b. b
Overview HAADF-STEM image of the GB from the region 2. The GB inclinates
from symmetric (2 1 0) into an asymmetric configuration of (0 1 0)/(1 1 0) boundary
planes.
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Figure 5.21: Atomic structure of the Σ5 [0 0 1] GB in the Fe-4at.%Al bi-crystal. a,b
High-resolution HAADF-STEM images from region 1 shows the formation of kite-
type structural units (purple color), where extra atoms are introduced to shift the
SU parallel and perpendicular to the boundary plane normal. From the FFT in a
the misorientation angle is determined to 40◦. c High-resolution HAADF-STEM
images from region 2 of the area marked by the upper dashed square in 5.18b. The
GB consists of perfect kite-type SU interrupted by GB defects, which result in the
inclination of the boundary. d High-resolution HAADF-STEM image of the region
marked by the lower dashed square in 5.18b. The GB is facetting into symmetric
(3 1 0)/(3 1 0) and asymmetric (4 3 0)/(4 1 0). The scale bar in a,band c 1nm and
in d 2nm.
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Figure 5.22: Influence of annealing on GB structure a HAADF-STEM overview image of
the GB shows no inclinations of the GB. b The atomic-resolved HAADF-STEM
image shows the kite-type SUs of the GB with a symmetric (3 1 0) boundary plane.
The GB contains small defects highlighted by a blue dashed circle. The Scale bar
in a is 200nm and in b it is 1nm.
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Figure 5.23: Modelling of Zn segregation to Σ5 [0 0 1] GB with and without B. Atomic
structure of Σ5 [0 0 1](3 1 0) (a) and of Σ5 [0 0 1](2 1 0) GB with interstitial B (blue)
and substitutional positions (purple = Fe, green = Zn). c Zn segregation energies
from DFT for Zn to pure GB (green circles) and to GB when B is present (cyan
triangles). d Zn segregation energies from DFT for Zn to pure GB (green circles)
and to GB when B is present (cyan triangles). e Zn concentration at the GB as
a function of the Zn bulk concentration modelled for Σ5 [0 0 1](3 1 0) (solid line)
as well as Σ5 [0 0 1](2 1 0) (dashed line) GB. For both GBs the enrichment level
was calculated with (cyan) and without (green) B. The vertical lines highlight the
observed Zn concentrations in bulk - namely 0.5 at.% and 5.5 at.%. f Modelled
GB cohesion for different number of Zn atoms at Σ5 [0 0 1](3 1 0) (solid line) and
Σ5 [0 0 1](2 1 0) (dashed line) GB with (cyan) B and for GBs where B is not present
(green).
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5.10 Formation of nanocrystalline grain boundary
oxides in a bcc-Fe-4 at.%Al bicrystal promoted
by Mn diffusion

This section is based on:

A. Ahmadian, C. H. Liebscher and G. Dehm “Formation of nanocrystalline grain
boundary oxides in a bcc-Fe-4 at.%Al bicrystal promoted by Mn diffusion”, Unpub-
lished.

5.11 Introduction

In the past, the automotive industry has focused on the development of steels with
high strength and ductility [238]. In recent years, however, the focus has been on
reducing the weight of cars in order to minimize fuel consumption and emissions of
greenhouse gases without any loss of ductility or strength [239]. Weight reduction is
obtained either by reducing the size of the car bodies or their density. The latter one
is achieved by incorporating lighter elements such as Al [38, 168, 239, 240]. Rana
et al. [168] showed that addition of 6.8wt.% Al in Fe decreases the density by 7.5 %.
This is due to an expansion of the crystal lattice. Recently, ferritic lightweight
Fe-Al-Mn-C steels were developed containing low amount of Al and Mn to form a
duplex (α+γ)-phase microstructurem. The low amount of Mn is used to enhance the
deoxidizing effect of Al at low bulk concentrations [240–243]. Steels with a duplex
phase microstructure are known to exhibit higher strength and ductility than single
phase steels [244]. To obtain a duplex microstructure, the alloy is processed by
several thermomechanical steps in oxygen (O) or water vapor environments, e.g.
hot rolling [245]. These heat treatments can lead to the oxidation of the steel and
hence, the formation of an outer oxide layer but even internal oxidation features. If
the diffusivity of O into the material is higher than the diffusivity of the alloying
elements such as Al or Mn to the free surface, internal oxides will form underneath
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the surface [246].

Internal oxidation can occur inside the bulk or along grain boundaries (GBs)
[247–250]. The latter case leads to a weakening of the GB [251, 252]. Therefore,
GB oxidation needs to be prevented to avoid GB embrittlement and intergranular
cracking. Phaniraj et al. [253] carried out SEM studies by means of EBSD and EDS
on a polycrystalline ferritic stainless steel. They found out that Σ boundaries have
a stronger resistance to oxidation than random GBs, whereby the angular deviation
∆Θ from the ideal Σ-boundary is an important key factor for the resistivity. The
resistivity increases for smaller ∆Θ. Similar results were also found in the Ni-Fe
alloys [254, 255]. It should be mentioned that the formation of oxides along the GB
depends strongly on the underlying atomic structure of the boundary [83].

In the case of Al2O3, there are different metastable polymorphs besides the stable
α-Al2O3. Depending on the arrangement of the O-anions, the metastable aluminas
can be divided into a fcc or hcp packing [256]. The Al2O3 structures based on fcc
packing are γ, η, Θ and δ, while the phases κ, α and χ are based on a hcp pack-
ing [257]. The difference of the γ-, δ and Θ-Al2O3 is the distribution of the Al3+

cations. For Θ-Al2O3 it is well known that the Al3+ cations occupy in equal amounts
octahedral and tetrahedral sites [258]. For γ- and δ-Al2O3 the situation is more com-
plex, because of their highly defective structure and coexistence. This phenomenon
makes it challenging to analyse the crystallographic structure of the γ- and δ-Al2O3

[257, 259–261]. Recently, Kovarik et al.[259] performed atomic-resolved HAADF-
STEM imaging on the δ-Al2O3 polymorph. Their studies show the appearance of
two highly intergrown structures δ1- and δ2-Al2O3, which have an orthorhombic
(space group P21P21P21) and a monoclinic (space group P21) structure and lack
in a long-range periodicity along one principal direction. Furthermore, they found
out from DFT calculations that the δ1-, δ2- and Θ-Al2O3 have similar enthalpy of
formation. This is the reason, why these phases coexist simultaneously.

Due to the limited knowledge on the structure and composition of GB oxide
phases, it is crucial to understand their formation mechanisms and impact on mate-
rial properties. Hence, an atomic-scale characterization is needed, which was done
for a special GB here. In this work, we study GB oxidation in a ferritic Fe-4.%Al
bicrystal coated with Mn and high vacuum annealed at 700 ◦C for 72 hours. Previ-
ous studies on the bicrystal with a Σ5 [0 0 1] (3 1 0) GB showed a depletion of Al at
the GB due to the segregation of B and C [18]. The formation of nanocrystalline
oxides with a Al2O3 core and a FeAlMnO shell were found by SEM-EDS and STEM-
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EDS. Moreover, the oxide-free GB showed no Al and Mn and the atomic structure
showed kite-type SUs.

5.12 Results

The diffusion couple of Mn and Fe-4 at.%Al bicrystal was annealed at 700 ◦C to
allow the diffusion of Mn into the sample. Figure 5.24a schematically represents
the setup of the diffusion process, where the [0 0 1] tilt axis is oriented upwards.
As shown in the SE-micrograph in Fig. 5.24b the Mn diffused ≈ 18µm into the
bicrystal. Figure 5.24c shows a closer look using the BSE signal of this region.
Narrow secondary phases with lateral width of ≤ 0.5µm formed in the bulk as
well as at the GB. The Al- and Mn-elemental maps from SEM-EDS indicate that
these secondary phases are enriched with Al and Mn as shown in Fig. 5.24d. Cross-
section TEM specimen were extracted from the region around the GB including the
secondary phases to investigate the segregation level of Mn and Al at the GB.

Figure 5.25a shows an overview HAADF-STEM image, viewed along the common
[0 0 1]-direction of the neighboring grains. The indicated GB (red line) as well as
the grains are decorated with precipitates. The corresponding ABF-STEM image
(Fig. 5.25b) shows a high density of dislocations around the precipitates. These
dislocations are induced by the formation of the secondary phases. In order to
understand the elemental distribution, STEM-EDS elemental maps shown in Fig-
ure 5.26a-d indicate that the precipitates are rich in Al, Mn and O but depleted
in Fe. However, the distribution of these elements is not uniform within a single
precipitate. Especially the precipitate center corresponding to a location close to
the GB core here only contains Al and O, but no Mn ( see Fig. 5.26b and c). The
concentration profile across the precipitate in Fig. 5.26e shows an increase of Mn
from 0 at.% in the bulk to ≈ 9 at.% in the outer shell of the precipitate. This concen-
tration drops to zero in the precipitate core. The Al concentration also starts with
a 0 at.% bulk concentration and increases to a maximum concentration of ≈ 40 at.%
in the precipitate core. The O concentration here reaches a value of ≈ 60 at.%, while
the concentration of Fe decreases to 0 at.% in the core. It should be mentioned that
the absolute O content need to be approached with caution due to absorption effects
on the corresponding low X-ray energy. However, these measurements indicate that
an Al2O3 formed at the GB that has a shell of a MnFe-oxide.

In order to determine the Al2O3 phase, electron energy-loss near-edge structure
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Figure 5.24: SEM-EDS analysis of the Σ5 [0 0 1] (3 1 0) GB. a Schematic representation of
the diffusion experiment, where the Mn layer was deposited onto the (0 0 1) surfaces
of the bicrystal. By annealing the Mn atoms diffuse into the material. b SEM
overview micrograph of the Σ5 [0 0 1] (3 1 0) GB after Mn diffusion along the [0 0 1]-
tilt axis. The GB is marked by a yellow line. c The BSE image near the surface
shows formation of secondary phases. d The corresponding EDS elemental maps of
Al and Mn show the enrichment of the GB as well as AlMn-rich secondary phases
in the bulk. The scale bar in b is 30µm and in c as well as d is 2µm

(ELNES) of the EEL spectra can be analyzed. Figure 5.27 shows the ELNES of
the Al L2,3 and O-K edges recorded over a GB precipitate (blue). For comparison,
Fig. 5.27 shows also the spectra of α-, γ- and δ-Al2O3 taken by Levin et al.[262].
For α-Al2O3 the ELNES of the Al L2,3 edge is sharp (see Fig. 5.27a). In α-Al2O3

the O- anions are arranged in a hexagonal close-packed lattice and the Al3+-cations
occupy two-third of the octahedral interstitial sites of the O sublattice. In contrast,
the ELNES of the Al L2,3-edge of the GB oxide shows a broadening of the intense
peak similar to γ- and δ-Al2O3. Closer view on the γ-Al2O3 spectrum in Fig. 5.27a
shows a weak shoulder at lower energy loss of the Al L2,3-edge, which is missing
in the δ-Al2O3. This shoulder corresponds to Al3+-ions occupying tetragonal sites.
Therefore, the measured spectrum of the GB oxide is in good agreement with the Al
L2,3 edge of the δ-Al2O3. The corresponding ELNES of the O-K edges are shown in
Fig. 5.27b. The O-K edge of the GB oxide shows no pre-edge, so that beam damage
in form of radiolysis and/or formation of O-O bonds at the surface are not forming.
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Figure 5.25: Overview HAADF-STEM image. aHAADF-STEM overview image of the GB
indicated by a red line. The GB as well as the grains are decorated with secondary
phases. The cooresponding ABF-STEM image in b shows a higher fraction of
dislocations around the secondary phases. Closer inspections were done on the
region marked by a white box in a. The scale bar in a and b is 500nm.
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Figure 5.26: STEM-EDS analysis of the GB precipitates. a-d STEM-EDS elemental map
for Fe, Mn, Al and O are show the enrichment of the core with Al and O, while Mn
is enriched at the shell of the precipitate. e shows the corresponding concentration
profile across the precipitate, which is indicated by a white arrow in a. Mn reaches a
maximum concentration of ≈ 9 at.% at the shell, while Al and O reach a maximum
of 40 at.% and 60 at.% at the center of the precipitate. The precipitate core is free
of Fe. The scale bar in a-d is 200nm.
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Figure 5.27: EELS analysis of GB oxide. a ELNES of Al L2,3-edge and b O-K edge measured
(blue spectrum) at the GB oxide. The black spectra were recorded from bulk α−,
γ- and δ-Al2O3 by Levin et al.[262].

The shape of the broad peak appearing at around 560 eV , which is also found in γ-
and δ-Al2O3 but not in α-Al2O3. However, the main intense peak at ≈ 545 eV in γ-
and δ-Al2O3 is asymmetric, while our spectrum shows a symmetric peak similar to
the α-Al2O3. Furthermore, the γ- and δ-Al2O3 have a small peak at about 560 eV ,
which is absent in the spectrum of the GB oxide.

In order to understand the structure of the GB oxide, HRTEM imaging as shown
in Fig. 5.28a of the Al2O3 core reveals domains with different orientations and grain
sizes of ≤ 20nm. The corresponding FFT shown in Fig. 5.28b also confirms the
nanocrystalline nature of the oxide. Additionally, the pattern in Fig. 5.28b suggest
a complex superstructure of different phases with different lattice parameters.

Figure 5.29a shows the GB region between two oxides. Despite the GB inclination
of ≈ 8◦ from the ideal (3 1 0)-plane, the arrangement of the atoms at the GB show
of kite-type SUs (see Fig. 5.29). As already seen in Fig. 5.26, no Al and Mn is found
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a b
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Figure 5.28: HRTEM imaging and corresponding FFTs of the GB precipitate core
a HRTEM image of the GB core viewed along the [0 0 1]-axis of the α-Fe grains
shows different oriented domains. The corresponding FFT image in b confirms the
nanocrystalline nature. The scale bar in a is 10nm.

in this regions. This is confirmed by comparing the STEM-EDS spectra of two areas
marked by blue and red rectangle in Fig. 5.29a. In Fig 5.29b the red spectrum shows
the spectrum from the region around the GB and the blue spectrum from the oxide
shell. No Mn- and Al-K peaks are detected at the GB region between the oxide
precipitates, while a strong Al-K and Mn-K peaks as well as a decreased Fe-K peak
are seen in the blue spectrum.

Discussion

In this work the precipitation of oxides at a Σ5 [0 0 1] (3 1 0) GB in α-Fe-4 at.%Al
was studied after diffusion of Mn. Both the grains as well as the GB show ox-
ides, which range to a depth of ≈ 18µm. Auinger et al.[263] evaluated the internal
oxidation of different Fe-based ternary alloys by annealing at 700◦C for 1 hour
in Ar/2.5 vo.l%H2/0.94 vol.%H2O. For Fe-2.22wt.%Mn-1.%Al, oxides formed at a
depth of 2.4µm into the grains and 8.2µm along the GB. Extrapolating the oxida-
tion depth for 72 hours would give 20.4µm oxidized length within the grains, which
is a bit larger than our observations. However, it should be mentioned that our ex-
periments were done in high vacuum with a pressure p ≈ 10−5mbar, while the work
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Figure 5.29: Atomic structure of the GBa HAADF-STEM image of the precipitate-free GB
shows a slight inclination of ≈ 8◦ from the ideal (3 1 0) direction. STEM-EDS
spectra taken from the oxide and outside the oxide around the GB are shown in b.
The GB area shows no sign of Al and Mn. c High-resolution HAADF-STEM of the
GB shows kite-type SUs. The scale bar in a is 20nm and 2nm in c.

of Ainger et al.[263] were done in a humid environment. Further, their analysis did
not show whether Al or Mn or both oxidized. Our investigations showed the forma-
tion of Al2O3 surrounded by a MnO shell at the Σ5 GB. The origin of the internal
oxidation is not fully understood. Since the internal oxidation is limited to the area
where Mn has penetrated, it can be assumed that there is a relationship between
Mn diffusion and internal oxidation. This is supported by our previous studies,
where the bicrystal without Mn was annealed at 800◦C for 80hours in the same
high-vacuum furnace and it showed no internal oxidation of the GB (see Fig. 5.22).
One possible explanation is that Mn (hydr)oxidized before annealing, so that Mn
was promoting the diffusion of oxygen or hydroxide into the bicrystal. The reason,
why Al2O3 core formed can be explained with the Ellingham-Richardson diagram
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[264, 265]. At 700◦C the Al2O3 has a lower enthalpy of formation than for MnO.
Therefore, the MnO will be reduced by the Al2O3.

The presented ELNES spectra of the Al L2,3 of the GB oxide corresponds well
with the reported [262] δ-Al2O3 polymorph. The shoulder, which appears at about
73 eV in Fig 5.27a corresponds to metallic Al. However, the same analysis on the O-
K edge does not uniquely identify the δ-Al2O3. It seems to be a superposition of the
α- and δ-Al2O3 phase. It should be mentoned that besides the polymorphs shown in
Fig. 5.27, there are also other metastable phases such as Θ, η or κ. From the work
of Kovarik et al. [259] it is known that different variants of the δ-Al2O3 structure
and the Θ-phase can coexist in a bulk oxide. This was confirmed by HRTEM
images of the GB oxide core showing a complex nanocrystalline superstructure.
It is known that in general the orientation of GB precipitates depend on the GB
character (misorientation and inclination angle) and atomic structure [10]. Our
results show that multiple orientations occur at GB oxides. Outside the oxides, the
GB showed inclinations away from the ideal (3 1 0) plane. This inclinations could be
responsible for the nanocrystalline structure of the oxides. Even with inclinations,
the GB structure maintained the kite-type SUs [18] and no Al and Mn was left in
the bulk or the precipitate-free GB because all Al and Mn atoms were bound in the
precipitates.

5.13 Conclusion

GB oxidation at high temperatures has a detrimental effect on the strength of poly-
crstalline materials. The oxidation resistance of a GB depends on the misorientation
of the adjoining grains and the inclination angle of the boundary with respect to the
grains. Here, the diffusion of Mn into a symmetric Σ5 [0 0 1] (3 1 0) tilt grain bound-
ary in α-Fe-4 at.% Al bicrystal is evaluated using SEM- and STEM-EDS. Nanoscale
oxides formed along the grain boundary and show a core-shell structure. While the
core consists of Al2O3, the shell is enriched with Mn. Because of the GB precipitated
oxides, no Al and Mn was detected in the precipitate-free GB zone. Therefore, the
focus was on deeper investigations of the oxide core using ELNES analysis, which
showed similarities of δ-Al2O3 but there is a possibility of other coexisting phases
such as Θ-Al2O3. Furthermore, HRTEM imaging of this polymorphic oxide core
was showing a nanocrystalline structure with grain sizes of ≤ 20nm. The origin of
the nanocrystalline structure could be explained by the inclinations of the GB. Our
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studies shed new light on the complex structure of GB oxides, which have not been
studied, yet.
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6 Summary and outlook

The aim of this work was to study the structure and composition of a bcc-Fe GB
with respect to the following questions:

1. Why would the usually ductile bcc-Fe become brittle and show intergranular
failure when it is alloyed with Al, Zn or Mn?

2. What is the GB segregation profile of this elements and how it would affect
the GB structure?

3. How does co-segregation of B and C play a role in the segregation behavior of
the solutes?

To answer these questions it is necessary to experimentally characterise the GB
down to the atomic scale. For this purpose aberration-corrected (S)TEM imaging
was carried out in combination with EDS, EELS and APT1. The experimental ob-
servations were complemented by first-principles based DFT calculations2 to extract
deeper information about the energy and the cohesive properties of the GB before
and after segregation.

All investigations were done on a Fe-4 at.%Al bicrystal containing a symmetric
Σ5 [0 0 1](3 1 0) GB, which was grown in-house by the Bridgman method. In Ch. 5.1
the structure and composition of the GB were studied by means of Al segregation.
Initially it was assumed by DFT calculations that Al would segregate to the GB.
However, our in-depth experimental investigations of the composition revealed that
instead of enrichment there was a depletion of Al at the GB. This depletion was due
to the presence of B and C, which showed a repulsive interaction with Al. Since
B and C have a higher GB diffusivity in bcc-Fe than Al, they will segregate to the
boundary first and induce a depletion of Al. Even so, B and C segregated to the
GB, the atomic structure of the Σ5 [0 0 1](3 1 0) GB was similar to DFT calculations

1APT experiments were done by Dr. Xuyang Zhou from MPIE
2Performed by Dr. D. Scheiber and Prof. Dr. Lorenz Romaner from MCL Leoben
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showing kite-type SUs with small disruptions due to GB dislocations and steps/
disconnections. It should be emphasized that it was due to the experimental studies
that could explain the depletion of Al and answer the above questions.

In Ch. 5.5 the segregation behaviour of Zn was studied. For that a diffusion couple
of the Fe-4 at.%Al bicrystal and Zn was produced by hot-dip galvanization. The
diffusion couple was sealed in a evacuated quartz tube and annealed at 800 ◦C for
80 hours. The annealing led to the formation of a two-phase zone consisting of α-Fe
and Γ-Zn. Two regions of the GB were further investigated and compared with each
other. Region 1 was few µm below the two-phase zone with a high Zn concentration
(5.5 at.%). In this region the GB was enriched with nanoscale segregation patterns of
Zn. The concentration level of B and C reduced significantly and their distribution
has broadened across the GB. This broadening is related to the Zn distribution and
is explained by a Zn induced DIGM process. The structure of the GB showed a
slight inclination away from the ideal (3 1 0) habit plane leading to the formation
of nanoscale GB facets. Locally, the GB plane was varying between (3 1 0)-, (2 1 0)
and asymmetric GB segments. The GB structure was composed of kite-type SUs
disrupted by GB defects, which could be due to the segregation of Zn inducing
structurally complex GB states. In order to understand the influence of Zn on the
GB cohesion, DFT calculations were performed with and without the presence of
B. The DFT calculations were done only for B because the effect of B and C are
similar. With the DFT calculations it was possible to explain the detrimental effect
of Zn on GBs by lowering its energy. Segregation of B reduced the tendency for
Zn segregation and its concentration at the GB. The DFT calculated value agrees
well with the concentration of the Zn clusters. Since B repulsively interacts with
Zn, it will hinder the reduction of the GB cohesion strength by Zn. Furthermore,
B itself is a cohesion enhancer, i.e. the segregation of B enhances the cohesion
strength. Same studies were done on a second region 2, which was further away and
showed a very low concentration of Zn (0.5 at.%). In this region there was no clear
identification on Zn segregation. However, the B and C concentration increased to
the values of the Zn-free GB in Ch. 5.1. As the bulk concentration was very low in
this region and in combination with the presence of B and C, it can be concluded
that Zn has a very low tendency for GB segregation. Interestingly, the structure of
the GB had a higher fraction of GB defects and the facet lengths were shorter than
in region 1. Comparing the two regions, our Experimental observations allowed to
explain the effect of B and C on the segregation behavior of Zn. Depending on the
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GB concentration level of B and C with respect to the bulk concentration of Zn,
GB segregation of the latter one and thus GB embritllement is avoided. In order
to understand, whether the extracted work of separation is valid, mechanical test
at room temperature and elevated temperatures has to be conducted to understand
fully the LME process. Here, in-situ cantilever bending would be a good option to
study the crack propagation.
In Ch. 5.10 the segregation behavior of Mn was studied. After annealing of the

diffusion couple, Mn penetrated into the Fe-4 at.%Al bicrystal. However, due to
the strong affinity of Mn to form an (hydr)oxide, the diffusion of Mn induced an
internal oxidation of the GB. Deeper analysis of the GB oxides revealed a core-shell
structure with a Al2O3 core and a FeMnO-shell. Our investigations to study the
phase of the oxide core showed a coexistence of different phases. The structure of
the GB oxide core was determined to be nanocrystalline, which was not observed,
yet. One explanation could be GB defects, which can act as nucleation sites for sec-
ondary phases. Our structural investigations of the oxide-free GB show curvatures
of the boundary leading to the formation of GB dislocations or other defects. The
nanocrystalline nature makes it more challenging to determine the phase of each
grain. In order to be able to determine the phases, more profound analysis based on
4D-STEM (nanobeam diffraction) are necessary to extract the exact phases of the
oxide core. Furthermore, APT investigations of the GB oxide would be necessary
to clarify where and how B and C are distributed within the oxides.

Although, our studies were limited on a symmetric Σ5 [0 0 1](3 1 0) tilt GB, the
results can be qualitatively transferred to general, random GBs. This means, the
impurities B and C - with ppm bulk concentrations - have a strong impact on the
segregation behavior of Al and Zn. Al will be completely depleted from the boundary
and Zn will form nanometer size spaced clusters when its bulk concentration is high
enough. However, it should be noted that here the concentration of B and C exceeds
1 at.% but for a polycrystal the concentration of B and C will be lower because
there are more possible segregation sites. Therefore, doping the GB with B and C
is necessary to reach the same presented results.
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