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Abstract: This work discusses model reduction for differential-algebraic systems with
quadratic output equations. Under mild conditions, these systems can be transformed
into a Weierstraß canonical form and, thus, be decoupled into differential equations and
algebraic equations. The corresponding decoupled states are referred to as proper and
improper states. Due to the quadratic function of the state as an output, the proper
and improper states are coupled in the output equation, which imposes a challenge
from a model reduction viewpoint. Keeping the coupling in mind, our goal in this
work is to find important subspaces of the proper and improper states and to reduce
the system accordingly. To that end, we first propose the system’s matrices, the so-
called Gramians, to characterize the system’s dominant subspaces. We pay particular
attention to the computation of the observability Gramians that take into account the
nonlinear coupling between the proper and the improper states. We furthermore show
that the proposed Gramians are related to certain kernel functions, which are used
to identify important subspaces. This allows us to propose a reduction algorithm to
obtain reduced-order systems by removing the subspaces that are difficult to reach,
as well as, difficult to observe. Moreover, we quantify the error between the full-
order and reduced-order models and demonstrate the proposed methodology using three
numerical experiments.

Keywords: model order reduction, balanced truncation, differential-algebraic systems,
quadratic output systems, system Gramians, reduced-order models.

Novelty statement:

• We discuss a balanced truncation approach for linear differential-algebraic equa-
tions with a quadratic output.

• For this, we propose new Gramians, characterizing the importance of the state
from the input-output view-point and show their connections to corresponding
kernel functions that are used to identify important subspaces.

• Moreover, we discuss an algorithm to construct reduced-order models using these
Gramians, and characterize the error between the full-order and reduced-order
models due to the truncation.

• The performance of the proposed methodology is demonstrated using three nu-
merical examples.
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1 Introduction

In this paper, we discuss balanced truncation for a class of descriptor systems with a quadratic
output function of the form

Eẋ(t) = Ax(t) +Bu(t),

y(t) = x(t)TMx(t),
(1)

where E, A ∈ R
n×n, B ∈ R

n×m, and M ∈ R
n×n, where the matrix E is singular, and M is

assumed to be symmetric, i.e., M = MT. Additionally, we assume that the matrix pencil sE−A

is regular—that is, det(sE−A) is not the zero polynomial. The input vector, the state vector, and
the output are denoted by u(t) ∈ Rm, x(t) ∈ Rn and y(t) ∈ R, respectively. In the following, we
also assume that all the finite eigenvalues of the matrix pencil sE−A lie in the negative half-plane,
i.e., the system is asymptotically stable. Note, that these systems can be interpreted as a special
class of Wiener models.
Differential algebraic systems (DAEs) arise when for example, electrical circuits, thermal and

diffusion processes, or multibody systems are modeled by methods such as finite elements or
finite volumes. These systems involve dynamic constraints that lead to algebraic equations, and
therefore analysis tools must be developed for them. The system (1) appears particularly while
investigating the variance or deviation of the state variable from a certain reference point, which
can be represented as a quadratic function of the state.
Models exhibiting complex dynamic behavior, or coming from PDEs discretization, are often

high-fidelity models, i.e., the dimension of the state vector n is large, which makes the engineering
design process computationally infeasible. As a remedy, we seek to employ model reduction tech-
niques that allow us to construct a low-dimensional model which closely resembles the dynamic
behaviors of the high-fidelity model. Our goal, in this paper, is to construct reduced-order models
for the original models (1) while preserving the original structure. Precisely, we aim to determine
the reduced-order models of the form

Ê ˙̂x(t) = Âx̂(t) + B̂u(t), (2a)

ŷ(t) = x̂(t)TM̂x̂(t), (2b)

where Ê, Â ∈ Rr×r, B̂ ∈ Rr×m and M̂ ∈ Rr×r, with M̂ = M̂T and r ≪ n. We obtain the reduced
matrices in (2) by multiplying the matrices of system (1) using two projection matrices, namely,
Wr, Tr ∈ Rn×r, i.e.,

Ê = WT
r ETr, Â = WT

r ATr, B̂ = WT
r B, M̂ = TT

r MTr.

Furthermore, the reduced state and the approximated output are denoted by x̂(t) ∈ Rr and ŷ(t) ∈
R, respectively. The reduced-order model (2) shall approximate the input–to–output behavior of
the full-order model (1), i.e., ‖y−ŷ‖ ≤ tol, where tol is a user-defined tolerance, for all admissible
inputs u.
For ordinary differential equation (ODE) systems with a linear output equation, there exist

several methods to construct reduced-order models, e.g., singular value-based approaches such as
balanced truncation [8, 20, 28] and Hankel norm approximations [13]. Moreover, moment matching
methods [4, 14, 18] and Krylov subspace methods, e.g., the iterative rational Krylov algorithm
(IRKA) [8, 12, 14, 15] are frequently used. A vast overview of these methods is given, e.g., in
[4, 6–8].
All of the above-mentioned methods treat the case in which E is nonsingular, and, therefore,

are not directly applicable to the DAE case. There are several challenges that arise due to the
algebraic equations. Since the matrix E is singular, the transfer function G(s) := C(sE−A)−1B,
defining the input-output mapping in the frequency domain, can have a non-zero polynomial part
that needs to be preserved. Therefore, a model reduction scheme for DAEs must preserve the
polynomial part of its transfer function in the construction of reduced-order models. This issue is
addressed in, e.g., [11, 15, 19, 24]. Several existing methods that deal with the DAE case include
interpolatory projection methods [1–3, 15] and balancing-based methods [9, 16, 19, 24, 25]. In this
work, we focus on a balancing-based method. In balanced truncation (BT), one has to solve large
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generalized Lyapunov equations, also referred to as projected Lyapunov equations, that act in the
left and right deflating subspaces corresponding to the finite or infinite eigenvalues of the matrix
pencil sE − A. It requires to define the corresponding projection matrices that describe these
deflating subspaces. However, such projection matrices are difficult to form explicitly. Even if one
manages, they can destroy the sparsity of the original matrices, thus, increasing the computational
burden. However, the structure of the DAE systems is often known and can be used to define,
and implicitly apply the projection matrices in theory without the need of explicitly forming or
multiplying by these projection matrices. For details, we refer to [9, 10, 16, 22, 26].
However, BT is not directly applicable to the case of quadratic output functionals since the

observability space is not of the same form as in the linear output case. Hence. the observability
Gramian, defined in [19], is not usable. In this work, we develop BT for DAEs with quadratic output
equations. To that end, we derive new Gramians and corresponding kernel functions that allow us
to characterize the controllability and observability behavior. It is worth mentioning that in [5], the
authors derived Gramians corresponding to ODE systems (meaning E = I in (1)) with quadratic
output equations. However, the methodology proposed in [5] cannot be directly applied to DAEs
due to the singularity of the matrix E. Therefore, there is a necessity to modify BT to incorporate
the differential-algebraic structure. Precisely, we tailor the Gramians, corresponding to the proper
and improper states of the system in (1) that describe the controllability and observability spaces.
Based on this, we proposed a balancing scheme to determine projection matrices Wr and Tr,
leading to the construction of reduced-order models.
The remainder of the paper is organized as follows. In Section 2, we briefly recap BT for

differential-algebraic systems with linear output equations from [24]. Moreover, we provide an
overview of the Gramians for ODE systems with quadratic output equations, proposed in [5]. In
Section 3, we then derive the Gramians for the system (1). An algorithm to construct reduced-
order models by truncating unimportant subspaces is discussed in Section 4. In Section 5, we derive
an error estimator that bounds the output error between the original and reduced-order models.
Furthermore, in Section 6, we extend the theory presented in Sections 3 to 5 for the systems with
multiple inputs. We demonstrate the efficiency of the method in Section 7 using three numerical
examples. We conclude the paper with a summary and future directions.

2 Preliminaries

In this section, we summarize previous works that form the basis for this paper. We begin by
discussing the Weierstraß-canonical form for DAEs in Subsection 2.1 followed by the introduction
to the BT method for DAE systems with linear output equation in Subsection 2.2 and ODE systems
with quadratic output equation in Subsection 2.3.

2.1 Weierstraß-canonical form

We consider descriptor systems with a quadratic output function described in (1). According to
[17], there exist matrices W and T that transform the differential-algebraic equation of the system
(1) into a Weierstraß-canonical form, i.e.,

E = W

[
Inf

0
0 N

]
T, A = W

[
J 0
0 In∞

]
T, B = W

[
B1

B2

]
, M = TT

[
M11 M12

MT
12 M22

]
T,

with nf and n∞ being the respective numbers of the finite and infinite eigenvalues of the matrix
pencil sE−A. The matrix J ∈ Rnf×nf is in Jordan normal form, and N ∈ Rn∞×n∞ is nilpotent
of nilpotency index ν. Typically, the index ν is referred to as the index of the system (1) as well.
Moreover, we define the spectral projection matrices

Pr = T−1

[
Inf

0
0 0

]
T and Pl = W

[
Inf

0
0 0

]
W−1 (3)

onto the right and left deflating subspaces of the pencil λE−A, corresponding to the finite eigen-

values. By multiplying the system (1) from the left by W−1 and replacing x(t) =: T−1

[
x1(t)
x2(t)

]
,
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we obtain the following system:

ẋ1(t) = Jx1(t) +B1u(t), (4a)

Nẋ2(t) = x2(t) +B2u(t), (4b)

y(t) =

[
x1(t)
x2(t)

]T [
M11 M12

MT
12 M22

] [
x1(t)
x2(t)

]
. (4c)

The system (4) provides the decoupled proper and improper states x1(t) and x2(t). Additionally,
the solution trajectories of (4a) and (4b) are given as follows:

x1(t) =

∫ t

0

eJ(t−τ)B1u(τ)dτ, x2(t) =

ν−1∑

k=0

−NkB2u
(k)(t), (5)

where u(k)(t) describes the k-th derivative of the function u(·) evaluated in the time variable t. It

is easy to see that initial conditions must satisfy x2(0) =
∑ν−1

k=0 −NkB2u
(k)(0). In this case the

initial state is called consistent.
Furthermore, we define

FJ(t) := T−1

[
eJt 0
0 0

]
W−1 and FN (k) := T−1

[
0 0
0 −Nk

]
W−1 (6)

and transform x1(t) and x2(t) into the original state space of system (1) to obtain the proper and
improper states

xp(t) =

∫ t

0

FJ (t− τ)Bu(τ)dτ and xi(t) =

ν−1∑

k=0

FN (k)Bu(k)(t) (7)

with x(t) = xp(t) + xi(t).
In this paper, we aim to define Gramians that describe the controllability and the observability

of the proper and improper states xp(t) and xi(t). Using these Gramians, we then derive tailored
energy functional estimations that are used to identify irrelevant states. Note that the Weierstraß-
canoncial form will only serve as a tool for analysis, but will not be computed in practice as its
numerical determination is known to be difficult.

2.2 BT for DAEs with linear output

Here, we describe model reduction by BT for descriptor systems as introduced in [19]. We consider
the continuous-time descriptor system with a linear output equation

Eẋ(t) = Ax(t) +Bu(t), x(0) = 0,

y(t) = Cx(t),
(8)

where the matrices E, A, B, and the vectors x(t), u(t) are as in the system (1). The output
equation provides the output, y(t) ∈ Rq, that results from the output matrix C ∈ Rq×n and the
state x(t). We assume that system (8) is asymptotically stable, i.e., all finite eigenvalues of the
matrix pencil sE−A lie in the negative half-plane.
As described in the above subsection, the state x(t) of system (8) can be decomposed as x(t) =

xp(t) + xi(t) with xp(t) and xi(t) as defined in (7). We define the corresponding input–to–state
mappings

Cp(t) := FJ(t)B and Ci(k) := FN (k)B

of the system (8) that describe the controllability of the corresponding states. With the help of
these mappings, we can define the corresponding controllability Gramians of the system (8). They

are defined as Pp :=
∫∞

0
Cp(t)Cp(t)

Tdt and P i :=
∑ν−1

k=0 Ci(k)Ci(k)
T and result in the following

Gramian expressions:

Pp :=

∫ ∞

0

FJ(t)BBTFJ (t)
Tdt, P i :=

ν−1∑

k=0

FN (k)BBTFN (k)T. (9)
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The matrices Pp and P i span the controllability space of the states xp(t) and xi(t). Furthermore,
inserting the definitions of FJ(t) and FN (k) in (9) indicates the Gramians to be of the following
form

Pp = T−1

[
P1 0
0 0

]
T−T, P i = T−1

[
0 0
0 P2

]
T−T (10)

where P1 =
∫∞

0
eJtB1B

T
1 e

J
Ttdt and P2 =

∑ν−1
k=0 N

kB2B
T
2 (N

k)T are the controllability Gramians
corresponding to x1(t) and x2(t). Using the controllability Gramians, we can characterize the states
that are difficult to reach or even unreachable, which play an important role in the reduction of
the system.
The Gramians Pp and P i satisfy the following time-continuous and time-discrete projected

Lyapunov equation

EPpA
T +APpE

T = −PlBBTPT
l , Pp = PrPpP

T
r , (11a)

AP iA
T −EP iE

T = (I −Pl)BBT(I −Pl)
T, 0 = PrP iP

T
r (11b)

where the projection matrices Pl and Pr are as defined in (3).
To describe the observability of the system (8), we consider the state–to–output mappings

Op(t) := CFJ(t) and Oi(k) := CFN (k).

These mappings are used to describe the observability of certain states and are therefore used to
define the proper and improper observability Gramians as Qp :=

∫∞

0
Op(t)

TOp(t)dt and Qi :=∑ν−1
k=0 Oi(k)

TOi(k) such that we obtain

Qp :=

∫ ∞

0

FJ(t)
TCTCFJ(t)dτ, Qi :=

ν−1∑

k=0

FN (k)TCTCFN (k).

The goal of BT is to determine simultaneously the states which are both hard to reach and
hard to observe. In general, the states corresponding to small singular values of the controllability
Gramians do not coincide with the states corresponding to small singular values of the observability
Gramians. Therefore, we need to balance the system first, i.e., we transform the system to obtain
a balanced one.

Definition 2.1. We call the system (8) balanced if the Gramians satisfy

Pp = Qp =

[
Σ 0
0 0

]
, P i = Qi =

[
0 0
0 Θ

]
,

where Σ = diag
(
σ1, . . . , σnf

)
, and Θ = diag (θ1, . . . , θn∞

).

Since all Gramians are symmetric and positive semi-definite, there exist factorizations

Pp = RpR
T
p , Qp = LT

pLp, P i = RiR
T
i , Qi = LT

i Li.

Next, We compute the singular value decompositions

LpERp = UpΣVT
p =

[
Up,1 Up,2

] [Σ1

Σ2

] [
VT

p,1

VT
p,2

]
,

LiARi = UiΘVT
i =

[
Ui,1 Ui,2

] [Θ1

0

] [
VT

i,1

VT
i,2

]

where Σ = diag(σ1, . . . , σn), σ1 ≥ · · · ≥ σn, includes the proper Hankel singular values of the
system. The proper states that are simultaneously difficult to reach and to observe correspond to
the smallest Hankel singular values that are Σ2. We truncate the corresponding states that lie in
the spaces spanned by Up,2 and Vp,2 by building the projection matrices

Wr = [LT
pUp,1Σ

− 1
2

1 , LT
i Ui,1Θ

− 1
2 ], Tr = [RT

pVp,1Σ
− 1

2
1 , RT

i Vi,1Θ
− 1

2 ].

Preprint (Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg). 2024-02-23



J. Przybilla, I. Pontes Duff, P. Goyal, P. Benner: BT of DAE Q Systems 6

Note that additionally improper states that correspond to zero singular values in Θ, i.e., the states
that lie in the spaces spanned by Ui,2 and Vi,2, are truncated. Multiplying the matrices of the
full-order model in (8) by Wr and Tr leads to a reduced-order model

Ê ˙̂x(t) = Âx̂(t) + B̂u(t),

ŷ(t) = Ĉx̂(t),

where it can be shown that Ê =

[
I 0

0 Ê2

]
and Â =

[
Â1 0
0 I

]
with Â1 being nonsingular and Ê2

being nilpotent. Consequently, the reduced-order model is inherently decoupled into a proper and
an improper reduced state. The quality of the approximation can be estimated as

‖G − Ĝ‖H∞
≤ 2(σr+1 + · · ·+ σnf

),

where G(s) := C(sE−A)−1B and Ĝ(s) := Ĉ(sÊ−Â)−1B̂ are the transfer functions of the original
and reduced-order models, respectively, and σi is the i-th largest singular value, that is the i-th
diagonal element of Σ.
We emphasize that the controllability behavior of the model in (8) is the same as for the model

in (1), as the input–to–state mapping is the same. However, the observability behavior of (8) is
not the same as for (1), due to the quadratic form of the output equations instead of the linear
one in (8).

2.3 BT for linear dynamical systems with quadratic outputs

In this subsection, we briefly summarize BT for linear systems with quadratic outputs—introduced
in [5]—for E = I. These systems are of the form

ẋ(t) = Ax(t) +Bu(t), x(0) = 0,

y(t) = x(t)TMx(t),
(12)

where the matrices are defined as in (1), except that the matrix E is replaced by the identity
matrix. The goal is to find projection matrices Wr, Tr ∈ Rn×r such that the reduced-order
system

˙̂x(t) = Âx̂(t) + B̂u(t), x̂(0) = 0,

ŷ(t) = x̂(t)TM̂x̂(t)
(13)

with Â := WT
r ATr, B̂ := WT

r B, M̂ := TT
r MTr, approximates the input–to–output behavior of

the model in (12) well. To achieve this goal, using BT, a new pair of Gramians is discussed in [5],
tailored for the model in (12).

The state x(t) of the model in (12) is given by x(t) =
∫ t

0 eA(t−τ)Bu(τ)dτ. We define the input–
to–state mapping as C(t) := eAtB. The controllability space of the model in (12) is described by
the controllability Gramian P , that is

P :=

∫ ∞

0

C(t)C(t)Tdt =

∫ ∞

0

eAtBBTeA
Ttdt.

To describe the observability of the system, we consider the output equation

y(t) = x(t)TMx(t) =

∫ t

0

∫ t

0

u(t1)
TBTeA

Tt1MeAt2Bu(t2)dt1dt2

=

∫ t

0

∫ t

0

vec
(
BTeA

T(t−τ1)MeA(t−τ2)B
)
(u(τ2)⊗ u(τ1))dτ1dτ2.

We identify the input–to–state mapping C(t) = eAtB that was defined above and define the state–
to–output mapping

O(t1, t2) := BTeA
Tt1MeAt2 .
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The corresponding observability Gramian Q is defined as follows:

Q =

∫ ∞

0

∫ ∞

0

O(t1, t2)
T
O(t1, t2)dt1dt2 =

∫ ∞

0

eA
Tt2M

∫ ∞

0

eAt1BBTeA
Tt1dt1MeAt2dt2

=

∫ ∞

0

eA
Tt2MPMeAt2dt2.

Because of the positive definiteness ofP andQ, we can compute Cholesky factorizationsP = RRT

and Q = SST. We make use of the energy functionals Ec(x0) that is the minimal energy that is
needed to reach a state x0 and Eo(x0) that is the output energy that is produced by a nonzero
initial condition x0. They satisfy

Ec(x0) := min
x(−∞) = 0
x(0) = 0

‖u‖2L2
= xT

0 P
−1x0,

Eo(x0) :=

∫ ∞

0

‖y(t)‖2dt ≤ xT
0 Qx0 for x0 = Rw, ‖w‖ ≤ 1

and can be used to characterize the hard to reach and hard to observe states, which correspond
to small singular values of P and Q, respectively. To truncate such states simultaneously, we
compute the singular value decomposition

STER = UpΣVT
p =

[
U1 U2

] [Σ1

Σ2

] [
VT

1

VT
2

]
.

The singular values in Σ1 and the corresponding most observable and reachable states lying in the
spaces spanned by V1 and U1 are used to derive the projection matrices

Wr = STU1Σ
− 1

2
1 , Tr = RTV1Σ

− 1
2

1 .

We multiply the model in (12) by Wr and Tr and obtain the reduced-order model in (13) that
satisfies the error bound

‖y − ŷ‖L∞
≤

√
tr
(
BTQB− 2BTZB̂+ B̂TQ̂B̂

)
‖u⊗ u‖L2

with
ATZ +ZÂ = −MXM̂, AX +X ÂT = −BB̂T.

The matrix Q̂ is the observability Gramian of the reduced-order model in (13).
In the following sections, we extend the methodology for the DAE systems as described in (1)

and derive the corresponding proper and improper observability Gramians.

3 Gramians for DAE systems with quadratic output

We aim to extend BT for DAE systems with quadratic output equations described in (1). There-
fore, we require tailored Gramians encoding controllability and observability subspaces for this
class of systems. Since the nonlinearities appear only on the output equation, the controllability
Gramians from (9) can be used to characterize controllability. However, the extension of observ-
ability Gramians for DAE systems with quadratic output is not straightforward. Hence, in this
section, we propose new Gramians that describe the observability of the proper and improper
states based on an output decomposition. Later, we use them in our proposed BT method for
DAE systems with quadratic output. To derive observability Gramians, we decompose the output
in the following way

y(t) = xp(t)
TMxp(t) + xp(t)

TMxi(t) + xi(t)
TMxp(t) + xi(t)

TMxi(t)

=: ypp(t) + ypi(t) + yip(t) + yii(t),

where xp and xi are, respectively, the proper and improper states. Note that the components
xp(t)

TMxi(t) and xi(t)
TMxp(t) coincide. However, we will treat them independently for the
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purposes of the following derivations. The idea in the following is to investigate the four components
of the output separately. Since the output is a superposition of the four components, the Gramians
that describe the output components sum up to Gramians that describe the overall observability
of the system.
For a better understanding, we can rewrite y(t) by defining the state depending function

C(x(t)) := x(t)TM. Applying this representation to the decomposed output yields

y(t) = C(xp(t))xp(t) +C(xp(t))xi(t) +C(xi(t))xp(t) +C(xi(t))xi(t).

We observe, that the observability of the state xp(t) in the output yip(t) = C(xi(t))xp(t) also
depends on the reachability of xi(t). On the other hand, the observability of the improper state
xi(t) corresponding to ypi(t) = C(xp(t))xi(t) depends on the reachability of xp(t). Hence, the
outputs yip(t) = ypi(t) encode two different observability properties. Analogously, the outputs
ypp(t) and yii(t) encode the observability of a proper state depending on the reachability of the
same, and the observability of an improper state depending on the reachability of an improper one.
In this section, we define proper observability Gramians encoding the observability behavior

of the proper state xp(t) corresponding to C(xp(t)) and C(xi(t)) and improper observability
Gramians describing the observability of the improper states xi(t) corresponding to C(xp(t)) and
C(xi(t)). Because of the dependencies on the reachability of xp(t) and xi(t) encoded by C(xp(t))
and C(xi(t)), we expect that the observability Gramians will depend on the controllability Grami-
ans Pp and P i.

3.1 Proper observability Gramian

In this subsection, we investigate the two outputs ypp(t) and yip(t) and their observability proper-
ties. We aim to describe the observability of the right proper state depending on the second (left)
state in the quadratic output equation, which is in the first case proper and in the second case
improper.

Proper-proper output We start investigating the first component of the output ypp(t) =
xp(t)

TMxp(t) that includes two proper states. We define the state–to–output mapping

Opp(t1, t2) := BTFJ(t1)MFJ(t2)

that is used to describe the observability corresponding to ypp(t). Based on this mapping, we
define in the following the proper-proper observability Gramian Qpp as

Qpp :=

∫ ∞

0

∫ ∞

0

Opp(t1, t2)
TOpp(t1, t2)dt1dt2

=

∫ ∞

0

∫ ∞

0

FJ(t2)
TMFJ(t1)BBTFJ(t1)

TMFJ(t2)dt1dt2

=

∫ ∞

0

FJ(t2)
TMPpMFJ(t2)dt2

which results in the following definition.

Definition 3.1. Consider the asymptotically stable DAE system with a quadratic output equation
from (1) and the corresponding proper controllability Gramian Pp as defined in (9). The proper-
proper observability Gramian Qpp corresponding to the output ypp is defined as

Qpp =

∫ ∞

0

FJ (t)
TMPpMFJ(t)dt,

where FJ(t) is defined as in (6).

The above defined GramianQpp can be transformed into the Weierstraß-canonical representation
(4). For that we insert the function FJ (t) leading to

Qpp := W−T

[
Q11 0
0 0

]
W−1,
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where

Q11 :=

∫ ∞

0

eJ
TtM11P1M11e

Jtdt (14)

is the proper-proper observability Gramian of the state x1(t) from system (4). The Gramian Q11

corresponding to the ODE system was analyzed in [5].

Theorem 3.1. Consider the asymptotically stable DAE system with a quadratic output equation
from (1) and the corresponding proper controllability Gramian Pp as defined in (9). The proper
observability Gramian Qpp solves the projected Lyapunov equation

ETQppA+ATQppE = −PT
r MPpMPr, Qpp = PT

l QppPl.

where the projection matrices Pl and Pr are defined as in (3).

Proof. We first show that the Gramian Q11 defined in (14) solves the Lyapunov equation

JTQ11 +Q11J = −M11P1M11. (15)

Therefore, we insert Q11 into (15) and obtain
∫ ∞

0

(
JTeJ

TtM11P1M11e
Jt + eJ

TtM11P1M11e
JtJ
)
dt =

[
eJ

TtM11P1M11e
Jt
]∞
0

= −M11P1M11.

To prove the statement of the theorem, we first observe that the projection condition is naturally

satisfied since Qpp is by definition equal to W−T

[
Q11 0
0 0

]
W−1. To prove that Qpp satisfies

the remaining Lyapunov equation, we insert the Weierstraß-canonical form of E and A and the
definition of Pr into the equation to obtain

TT

[
I 0
0 NT

] [
Q11 0
0 0

] [
J 0
0 I

]
T+TT

[
JT 0
0 I

] [
Q11 0
0 0

] [
I 0
0 N

]
T

= TT

[
Q11J 0
0 0

]
T+TT

[
JTQ11 0

0 0

]
T

= −TT

[
M11P1M11 0

0 0

]
T

= −PT
r MPpMPr.

such that (15) implies the statement since T is a nonsingular matrix.

Theorem 3.1 states that we can calculate Gramians by solving certain projected Lyapunov equa-
tions. Methods to solve projected Lyapunov equations can be found, e.g., in [23, 26, 27].

Improper-proper output Now we consider the third output component yip(t) = xi(t)
TMxp(t).

We define the state–to–output mapping Oip(t, k) := BTFN (k)TMFJ (t) that is used to describe
the observability corresponding to yip(t). We note that we can also consider the transposed kernel
to derive an improper Gramian, which is done later in Subsection 3.2. However, we derive a
Gramian that encodes the observability properties of the proper component of the output yip(t).
We define the improper-proper observability Gramian as

Qip :=

ν−1∑

k=0

∫ ∞

0

Oip(t, k)
T
Oip(t, k)dt =

ν−1∑

k=0

∫ ∞

0

FJ(t)
TMFN (k)BBTFN (k)TMFJ(t)dt

=

∫ ∞

0

FJ(t)
TMP iMFJ(t)dt.

Definition 3.2. Consider the asymptotically stable DAE system with a quadratic output equa-
tion from (1) and the corresponding improper controllability Gramian P i as defined in (9). The
improper-proper observability Gramian Qip corresponding to the output yip is defined as

Qip :=

∫ ∞

0

FJ(t)
TMP iMFJ(t)dt

where FJ(t) is defined as in (6).
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The following theorem describes how the Gramian Qip can be computed in practice.

Theorem 3.2. Consider the asymptotically stable DAE system with a quadratic output equa-
tion from (1) and the corresponding improper controllability Gramian P i as defined in (9). The
improper-proper observability Gramian Qip solves the projected Lyapunov equation

ETQipA+ATQipE = −PT
r MP iMPr, Qip = PT

l QipPl,

where the projection matrices Pl and Pr are defined as in (3).

Proof. The proof follows the same argumentation as for Theorem 3.1.

Joined proper observability Gramian. We can combine the two proper output Gramians to
obtain a Gramian that covers the observability of the proper states independent of the second state,
that is the observability of the output yp(t) = x(t)TMxp(t) for an arbitrary state x(t), generated
by the model in (1). Since the sum Pp +P i spans the full controllability space of the state x(t),
the proper observability Gramian corresponding to both proper and improper left states is given
by

Qp =

∫ ∞

0

FJ(t)
TM(Pp +P i)MFJ(t)dt

=

∫ ∞

0

W−T

[
eJ

Tt 0
0 0

] [
M11 M12

MT
12 M22

] [
P1 0
0 P2

] [
M11 M12

MT
12 M22

] [
eJt 0
0 0

]
W−1dt

= W−T

[
Q11 +Q21 0

0 0

]
W−1 = Qpp +Qip.

We summarize this subsection with the following definition.

Definition 3.3. Consider the asymptotically stable DAE system with a quadratic output equation
from (1) and the corresponding proper and improper controllability GramiansPp andP i as defined
in (9). The proper observability Gramian Qp corresponding to the output yp = ypp(t) + yip(t) is
defined as

Qp := Qpp +Qip

with Qpp and Qip as in the Definition 3.1 and 3.2.

The summed proper Gramian Qp provides a criterion describing the states which are easiest
and hardest to observe. We will show later in Subsection 4.1 that the hard to observe states are
connected to the smallest non-zero singular values of the Gramian and thus serve as a truncation
criterion to reduce the full-order model.

3.2 Improper observability Gramians

In this subsection, we investigate the observability behavior of the outputs ypi := xp(t)
TMxi(t)

and yii := xi(t)
TMxi(t). Both outputs describe the observability of the improper state xi(t)

corresponding to a proper and an improper state multiplied from the left.

Proper-improper output We describe yip(t) so that we derive an improper Gramian in this
subsection. This just means that we derive a Gramian that encodes the observability of the
improper component of ypi(t). We identify the improper controllability mapping Ci(k) = FN (k)B
and the remaining observability mapping Opi(t, k) = BTFJ(t)

TMFN(k) which is used to define
the proper-improper observability Gramian corresponding to the state xi(t) and the output ypi(t)
as

Qpi =

∫ ∞

0

ν−1∑

k=0

Opi(t, k)
TOpi(t, k)dt =

∫ ∞

0

ν−1∑

k=0

FN (k)TMFJ(t)BBTFJ (t)
TMFN(k)dt

=
ν−1∑

k=0

FN (k)TMPpMFN(k).

This results in the following definition.
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Definition 3.4. Consider the asymptotically stable DAE system with a quadratic output equation
from (1) and the corresponding proper controllability Gramian Pp as defined in (9). The proper-
improper observability Gramian Qpi corresponding to the output ypi is defined as

Qpi =
ν−1∑

k=0

FN (k)TMPpMFN (k),

where FN (k) is defined as in (6).

We insert the mapping FN (k) and obtain that the improper observability Gramian Qpi can be
written as

Qpi = W−T

[
0 0
0 Q12

]
W−1

where

Q12 :=

ν−1∑

k=0

(−Nk)TMT
12P1M12(−Nk) (16)

is the proper-improper observability Gramian corresponding to the improper state x2(t) from the
transformed model in (4). This describes a relation between the Weiserstraß-canonical form (4)
and the full-order model in (1) in this observability Gramain Qpi.

Theorem 3.3. Consider the asymptotically stable DAE system with a quadratic output equa-
tion from (1) and the corresponding proper controllability Gramian Pp as defined in (9). The
proper-improper observability Gramian Qpi solves the projected generalized discrete-time Lya-
punov equation

AT
QpiA−ET

QpiE = (I−PT
r )MPpM(I−Pr), PT

l QpiPl = 0

where the projection matrices Pl and Pr are defined as in (3).

Proof. We first show that the Gramian Q12 defined in (16) solves the discrete-time Lyapunov
equation

Q12 −NTQ12N = MT
12P1M12. (17)

That follows if we insert the definition of Q12 into (17). This results in

ν−1∑

k=0

(−Nk)TMT
12P1M12(−Nk)−

ν−1∑

k=0

(−Nk+1)TMT
12P1M12(−Nk+1) = (−N0)TMT

12P1M12(−N0)

= MT
12P1M12

since N has the nilpotency index ν − 1, i.e., Nν = 0.
To prove the projection condition, we derive

PT
l QppPl = W−T

[
I 0
0 0

]
WTW−T

[
0 0
0 Q12

]
W−1W

[
I 0
0 0

]
W−1 = 0.

To finalize the proof, we insert the Weierstraß-canonical form of E and A and the definition of Pr

into the remaining Lyapunov equation to obtain

TT

[
JT 0
0 I

] [
0 0
0 Q12

] [
J 0
0 I

]
T−TT

[
I 0
0 NT

] [
0 0
0 Q12

] [
I 0
0 N

]
T

= TT

[
0 0
0 Q12 −NTQ12N

]
T

= TT

[
0 0
0 MT

12P1M12

]
T

= (I−PT
r )MPpM(I−Pr)

which proves the statement.
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Improper-improper output Now, we consider the fourth and last component of the output that
describes the observability space of the improper state xi(t) if the second state is also improper.
We identify the state–to–output mapping Oii(k, ℓ) = BTFN (k)TMFN (ℓ). Based on this mapping
Oii(k, ℓ) we define the observability Gramian Qii as

Qii :=

ν−1∑

k=0

ν−1∑

ℓ=0

O(k, ℓ)TO(k, ℓ) =

ν−1∑

k=0

ν−1∑

ℓ=0

FN (ℓ)TMFN (k)BBTFN (k)TMFN(ℓ)

=

ν−1∑

ℓ=0

FN (ℓ)TMP iMFN (ℓ)

which results in the following definition.

Definition 3.5. Consider the DAE system with a quadratic output equation from (1) and the
corresponding improper controllability Gramian P i as defined in (9). The improper-improper
observability Gramian Qii corresponding to the output yii is defined as

Qii =

ν−1∑

ℓ=0

FN (ℓ)TMP iMFN (ℓ),

where FN (ℓ) is defined as in (6).

Theorem 3.4. Consider the DAE system with a quadratic output equation from (1) and the corre-
sponding improper controllability Gramian P i as defined in (9). The improper-improper observ-
ability Gramian Qii solves the projected generalized discrete-time Lyapunov equation

ATQiiA−ETQiiE = (I−PT
r )MP iM(I−Pr), PT

l QiiPl = 0

where Pl and Pr are defined as in (3).

Proof. The proof is similar to the proof of Theorem 3.3.

Jointed improper observability Gramain We can combine the two improper output Gramians
to obtain an improper Gramian that covers the observability of an improper state independent of
the second state, that is, the observability of the output yi(t) = x(t)TMxi(t) for an arbitrary state
x(t) generated by system (1). Since the sum Pp + P i spans the full controllability space of the
state x(t), the improper observability Gramian corresponding to both proper and improper left
states is given by

Qi =

ν−1∑

k=0

FN (t)TM(Pp +P i)MFN (t)

=

ν−1∑

k=0

W−T

[
0 0
0 −(Nk)T

] [
M11 M12

MT
12 M22

] [
P1 0
0 P2

] [
M11 M12

MT
12 M22

] [
0 0
0 −Nk

]
W−1

= W−T

[
0 0
0 Q12 +Q22

]
W−1 = Qpi +Qii.

We summarize this subsection with the following definition.

Definition 3.6. Consider the DAE system with a quadratic output equation from (1) and the
corresponding proper and improper controllability Gramians Pp and P i as defined in (9). The
improper observability Gramian Qi corresponding to the output yi is defined as

Qi := Qpi +Qii

where the Gramians Qpi and Qii are defined as in the Definition 3.4 and 3.5.

For the improper case, there are no energy functionals describing the connection of hard to
observe states and the singular values of Qi. However, improper states that lie in the kernel of Qi

on the subspace ker(Pl) are unobservable and, hence, can be removed from the dynamics without
changing the input to output behavior. Therefore, the states corresponding to zero singular values
of Qi are removed in the reduction method presented in Subsection 4.2.
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4 Kernel functions and balanced truncation

In the previous section, we have proposed Gramians that describe the proper and improper con-
trollability and observability spaces. In this section, the goal is to propose a BT method based
on those Gramians. The proper and the improper states are considered separately. We extend
the methodology presented in [19] to address systems with quadratic output equations. For that,
we first derive controllability and observability energies in Subsection 4.1 that are used in Subsec-
tion 4.2 to generate a reduced surrogate model that approximates the input–to–output behavior
of the full-order model.

4.1 Energy norms of kernel functions

In standard BT theory, energy functionals are investigated to provide a criterion that states to
truncate in the reduction step. To evaluate the output energy, the L2-norm of y(t) for an initial
condition x∗ and a zero input u(t) ≡ 0 is considered. However, since we consider consistent initial
conditions, a vanishing input implies xi(t) ≡ 0, and hence, y(t) = ypp(t). The investigation of the
output does not take into account the improper parts of the system and does not represent the
complete system dynamics.
Hence, in this section, we investigate the dominant subspaces of the controllability mappings Cp

and Ci and of the observability mappings Opp, Opi, Oip and Oii. Afterward, in Subsection 4.2,
we truncate the states living in the least important subspaces.

Controllability energy

Consider the controllability mapping Cp(t). We evaluate the energy norm of Cp that is

E(Cp) = ‖Cp‖
2 = tr

(∫ ∞

0

FJ(t)BBTFJ (t)
Tdt

)
= tr (Pp) = σ1 + · · ·+ σnf

,

where σ1 ≥ · · · ≥ σnf
≥ 0 are eigenvalues of Pp. Since Pp is symmetric and positive semi-definite,

there exists V ∈ R
n×n with VTV = In so that Pp = VΣVT and Σ = diag

(
σ1, . . . , σnf

, 0, . . .
)
.

We see that the first r columns of V span the most dominant proper controllability subspace
since they correspond to the largest eigenvalues of Pp producing the largest energy values. This
observation justifies that in Subsection 4.2, the states corresponding to the smallest singular values
of Pp are truncated to reduce the model.
Similarly, we investigate the energy norm of the improper controllability mapping, that is

E(Ci) = ‖Ci‖
2 = tr

(
ν−1∑

k=0

FN (k)BBTFN (k)T

)
= tr (P i) = θ1 + · · ·+ θn∞

.

Again, because of the positive semi-definiteness of P i, we can decompose the Gramian into P i =
WΘWT where JΘ = diag (θ1, . . . , θn∞

, 0 . . .) includes the eigenvalues of P i and WTW = I. As
stated in [19], truncating states corresponding to small singular values of the improper Gramians
already leads to inaccurate approximations since the non-zero singular values describe constraints
to the model, and hence truncation of those could lead to physically meaningless results. However,
states corresponding to zero singular values of the improper Gramians correspond to unreachable
improper states and can be truncated without changing the input–to–output behavior.

Observability energy

To investigate the observability energies, we first gather the proper and improper observability
mappings as

Op(k, t1, t2) :=

[
Opp(t1, t2)
Oip(k, t2)

]
, Oi(ℓ, k, t) :=

[
Opi(ℓ, t)
Oii(ℓ, k)

]
.
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We follow the same methodology as above and evaluate the energy norm of the proper observability
mapping, which yields

E(Op) :=‖Op‖
2 = tr

(
ν−1∑

k=0

∫ ∞

0

∫ ∞

0

Op(k, t1, t2)
TOp(k, t1, t2)dt1dt2

)

=tr

(∫ ∞

0

∫ ∞

0

Opp(t1, t2)
TOpp(t1, t2)dt1dt2 +

ν−1∑

k=0

∫ ∞

0

Oip(k, t2)
TOip(k, t2)dt2

)

=tr (Qpp) + tr (Qip) = tr (Qp)

with Qp as defined in Definition 3.3. Accordingly, the improper energy norm is defined as

E(Oi) :=‖Oi‖
2 = tr

(
ν−1∑

ℓ=0

ν−1∑

k=0

∫ ∞

0

Oi(ℓ, k, t)
TOi(ℓ, k, t)dt

)

=tr

(
ν−1∑

k=0

∫ ∞

0

Opi(k, t)
TOpi(k, t)dt+

ν−1∑

ℓ=0

ν−1∑

k=0

Oii(ℓ, k)
TOii(ℓ, k)

)

=tr (Qpi) + tr (Qii) = tr (Qi) ,

where Qi is the improper observability Gramian as defined in Definition 3.6. Consequently, in the
BT method in the following section, we truncate subspaces corresponding to small eigenvalues of
Qp and zero singular values of Qi.

4.2 Balanced truncation

In this subsection, we propose an extension of the BT method to the class of systems (1). The
Gramians and energies from the previous subsections provide a criterion that states to truncate.
We aim to truncate states corresponding to small eigenvalues ofPp andQp. However, in general,

the states corresponding to small eigenvalues of Pp and those corresponding to small eigenvalues
of Qp do not coincide. Hence, we need to balance the system before we truncate states.

Definition 4.1. The model in (1) is called balanced if the Gramians that are defined as in (9) and
in Definition 3.3, and Definition 3.6 satisfy

Pp = Qp =

[
Σ 0
0 0

]
, P i = Qi =

[
0 0
0 Θ

]
,

where Σ = diag
(
σ1, . . . , σnf

)
and Θ = diag (θ1, . . . , θn∞

).

To balance the system (1), we need to define the following (low-rank) factors

Pp = RpR
T
p , P i = RiR

T
i , Qp = SpS

T
p , Qi = SiS

T
i .

Using these factors, we can compute the following singular value decompositions

LpERp = UpΣVT
p =

[
Up,1 Up,2

] [Σ1

Σ2

] [
VT

p,1

VT
p,2

]
,

LiARi = UiΘVT
i =

[
Ui,1 Ui,2

] [Θ1

0

] [
VT

i,1

VT
i,2

]
.

We can transform the system by the left and right projection matrix

Wb = [LT
pUpΣ

− 1
2 , LT

i UiΘ
− 1

2 ], Tb = [RT
pVpΣ

− 1
2 , RT

i ViΘ
− 1

2 ]

to obtain a balanced system that has the form

[
I 0

0 Ẽ2

][ ˙̃x1(t)
˙̃x2(t)

]
=

[
Ã1 0
0 I

] [
x̃1(t)
x̃2(t)

]
+

[
B̃1

B̃2

]
u(t),

y(t) =
[
x̃1(t)

T x̃2(t)
T
]
[
M̃11 M̃12

M̃T
12 M̃22

][
x̃1(t)
x̃2(t)

]
.
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Algorithm 1 BT method for for DAE systems with quadratic output.

Input: The full-order model (1) and the order r.
Output: The reduced-order model (18).
1: Compute the proper and improper controllability Gramians Pp and P i by solving the Lya-

punov equations in (11a), (11b).
2: Compute the proper and improper observability GramiansQp and Qi by solving the Lyapunov

equations from Theorems 3.1 to 3.4.
3: Perform the singular values decompositions

LpERp =
[
Up,1 Up,2

] [Σ1

Σ2

] [
VT

p,1

VT
p,2

]
, LiARi =

[
Ui,1 Ui,2

] [Θ1

0

] [
VT

i,1

VT
i,2

]
.

4: Construct the projection matrices

Wr = [LT
pUp,1Σ

− 1
2

1 , LT
i Ui,1Θ

− 1
2

1 ], Tr = [RT
pVp,1Σ

− 1
2

1 , RT
i Vi,1Θ

− 1
2

1 ].

5: Construct reduced matrices

Ê := WT
r ETr, Â := WT

r ATr, B̂ := WT
r B, M̂ := TT

r MTr.

We see again a decomposition into a proper state x̃1(t) and an improper state x̃2(t), where the

matrix Ẽ2 is nilpotent.
We reduced the system by truncating the proper states x̃1(t) that are most difficult to reach and

to observe. As we have seen in the previous subsection, these states correspond to the smallest
singular values in Σ, i.e. Σ2. The projection matrices that balance the system and truncate these
states simultaneously are

Wr = [LT
pUp,1Σ

− 1
2

1 , LT
i Ui,1Θ

− 1
2

1 ], Tr = [RT
pVp,1Σ

− 1
2

1 , RT
i Vi,1Θ

− 1
2

1 ].

We multiply the full-order model in (1) by the projection matrices Wr and Tr to obtain a reduced-
order model (2) that is of the form

[
I 0

0 Ẽ2

] [ ˙̂x1(t)
˙̃x2(t)

]
=

[
Â1 0
0 I

] [
x̂1(t)
x̃2(t)

]
+

[
B̂1

B̃2

]
u(t),

ŷ(t) =
[
x̂1(t)

T x̃2(t)
T
]
[
M̂11 M̂12

M̂T
12 M̂22

][
x̂1(t)
x̃2(t)

] (18)

where r is the dimension of the reduced proper space. The reduction by BT is summarized in
Algorithm 1. This algorithm follows the same line as the BT method for differential-algebraic
systems with linear output presented in [19], besides the fact that the observability Gramians are
different in our algorithm.

Remark 1. The BT method presented above decouples the proper and improper states as de-
scribed in (18) where the proper states are reduced while for the improper states, only a minimal
realization is found. That means that improper states corresponding to zero singular values of
the improper Gramians are truncated since they are not reachable or not observable and do not
change the input–to–output behavior of the system.

5 Error Estimation

We aim to estimate the error between the output y and the reduced output ŷ we obtain when we
evaluate the reduced-order model (18). We estimate

‖y − ŷ‖L∞
≤ ‖ypp − ŷpp‖L∞

+ ‖ypi − ŷpi‖L∞
+ ‖yip − ŷip‖L∞

+ ‖yii − ŷii‖L∞

and consider the four summands separately. Since we do not truncate the improper states the
summand ‖yii−ŷii‖L∞

is equal to zero. The remaining summands are investigated in the following.
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5.1 The proper-proper output error

In this section, we aim to analyze the error between the proper-proper output ypp(t) and its
approximation ŷpp(t). To do so, we define

hpp(t1, t2) := vec
(
BTFJ (t1)

TMFJ(t2)B
)

and ĥpp(t1, t2) := vec
(
B̂TF̂J (t1)

TM̂F̂J(t2)B̂
)
,

(19)

where F̂J(t) :=

[
eÂ1t 0
0 0

]
, so that the outputs can be represented as

ypp(t) = xp(t)
TMxp(t) =

∫ t

0

∫ t

0

hpp(t1, t2)(u(t2)⊗ u(t1))dt1dt2,

ŷpp(t) = x̂p(t)
TM̂x̂p(t) =

∫ t

0

∫ t

0

ĥpp(t1, t2)(u(t2)⊗ u(t1))dt1dt2.

Using these representations of ypp and ŷpp the following lemma provides an upper bound of the
L∞-error in the proper proper output.

Lemma 5.1. We consider the asymptotically stable DAE system with a quadratic output equation
from (1), the reduced-order model in (18), and hpp(t1, t2), ĥpp(t1, t2) as defined in (19). Then, the
following inequality holds

‖ypp − ŷpp‖L∞
≤

(∫ ∞

0

∫ ∞

0

‖hpp(t1, t2)− ĥpp(t1, t2)‖
2
2dt1dt2

) 1
2

‖u⊗ u‖L2 .

Proof. We consider the output error at time t ≥ 0 that is

∣∣ypp(t)− ŷpp(t)
∣∣ =

∣∣∣∣
∫ t

0

∫ t

0

xp(t1)
TMxp(t2)− x̂p(t1)

TM̂x̂p(t2)dt1dt2

∣∣∣∣

=

∣∣∣∣
∫ t

0

∫ t

0

(
hpp(t− t1, t− t2)− ĥpp(t− t1, t− t2)

)
(u(t2)⊗ u(t1))dt1dt2

∣∣∣∣.

Applying the Cauchy-Schwarz inequality multiple times yields

|ypp(t)− ŷpp(t)| ≤

∫ t

0

∫ t

0

‖
(
hpp(t− t1, t− t2)− ĥpp(t− t1, t− t2)

)
(u(t2)⊗ u(t1))‖dt1dt2

≤

∫ t

0

∫ t

0

‖hpp(t1, t2)− ĥpp(t1, t2)‖2‖(u(t2)⊗ u(t1))‖2dt1dt2

≤

(∫ t

0

∫ t

0

‖hpp(t1, t2)− ĥpp(t1, t2)‖
2
2dt1dt2

) 1
2
(∫ t

0

∫ t

0

‖(u(t2)⊗ u(t1))‖
2
2dt1dt2

) 1
2

.

Hence, we can bound the L∞-norm of the output error as

‖ypp−ŷpp‖L∞

≤

(∫ ∞

0

∫ ∞

0

‖hpp(t1, t2)− ĥpp(t1, t2)‖
2
2dt1dt2

) 1
2
(∫ ∞

0

∫ ∞

0

‖(u(t2)⊗ u(t1))‖
2
2dt1dt2

) 1
2

=

(∫ ∞

0

∫ ∞

0

‖hpp(t1, t2)− ĥpp(t1, t2)‖
2
2dt1dt2

) 1
2

‖u⊗ u‖L2 .

Lemma 5.2. We consider the asymptotically stable DAE system with a quadratic output equation
from (1), the reduced-order model in (18), the corresponding proper controllability Gramian Pp

as defined in (9), and the reduced proper controllability Gramian

P̂p :=

∫ ∞

0

[
eÂ1tB̂1B̂

T
1 e

Â
T
1 t 0

0 0

]
dt.
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The functionals hpp(t1, t2) and ĥpp(t1, t2) are as defined in (19). Then, the following equalities
hold

∫ ∞

0

∫ ∞

0

‖hpp(t1, t2)‖
2
2dt1dt2 = tr (PpMPpM) , (20)

∫ ∞

0

∫ ∞

0

‖ĥpp(t1, t2)‖
2
2dt1dt2 = tr

(
P̂pM̂P̂pM̂

)
, (21)

∫ ∞

0

∫ ∞

0

〈hpp(t1, t2), ĥpp(t1, t2)〉dt1dt2 = tr
(
P̃

T

pMP̃pM̂
)

(22)

where P̃p :=
∫∞

0
FJ (t)BB̂TF̂J (t)

Tdt satisfies the projected Sylvester equation

AP̃pÊ
T +EP̃pÂ

T = −PlBB̂TP̂T
l , P̃p = PrP̃pP̂

T
r (23)

with P̂l = P̂r =

[
Ir 0
0 0

]
, Pl and Pr as defined in (3), and 〈·, ·〉 denotes the Euclidean inner product

with 〈v1, v2〉 = vT1 v2 for v1, v2 ∈ R
n.

Proof. We make use of the property ‖vec(X)‖22 = ‖X‖2F and the Kronecker product properties to
obtain
∫ ∞

0

∫ ∞

0

‖hpp(t1, t2)‖
2
2dt1dt2 =

∫ ∞

0

∫ ∞

0

tr
(
BTFJ (t2)

TMFJ(t1)BBTFJ (t1)
TMFJ(t2)B

)
dt1dt2

=

∫ ∞

0

tr
(
BTFJ(t2)

TMPpMFJ(t2)B
)
dt2

=

∫ ∞

0

tr
(
FJ(t2)BBTFJ (t2)

TMPpM
)
dt2

= tr (PpMPpM) ,

which proves (20) while (21) is proven analogously. To show the last equation given in (22) we
make use of the property 〈vec(X), vec(Y )〉 = tr

(
XTY

)
and obtain

∫ ∞

0

∫ ∞

0

〈hpp(t1, t2), ĥpp(t1, t2)〉dt1dt2

=

∫ ∞

0

∫ ∞

0

tr
(
BTFJ(t2)

TMFJ (t1)BB̂TF̂J(t1)
TM̂F̂J (t2)B̂

)
dt1dt2

=

∫ ∞

0

∫ ∞

0

tr
(
F̂J (t2)B̂BTFJ(t2)

TMFJ(t1)BB̂TF̂J(t1)
TM̂

)
dt1dt2

= tr
(
P̃

T

pMP̃pM̂
)
.

To show that P̃p solves the Sylvester equation in (23), we follow the same argumentation as for
Theorem 3.1.

Lemma 5.1 and 5.2 result in the following theorem.

Theorem 5.1. We consider the asymptotically stable DAE system with a quadratic output equation
from (1), the reduced-order model in (18), the corresponding proper controllability Gramian Pp as

defined in (9), the reduced proper controllability Gramian P̂p, and P̃p as defined in Lemma 5.2.
The error between the proper-proper output ypp(t) of the full-order model (1) and the reduced
output ŷpp(t) satisfies the following bound:

‖ypp − ŷpp‖
2
L∞

≤
(
tr (PpMPpM)− 2 tr

(
P̃

T

pMP̃pM̂
)
+ tr

(
P̂pM̂P̂pM̂

))
‖u⊗ u‖L2.
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5.2 The improper-proper output error

We want to estimate the improper-proper output error, i.e., the error between the improper-proper
output yip(t) and the reduced improper-proper output ŷip(t). We define

hip(t, k) := BTFN (k)TMFJ(t)B and ĥip(t, k) := B̂TF̂N (k)TM̂F̂J(t)B̂ (24)

to obtain the output representations

yip(t) = xi(t)
TMxp(t) =

∫ t

0

ν−1∑

k=0

hip(t− τ, k)(u(τ) ⊗ u(k)(t))dτ,

ŷip(t) = x̂i(t)
TM̂x̂p(t) =

∫ t

0

ν−1∑

k=0

ĥip(t− τ, k)(u(τ) ⊗ u(k)(t))dτ.

This representation of the improper-proper output can be used to obtain a bound of the L∞-error.

Lemma 5.3. We consider the DAE system with a quadratic output equation from (1), the reduced-

order model in (18), and hip(t, k), ĥip(t, k) as defined in (24). Then, the following bound holds

‖yip − ŷip‖L∞
≤

(∫ ∞

0

ν−1∑

k=0

‖hip(t, k)− ĥip(t, k)‖
2
2dτ

) 1
2
(∫ ∞

0

ν−1∑

k=0

‖u(τ)⊗ u(k)(t)‖22dτ

) 1
2

.

Proof. Using the definition (24), we obtain

∣∣yip(t)− ŷip(t)
∣∣ =

∣∣∣∣
∫ t

0

ν−1∑

k=0

(
hip(t− τ, k)− ĥip(t− τ, k)

)(
u(τ) ⊗ u(k)(t)

)
dτ

∣∣∣∣.

By applying the Cauchy-Schwarz inequality multiple times, we obtain the following estimations

∣∣yip(t)− ŷip(t)
∣∣ ≤

∫ t

0

∣∣∣∣
ν−1∑

k=0

(
hip(t− τ, k)− ĥip(t− τ, k)

)(
u(τ)⊗ u(k)(t)

) ∣∣∣∣dτ

≤

∫ t

0

(
ν−1∑

k=0

‖hip(t− τ, k)− ĥip(t− τ, k)‖22

) 1
2
(

ν−1∑

k=0

‖u(τ)⊗ u(k)(t)‖22

) 1
2

dτ

≤

(∫ t

0

ν−1∑

k=0

‖hip(t, k)− ĥip(t, k)‖
2
2dτ

) 1
2
(∫ t

0

ν−1∑

k=0

‖u(τ)⊗ u(k)(t)‖22dτ

) 1
2

.

such that the L∞-norm of the output error is bounded by

‖yip − ŷip‖L∞
≤

(∫ ∞

0

ν−1∑

k=0

‖hip(t, k)− ĥip(t, k)‖
2
2dτ

) 1
2
(∫ ∞

0

ν−1∑

k=0

‖u(τ)⊗ u(k)(t)‖22dτ

) 1
2

.

Lemma 5.4. We consider the asymptotically stable DAE system with a quadratic output equation
from (1), the reduced-order model in (18), the corresponding proper and improper controllabil-
ity Gramian Pp and P i as defined in (9), and the reduced proper and improper controllability
Gramians

P̂p :=

∫ ∞

0

[
eÂ1tB̂1B̂

T
1 e

Â
T
1 t 0

0 0

]
dt, P̂ i :=

ν−1∑

k=0

[
0 0

0 Ẽk
2B̃2B̃

T
2

(
Ẽk

2

)T
]
.
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The functionals hip(t, k) and ĥip(t, k) are as defined in (24). Then the following equalities hold

∫ ∞

0

ν−1∑

k=0

‖hip(t, k)‖
2
2dt = tr (P iMPpM) , (25)

∫ ∞

0

ν−1∑

k=0

‖ĥip(t, k)‖
2
2dt1dt2 = tr

(
P̂ iM̂P̂pM̂

)
, (26)

∫ ∞

0

ν−1∑

k=0

〈hip(t, k), ĥip(t, k)〉dt = tr
(
P̃

T

i MP̃pM̂
)

(27)

where P̃p is as in Lemma 5.2 and P̃ i :=
∑ν−1

k=0 FN (k)BB̂TF̂N (k)T satisfies the projected Sylvester
equation

AP̃ iÂ
T −EP̃ iÊ

T = (I−Pl)BB̂T(I− P̂T
l ), 0 = PrP̃ iP̂

T
r (28)

with P̂l = P̂r =

[
Ir 0
0 0

]
, Pl and Pr as defined in (3), and 〈·, ·〉 denotes the Euclidean inner product

with 〈v1, v2〉 = vT1 v2 for v1, v2 ∈ Rn.

Proof. The proof is analogous to the one from Lemma 5.2.

Theorem 5.2. For u ∈ Cν−1([0,∞),Rm) it holds

∫ t

0

ν−1∑

k=0

‖u(τ)⊗ u(k)(t)‖22dτ ≤ ν‖u‖2
Cν−1‖u‖2L2

.

Proof. Applying Kronecker product properties and Cauchy-Schwarz inequality yields

∫ t

0

ν−1∑

k=0

‖u(τ)⊗ u(k)(t)‖22dτ =

∫ t

0

ν−1∑

k=0

(u(k)(t)⊗ u(τ))T(u(τ) ⊗ u(k)(t))dτ

=

∫ t

0

ν−1∑

k=0

(u(k)(t)T ⊗ u(τ)T)(u(τ) ⊗ u(k)(t))dτ

=

∫ t

0

ν−1∑

k=0

(u(k)(t)Tu(τ)) ⊗ (u(τ)Tu(k)(t))dτ

=

∫ t

0

ν−1∑

k=0

u(k)(t)Tu(τ)u(τ)Tu(k)(t)dτ

≤

ν−1∑

k=0

∫ ∞

0

‖u(τ)‖2dτ‖u(k)(t)‖2

=

ν−1∑

k=0

‖u(τ)‖2L2
‖u(k)(t)‖2 ≤ ν‖u‖2

Cν−1‖u‖2L2

for ‖u‖Cν−1 := maxk=0,...,ν−1 supt≥0 ‖u‖2.

Together with Theorem 5.2, Lemma 5.3 and Lemma 5.4 we obtain the following theorem.

Theorem 5.3. We consider the asymptotically stable DAE system with a quadratic output equa-
tion (1), the reduced-order model in (18), the corresponding proper and improper controllability

Gramians Pp, P i as defined in (9), the reduced proper and improper controllability Gramians P̂p,

P̂ i, and P̃p, P̃ i as defined in Lemma 5.4. The error between the improper-proper output yip of
the full-order model (1) and the reduced output ŷip satisfies the following bound:

‖yip − ŷip‖L∞
≤

(
tr (PpMP iM)− 2 tr

(
P̃

T

pMP̃ iM̂
)
+ tr

(
P̂pM̂P̂ iM̂

)) 1
2

ν
1
2 ‖u‖Cν−1‖u‖L2
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for output functions u ∈ Cν−1([0,∞),Rm).

Since ‖ypi − ŷpi‖
2
L∞

is equal to ‖yip − ŷip‖
2
L∞

, and the improper states are not truncated the
overall error ‖y− ŷ‖L∞

can be estimated as

‖y − ŷ‖L∞
≤ ‖ypp − ŷpp‖L∞

+ 2 · ‖ypi − ŷpi‖L∞

≤

(
tr (PpMPpM)− 2 tr

(
P̃

T

pMP̃pM̂
)
+ tr

(
P̂pM̂P̂pM̂

)) 1
2

‖u⊗ u‖
1
2

L2
(29)

+ 2 ·

(
tr (PpMP iM)− 2 tr

(
P̃

T

pMP̃ iM̂
)
+ tr

(
P̂pM̂P̂ iM̂

)) 1
2

ν
1
2 ‖u‖Cν−1‖u‖L2.

6 Extension to the multiple output case

Up to now, we considered systems (1) with a single output. In this section, however, we will extend
the previous theory to the multiple output case, where the output is given as

y(t) = Cx(t) +



x(t)TM1x(t)

...
x(t)TMpx(t)


 (30)

where C ∈ Rp×n and Mk = MT
k ∈ Rn×n for all k = 1, . . . , p. As we already did for the DAE

system with one quadratic output (1) we consider the different parts of the output separately so
that we investigate

yC(t) := Cx(t), yj(t) := x(t)TMjx(t), j = 1, . . . , p

and derive the corresponding Gramians that are summed up in the end to derive Gramians that
cover the overall observability behavior.
For the linear term yC(t), define the proper and improper observability mapping

C
C
p (t) := CFJ(t), C

C
i (k) := CFN (k)

and apply the theory from [24] to obtain the proper and improper observability Gramian

Q
C
p :=

∫ ∞

0

(
C
C
p (t)

)T
C
C
p (t)dt :=

∫ ∞

0

FJ(t)
TCTCFJ(t)dt,

Q
C
i :=

ν−1∑

k=0

(
C
C
i (k)

)T
C
C
i (k) :=

ν−1∑

k=0

FN (k)TCTCFN (k).

For each of the quadratic components, we define the observability mappings

O
j
pp(t1, t2) := BTFJ (t1)

TMjFJ(t2), O
j
pi(t, k) := BTFJ(t)

TMjFN (k),

O
j
ip(t, k) := BTFN (k)TMjFJ(t), O

j
ii(ℓ, k) := BTFN (ℓ)TMjFJ (t)

and apply the theory from Section 3 to derive the corresponding observability Gramians

Q
j
p :=

∫ ∞

0

FJ (t)
TMj(Pp +P i)MjFJ (t)dt, Q

j
i :=

ν−1∑

k=0

FN (k)TMj(Pp +P i)MjFN (k)

for j = 1, . . . , p. Finally, we can describe the overall observability behavior using the proper and
improper observability Gramians, which we define as

Qp := Q
C
p +

p∑

j=1

Q
j
p, Qi := Q

C
i +

p∑

j=1

Q
j
i . (31)
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To describe the output energies, we first gather the output mappings defined above to a general
proper and improper observability mapping

Op(k, t1, t2) :=




Q
C
p (t1)

O
1
pp(t1, t2)

...
O

p
pp(t1, t2)

O
1
ip(k, t2)

...
O

p
ip(k, t2)




and Oi(ℓ, k, t) :=




Q
C
i (ℓ)

O
1
pi(ℓ, t)
...

O
p
pi(ℓ, t)

O
1
ii(ℓ, k)
...

O
p
ii(ℓ, k)




.

Together with the derivations from Subsection 4.1 we obtain the proper and improper output
energies

E(Op) = ‖Op‖
2 = tr (Qp) , E(Oi) = ‖Oi‖

2 = tr (Qi) ,

where Qp and Qi are as defined in (31). These energy expressions justify the truncation process
as described in Subsection 4.2 also for the multiple output case.
To estimate the error ‖y − ŷ‖L∞

in the case of multiple outputs, we estimate the output norm
by the sum of the norms of the different components of the output, that is

‖y − ŷ‖L∞
≤ ‖yC − ŷC‖L∞

+ ‖



y1 − ŷ1

...
yp − ŷp


 ‖L∞

≤ ‖yC − ŷC‖L∞
+ ‖



y1 − ŷ1

0
...


 ‖L∞

+ · · ·+ ‖




...
0

yp − ŷp


 ‖L∞

≤ ‖yC − ŷC‖L∞
+ ‖y1 − ŷ1‖L∞

+ · · ·+ ‖yp − ŷp‖L∞
.

In the first component ‖yC− ŷC‖L∞
, the improper part can be neglected since the improper states

are not truncated. Hence, it holds

‖yC − ŷC‖L∞
= ‖Cxp − Ĉx̂p‖L∞

=

(∫ ∞

0

‖vec(CFJ(t)B− ĈF̂J (t)B̂)‖22dt

) 1
2
(∫ ∞

0

‖u(τ)‖22dt

) 1
2

= tr
(
BTQpB

)
‖u‖L2

For the other summands, we apply the theory presented in Section 5 to obtain the bound

p∑

j=1

‖yj−ŷj‖L∞

≤

p∑

j=1

‖ypp,j − ŷpp,j‖L∞
+ ‖yip,j − ŷip,j‖L∞

+ ‖ypi,j − ŷpi,j‖L∞

=

p∑

j=1

(
tr (PpMjPpMj)− 2 tr

(
P̃

T

pMjP̃pM̂j

)
+ tr

(
P̂pM̂jP̂pM̂j

))
‖u⊗ u‖L2

+

(
tr (PpMjP iMj)− 2 tr

(
P̃

T

pMjP̃ iM̂j

)
+ tr

(
P̂pM̂jP̂ iM̂j

)) 1
2

ν
1
2 ‖u‖Cν−1‖u‖L2

+

(
tr (PpMjP iMj)− 2 tr

(
P̃

T

pMjP̃ iM̂j

)
+ tr

(
P̂pM̂jP̂ iM̂j

)) 1
2

ν
1
2 ‖u‖Cν−1‖u‖L2 .
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7 Numerical Results

In this section, we discuss the efficiency of the proposed methodology using several examples. We
also verify our theoretical findings, particularly the error bounds, in our numerical experiments. All
the numerical experiments are carried out on a computer with 4 Intel Core i5-4690 CPUs running
at 3.5 GHz and equipped with 8 GB total main memory. The experiments use MATLAB®R2017a
and examples and methods from M-M.E.S.S.-2.1., see [21].

7.1 An illustrative example

Using this example, we highlight that for quadratic output models, it is necessary to consider mixed
Gramians Qpi and Qip, as discussed in Section 3. For this, we consider the following system in
Weierstraß canonical form




1 0 0 0
0 1 0 0
0 0 0 1
0 0 0 0







ż1(t)
ż2(t)
ż3(t)
ż4(t)


 =




−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1







z1(t)
z2(t)
z3(t)
z4(t)







1
1
1
1


u(t),

y(t) =
[
z1(t) z2(t) z3(t) z4(t)

]



1 0 1 0
0 0 0 1
1 0 0 0
0 1 0 2







z1(t)
z2(t)
z3(t)
z4(t)


 .

The proper state is then given by x1(t) =

[
z1(t)
z2(t)

]
and the improper one as x2(t) =

[
z3(t)
z4(t)

]
. The

corresponding system Gramians are given as

P1 =

[
1
2

1
2

1
2

1
2

]
, P2 =

[
2 1
1 1

]
, Q11 =

[
1
4 0
0 0

]
, Q21 =

[
1 1

2
1
2

1
2

]
, Q12 =

[
1
2

1
2

1
2 1

]
, Q22 =

[
0 0
0 4

]
.

We observe that the controllability Gramian of the proper state is of rank one. Hence, the minimal
realization of the proper part of the system is of rank one, and so is the proper part of the reduced-
order model for this example. The improper state is described by a rank two controllability
Gramian and by a rank two observability Gramian that is Qi = Qpi + Qii so that the minimal
realization of the improper system part is of rank two. However, we observe that the improper-
improper observability Gramian is of rank one. This fact shows vividly that the mixed Gramians
need to be taken into consideration.
To investigate the quality of the obtained reduced-order system, we consider the system output,

which we obtain by applying the input function u(t) = 0.2 ·e−t. The results are shown in Figure 1,
where the left plot shows the results of the full-order model (FOM), the reduced-order model (ROM),
and the corresponding error (Error) when the mixed Gramians are applied in the reduction process.
The right plot shows the same values for the case when the mixed Gramians were not part of the
reduction step, i.e., Qp := Qpp and Qi := Qii. We note that the mixed observability Gramians
Qpi and Qip must be considered within the reduction process.

7.2 Index–2 Stokes example

As the second example, we consider the creeping flow in capillaries or porous media, which can be
described by the following equations

d

dt
v(ζ, t) = µ∆v(ζ, t) −∇p(ζ, t) + f(ζ, t),

0 = div(v(ζ, t)),
(32)

with appropriate initial and boundary conditions. The position in the domain Ω ⊂ Rd is described
by ζ ∈ Ω and t ≥ 0 is the time. For simplicity, we use a classical solution concept and assume that
the external force f : Ω × [0,∞) → Rd is continuous and that the velocities v : Ω × [0,∞) → Rd

and pressures p : Ω× [0,∞) → Rd satisfy the necessary smoothness conditions. We discretize the
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Figure 1: An illustrative example: Output responses of the full-order and reduced-order models
and the corresponding error.
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Figure 2: Index–2 Stokes example: the decay of Hankel singular values.

system (32) by a finite difference scheme as discussed in [19, 25] and have an output equation to
measure our quantity of interest. We choose the matrix M to be 0.01 · In, yielding the l2-norm
of the state vector with a scaling factor 0.01. Consequently, we obtain a discretized system of the
form

d

dt

[
I 0
0 0

] [
z(t)
λ(t)

]
=

[
A G

GT 0

] [
z(t)
λ(t)

]
+

[
B1

B2

]
u(t),

y(t) =
[
z(t)T λ(t)T

]
M

[
z(t)
λ(t)

] (33)

with system matrices A ∈ Rg×g and G ∈ Rg,q. The input matrices are given as B1 ∈ Rg,m,
B2 ∈ Rq,m and the output matrix is M ∈ Rn,n with n = g + q. The state consists of z(t) ∈ Rg

and λ(t) ∈ Rq, while the input is u(t) ∈ Rm and the output y(t) ∈ R. We consider the system
of dimension n = 645 = nv + np, where the dimensions of the velocity and pressure vectors are
nv = 420 and np = 225, respectively.
We need to determine the Gramians corresponding to the proper and improper states of the

system (33). For this purpose, we apply the methods described in [25, 26], noting that the improper
Gramians can be computed explicitly. In Figure 2, we depict the decay of the Hankel singular values
σ1, σ2, . . . of the proper states corresponding to the proper Gramians as described in Section 4.2.
We truncate the proper Hankel singular values smaller than σ1 · 10

−8 and truncate the improper
Hankel singular values equal to zero. The reduced-order model has the dimensions n̂ = n̂v + n̂p

with nv = 13 and n̂p = 2. Figure 3 shows the output behavior of the full-order model (1) and of the
reduced-order model (2) for an input function u(t) = sin(t)3e−t/2. Additionally, the figure includes
the output error and the corresponding error estimation. The actual error is below the estimated
error for all time, and we observe that the error bound is rather conservative. The correct error is
sufficiently small, and the approximation quality of the reduced-order systems is much better than
the estimated one.
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Figure 3: Index–2 Stokes example: the outputs of the full-order model and the obtained reduced-

order model of order 15 for a test input u(t) = sin(t)3e−t/2. The plot also shows the
error between the outputs and our error estimate.

7.3 Index–3 mechanical system

Now, we investigate a system of index–3, that results from mechanical systems and is of the form

d

dt



Inx

0 0
0 H 0
0 0 0





x1(t)
x2(t)
λ(t)


 =




0 Inx
0

−K −D G

GT 0 0





x1(t)
x2(t)
λ(t)


+




0
Bx

0


u(t),

y(t) =
[
x1(t)

T x2(t)
T λ(t)T

]
M



x1(t)
x2(t)
λ(t)


 ,

(34)

where H, D, K ∈ Rg×g, Bx ∈ Rg×m, G ∈ Rg×q and M ∈ R2g+ℓ×2n+q. The state is given by
x1(t), x2(t) ∈ Rg, λ(t) ∈ Rg, the input by u(t) ∈ Rm and the output by y(t) ∈ R. We consider the
index–3 system (34), which arises in the modeling of constraint mechanical systems with matrices

H = diag(m1, . . . , mg),

D =




d1 + δ1 −d1
−d1 d1 + d2 + δ2 −d2

. . .
. . .

. . .

−dg−2 dg−2 + dg−1 + δg−1 −dg−1

−dg−1 dg−1 + δg



,

K =




k1 + κ1 −k1
−k1 k1 + k2 + κ2 −k2

. . .
. . .

. . .

−kg−2 kg−2 + kg−1 + κg−1 −kg−1

−kg−1 kg−1 + κg



,

G = [1, 0, . . . , 0, −1]T, Bx = [1, 0, . . . , 0]T, M = I2g+1.

The matrices are generated using the M-M.E.S.S.-function msd ind3, see [21], with dimension
g = 600. We choose

m1 = · · · = mg = 1, k1 = · · · = kg−1 = 1.5, d1 = · · · = dg−1 = 0.7,

κ1 = · · · = κg = 2, δ1 = · · · = δg = 0.9.

In [19], the projection matrices (3) for this example were introduced. To compute the Gramians,
we follow the same procedure presented in [25, 26] modified to the index 3 cases.
Figure 4 depicts the proper Hankel singular values. We truncate those smaller than σ1 · 10

−8.
Additionally, we remove the improper states corresponding to improper Hankel singular values
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Figure 4: Index–3 Mechanical system example: the decay of Hankel singular values.
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Figure 5: Index–3 Mechanical system example: the outputs of the full-order model and the obtained

reduced-order model of order 21 for the input u(t) = sin(2t)2e−t/2. The plot also shows
the error between the outputs and our error estimate.

that are zero. The resulting reduced dimensions are n̂ = n̂v + n̂p with nv = 20 and n̂p = 1. The
outputs of the full-order and the reduced-order models (1) and (2) are described in Figure 5 for an
input function u(t) = sin(2t)2e−t/2 and the figure also shows the error between the outputs and
the error estimate using 29.
Here again, we make similar observations as in the previous example–that is, the error bound

is conservative, and the system is approximated much better, leading to an output error that is
smaller than 10−13 for all t ∈ [0, 10].

Conclusions

This paper has addressed the model reduction problem for differential-algebraic systems with
quadratic output equations using BT. To apply the balancing procedure, we have derived new
observability Gramians that describe the observability behavior of the proper and improper states.
We have shown that these Gramians can be computed by solving certain projected Lyapunov
equations. Moreover, we have derived some bounds of the energy functional for the proper states
that have been used to derive a truncation criterion. To evaluate the quality of the reduced
surrogate model, we have introduced an error estimator.
Our method has been illustrated by numerical examples of indexes one, two, and three. In

particular, we were able to derive surrogate models of very small dimensions that approximate the
input–to–output behavior of the full-order models very well.
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