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Abstract 10 

Estimating river flood risks under global warming is challenging, largely because of the compounding 11 

nature of various drivers1,2. Yet to date, the interplay of multiple drivers and how they affect river 12 

floods are not well understood. Here we use explainable machine learning to disentangle the 13 

interactions between flood drivers and identify the compounding drivers of river floods in thousands 14 

of catchments around the world. We find that the majority of river floods worldwide over the past 40 15 

years were attributable to compounding drivers, which often amplified river flood magnitude. 16 

Furthermore, the role of compounding drivers becomes more important with increasing flood 17 

magnitude in nearly all of the studied catchments, with the strength of this relationship generally 18 

depending on the catchment physio-climatic conditions. Based on these findings, we demonstrate that 19 

traditional statistical methods using flood frequency analysis underestimate the magnitude of extreme 20 

floods because compounding drivers are not properly taken into account3. Overall, our results 21 

highlight the need for careful incorporation of compounding drivers in flood risk assessment to 22 

improve estimates of extreme floods, in particular in the face of climate change4,5.  23 
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Main 24 

River floods are among the most common natural disasters and their risk is projected to increase 25 

further in the future due to climate and socioeconomic changes, although substantial uncertainties 26 

remain1,6. A key to improving flood prediction is to enhance the understanding of the mechanisms that 27 

lead to floods, especially those associated with extreme floods7. Generally, river floods can be 28 

generated by a variety of atmospheric processes (e.g., circulation patterns causing heavy precipitation 29 

and temperature increases causing snowmelt or glacial melt) that are modified by various catchment 30 

conditions and characteristics2. Intricate interactions of all these processes determine the timing, 31 

duration, extent, temporal clustering, and severity of river floods8-11, which makes estimating future 32 

flood risks particularly challenging because flood drivers may exhibit varying trends in a changing 33 

climate4,12. 34 

Conventionally, river floods have been extensively studied using a process-oriented flood typology, 35 

which essentially strives to assign one dominant process to each event, even when multiple drivers 36 

may be present7,13-18. In many cases, however, the compounding of flood generation processes is given 37 

little targeted consideration despite its ubiquity and importance in contributing to extreme floods. 38 

Floods can be more severe if multiple processes and conditions that favor high river discharges (e.g., 39 

heavy and prolonged precipitation, melting of accumulated snowpack, and high antecedent soil 40 

moisture) occur concurrently3. The amplified impacts are often due to multiple drivers combining 41 

nonlinearly and complex interactions between different physical processes across various spatial and 42 

temporal scales19. Even for cases in which none of the drivers are extreme from a statistical 43 

perspective, their joint contribution can trigger extreme and unprecedented floods that pose an 44 

enormous challenge to flood risk management20. Therefore, a thorough understanding of 45 

compounding river flood drivers under historical conditions is critical to improving current flood risk 46 

strategies and developing new strategies in the future5. In principle, one can derive physically based 47 

hypotheses of different compounding drivers and how they affect flood magnitude, but data-based 48 

evidence to support such hypotheses is still lacking at a large scale3. Most of the previous studies of 49 

compound flood events focused on coastal floods and the interaction between storm surges and 50 
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runoff21,22, whereas only a few studies explicitly examined compounding drivers of inland river 51 

flooding18,23. 52 

In this study, we developed a novel approach based on explainable machine learning (ML) to 53 

disentangle the multiple and compounding drivers of river floods. The approach allows for a unified 54 

assessment to quantify the contributions of meteorological drivers (rainfall and temperature), 55 

catchment preconditions (snow depth and soil moisture), and their interactions on river floods 56 

(defined as annual maximum discharges) in a wide variety of catchments. We applied the approach to 57 

3,527 catchments worldwide and quantified the predictive contribution of interaction effects in the 58 

predictors for 124,642 annual discharge maxima from 1981 to 2020 (Extended Data Figs. 1-2, see 59 

Methods). We then identified which floods were associated with multiple drivers based on the 60 

interaction effects and examined the spatial distribution of multi-driver floods. We further 61 

investigated flood complexity in catchments with different physio-climatic conditions (Extended Data 62 

Fig. 3), which we defined as the slope in the number of relevant interaction effects between drivers 63 

along increasing flood magnitude. The flood complexity of a catchment, arising from the 64 

compounding effects between drivers, characterizes the heterogeneity in the physical processes that 65 

generate floods of different magnitudes and is related to the reliability of extreme flood hazard 66 

estimates. 67 

Identification of compounding effects 68 

We identified flood drivers using explainable ML that combines Light Gradient Boosting Machine 69 

(LightGBM)24 for the prediction of runoff events and Shapley Additive exPlanation (SHAP) 70 

interaction values25 to explain the results by revealing the contributions of input variables (Fig. 1a). 71 

We trained the ML models for each of the studied catchments to learn the nonlinear relationship 72 

between discharge peaks (regardless their magnitude) and their corresponding recent rainfall, recent 73 

temperature, antecedent soil moisture, and antecedent snowpack (see Methods). SHAP interaction 74 

values were used to provide predictive contributions of the pairwise interaction between predictors 75 

(Fig. 1b). Training was performed by replicating 500 times; each sample was placed in the training set 76 
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400 times and the test set 100 times, with all SHAP interaction values being calculated based on 77 

samples in the test sets only. 78 

 79 

Fig. 1 | Procedure for identifying compounding effects in river flood drivers. A catchment in 80 

Slovenia with an outlet at 49.07°N, 18.91°E is used as an example. a, Conceptual diagram showing 81 

relationships between data, ML model, and explanation. Meteorological drivers (green boxes, 82 

including recent rainfall (RR) and recent temperature (RT)) and catchment preconditions (orange 83 

boxes, including soil moisture (SM) and snowpack (SP)) are used as input variables. The model 84 

output refers to all identifiable discharge peaks (DP) regardless of their magnitude. b, Illustration of 85 

SHAP interaction values for model outputs. The tick labels indicate the different types of variables, 86 

with the number representing the number of days before a discharge peak for the corresponding 87 

feature. c, The relationship between the aggregated contributions and the event-averaged magnitude 88 

of the different types of variables for all samples in the catchment. The points indicate the median of 89 



 
5 

the respective aggregated contributions over 100 replicates. The error bars indicate the 10th and 90th 90 

percentiles of the contribution values for the annual maximum (AM) discharge samples. The red 91 

dashed lines indicate the threshold (here, the 80th percentile of the aggregated contributions across all 92 

samples) used to identify the main drivers, above which the driver is considered a considerable 93 

contributor. Note the small variation in the thresholds (overlapped in the figure) across the 100 94 

replicates. The color saturation of the AM samples indicates the number of exceedances of the 95 

corresponding threshold, with higher saturation indicating more exceedances over the 100 replicates. 96 

d, Summary of the number of exceedances of each threshold for the AM samples, with the x-axis 97 

representing the rank of the AM magnitude. Saturation has the same meaning as in panel c. e, 98 

Illustration of the flood complexity. The points indicate the median of the interaction richness over the 99 

100 replicates, with the error bars indicating the 25th and 75th percentiles. The interaction richness 100 

(exemplified in Extended Data Fig. 4) is based on the number of interaction values exceeding a 101 

threshold (here, the 80th percentile of the positive interaction values across all samples). The dashed 102 

lines indicate the fitted slope in each of the replicates, and the flood complexity is the median of these 103 

slopes (the solid orange line). The combined p-value is estimated using Fisher’s method from 104 

individual p-values that indicate the significance of whether the corresponding slope is positive.  105 

 106 

The SHAP interaction values are additive, which allows us to aggregate them into meaningful effects, 107 

such as the aggregated contributions of different kinds of variables25. Using a catchment in Slovenia 108 

as an example, the aggregated SHAP values reveal predictive contributions of the four types of 109 

variables in the model (Fig. 1c). A positive contribution indicates that the feature pushed the model 110 

output beyond what is expected (e.g., the average of the runoff peaks in the training set), whereas a 111 

negative contribution does the opposite. The contributions of recent rainfall, soil moisture, and 112 

snowpack all scale with their magnitudes, whereas recent temperature only has a positive contribution 113 

when the value is around 5 °C, implying its role in flooding by inducing snowmelt. The robustness of 114 

the contribution pattern is confirmed by the error bars, which indicate the variation across the 100 115 

replicates (Fig. 1c). Based on the aggregated contributions, we define a threshold (here, the 80th 116 
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percentile of all the aggregated values) to determine the main variables that considerably contribute to 117 

discharge peaks. The approach is applied to annual maximum discharges (Fig. 1d), enabling the 118 

identification of main drivers and multi-driver floods. Whether a driver is a single or a multi-driver is 119 

based on the 100 replicates using a binomial test. Moreover, we define the fraction of main interaction 120 

effects (by thresholding the SHAP interaction values) to all possible interaction effects as the 121 

interaction richness for individual flood events (Extended Data Fig. 4). We used the simple linear 122 

regression slope between the interaction richness and the non-exceedance probability of flood events 123 

to measure the flood complexity of a catchment (Fig. 1e), which serves as an indicator of flood 124 

heterogeneity resulting from compounding effects between drivers. The flood generation in the 125 

Slovenian catchment example (Fig. 1) is likely to be more heterogeneous, and therefore probably less 126 

extrapolatable compared to the British catchment shown in Extended Data Fig. 5. 127 

Distribution and impact of compound floods  128 

For all identified flood events, 61.1%, 21.8%, 51.5%, and 20.3% were associated with recent rainfall, 129 

recent temperature, soil moisture, and snowpack, respectively. The main variables influencing the 130 

annual maximum discharge events vary considerably among catchments (Fig. 2a-d), underlining the 131 

spatial heterogeneity of the main processes (e.g., precipitation, soil moisture saturation, snowmelt, and 132 

evapotranspiration) that generate floods. The overall patterns of the main driving variables are largely 133 

consistent with previously identified global and regional flood types in the literature13,15,18, although 134 

different perspectives were considered and our focus is on the compounding of drivers.  135 
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 136 

Fig. 2 | Main drivers of annual maximum flood events in the 3,527 catchments. a-d, Proportions 137 

of recent rainfall (a), recent temperature (b), soil moisture (c), and snowpack (d) as main drivers of 138 

AM floods in individual catchments. The gray points indicate catchments for which the respective 139 

driver is not considered a main driver in any of the considered floods. e, Proportion of flood events for 140 

which at least two drivers are considered main drivers. The inset represents the proportion of specific 141 

combinations of drivers in all multi-driver flood events (only combinations within the top five 142 

proportions are shown). The 80th percentile of the aggregated contributions of all samples in each 143 

replicate was used as the cutoff for whether the driver contribution was considered (see Fig. 1c and 144 

Methods). 145 

 146 

We further examined the distribution of multi-driver floods that are associated with at least two of the 147 

main drivers identified above (Fig. 2e). Of the 124,642 flood events, 51.6% were attributable to at 148 

least two drivers. Almost all the studied catchments have experienced multi-driver floods to a greater 149 
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or lesser extent. In 55.1% of the catchments, more than 50% of the floods were multi-driver floods. In 150 

particular, the joint contribution of RR and SM accounts for 33.5% of the multi-driver floods, which 151 

highlights the preconditioning role of antecedent soil moisture in flood development15,26. The various 152 

combinations of RR, RT, SM, and SP suggest complex interplays between soil moisture, rainfall, 153 

evapotranspiration, and snowmelt in flood generation, emphasizing the importance of understanding 154 

river flood risks from a multivariate perspective5.  155 

The mean magnitude of multi-driver floods is significantly higher in 56.1% of the 3,527 catchments 156 

than in single-driver floods (one-sided t-test, α=0.05). Among these catchments, the mean magnitude 157 

of multi-driver floods is at least 20% higher than that of non-multi-driver floods in 63.9% of 158 

catchments, and at least 50% higher in 28.5% of catchments (Fig. 3a). The catchments with a higher 159 

magnitude ratio of multi-driver floods to single-driver floods are generally characterized by a high 160 

degree of aridity (Extended Data Fig. 3), with a strong negative correlation between this ratio and the 161 

climate moisture index of the catchments (Spearman’s rank correlation coefficient = -0.55, p<0.001). 162 

Previous studies have consistently found that drier catchments have heavier flood tails and our results 163 

suggest that compounding drivers that tend to increase nonlinear interactions between processes may 164 

be a possible mechanism3,27.  165 
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  166 

Fig. 3 | Impact of compounding drivers on the severity of river flood events. a, The magnitude 167 

ratio of multi-driver floods to single-driver floods in individual catchments. The ratio was calculated 168 

as the mean magnitude of multi-driver floods divided by the mean magnitude of single-driver floods. 169 

The inset box plot compares the magnitude ratio between dry catchments (climate moisture index < 0) 170 

and wet catchments (climate moisture index ≥ 0) (Extended Data Fig. 3). b, Proportion of multi-driver 171 

floods associated with different return periods. The height of the bars indicates the event-wise 172 

proportion, whereas the white points indicate the median of the catchment-wise proportion with the 173 

error bars indicating the 25th and 75th percentiles. c, Comparison between multi-driver and single-174 

driver floods in terms of the minimum rank of recent rainfall (RR) and antecedent snowpack (SP) 175 

prior to individual events. Lower ranks correspond to higher magnitudes. d-e, Event-wise ranks of RR 176 

against event-wise ranks of annual maximum (AM) discharges when RR was the sole contributor (d) 177 

and when RR contributed with other drivers (e). The color indicates the two-dimensional histogram of 178 

RR-AM discharge rank pairs across all catchments, with dark indicating more counts. The number of 179 

bins for each dimension was set to 20. 180 

 181 
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Moreover, the likelihood of floods being associated with multiple drivers generally increases as floods 182 

become more extreme (Fig. 3b). The proportion of multi-driver events in all annual maximum floods 183 

(124,642 events in total) increased from 51.6% to 64.9%, 70.1%, and 71.3% for floods with a 184 

catchment-specific return period of at least 2 years (63,199 events), 5 years (24,289 events), and 10 185 

years (11,338 events), respectively. The catchment-wise proportions largely follow this pattern (Fig. 186 

3b), whereas the variance of the proportions becomes larger for 10-year floods. In some catchments, 187 

multi-driver floods may be less dominant for extreme floods than for moderate floods (e.g., 5-year 188 

floods) over the past 40 years, particularly when a single driver is extreme enough to dominate the 189 

generation of extreme floods12. 190 

We further compared the extremeness of the drivers between the largest floods globally from 1981 to 191 

2020 with and without multiple associated drivers (Fig. 3c). For the largest floods without multiple 192 

drivers, the event-wise rainfall or snowpack tends to have top rankings in its magnitude. In contrast, 193 

the extremeness of rainfall or snowpack that trigger multi-driver floods presents a wider distribution, 194 

suggesting a considerable chance that non-extreme drivers cause extreme outcomes. A comparison of 195 

the relevance of the event-wise rank of the recent rainfall and flood magnitude in each catchment 196 

further revealed differences between floods induced by recent rainfall only and floods jointly 197 

triggered by recent rainfall and additional drivers. When recent rainfall contributes to flooding events 198 

jointly with other drivers, the mean rank of recent rainfall is significantly higher than that of the 199 

annual maximum flood (Fig. 3e, one-sided paired t-test, p<0.001). In contrast, when recent rainfall is 200 

a single flood driver, even extreme recent rainfall does not always cause large floods (high density 201 

below the diagonal in Fig. 3d), which is likely due to buffering (i.e., negative contributions) by other 202 

drivers (e.g., drier soils). Considering only catchments with a longer observation period (e.g., at least 203 

35 annual maximum discharges) does not change the above conclusion. These combined results 204 

demonstrate again the role of compounding drivers in amplifying the flood magnitude of a river and 205 

illustrate that extreme outcomes can result from non-extreme drivers, which underscores the 206 

importance of considering the compounding nature of flood drivers in risk management. 207 
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Since the identification of contributing drivers is highly dependent on the selected threshold, we 208 

conducted a number of sensitivity tests. Generally, lower thresholds lead to a higher number of 209 

contributing drivers, resulting in more flood events being classified as multi-driver floods, and vice 210 

versa for higher thresholds. However, different thresholds lead to similar spatial patterns of multi-211 

driver flood proportions (Extended Data Fig. 6), showing the robustness of our conclusions against 212 

different threshold choices. In particular, the proportions of multi-driver floods using different 213 

thresholds are strongly correlated. Similarly, the conclusions about the relevance of compounding 214 

drivers and flood extremeness drawn in Fig. 3 hold with different thresholds (Extended Data Fig. 7). 215 

In addition, a stricter criterion for the predictive performance of ML algorithms does not affect the 216 

above conclusion (Extended Data Fig. 8).  217 

Varying degrees of flood complexity 218 

We estimated flood complexity for all 3,527 catchments from 1981 to 2020, which were defined as 219 

the regression slope between the interaction richness and non-exceedance probability of flood events 220 

(Fig. 4a). Of the catchments studied, 96.1% have a significantly positive slope (combined p-221 

value<0.01 by Fisher’s method from the 100 replicates). Catchments with a low flood complexity 222 

(often coinciding with non-significant flood complexity overall) were mainly distributed in the 223 

northern regions, the Alpine region, and the Amazon Basin. For high-latitude and high-altitude 224 

regions, flood generations tend to be uniformly dominated by snowmelt, and therefore the interaction 225 

richness is likely to be homogeneous across flood magnitudes. In contrast, floods in the Amazon 226 

Basin are typically triggered by saturated soil moisture that has accumulated during the rainy season28, 227 

resulting in low variability in the richness of driver interactions during the few days preceding 228 

different magnitudes of flood events.  229 

Regions with average flood complexity of catchments significantly higher than the global average 230 

(one-sided t-test, α=0.001) mainly include eastern Brazil, the Andes, eastern Australia, the Rocky 231 

Mountains extending to the west coast, and the western and central European plains (Fig. 4a-b). 232 

Catchments in these regions typically have multiple flooding mechanisms. For example, catchments 233 
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in the European plains may experience flooding caused by recent rainfall alone, or by both recent 234 

rainfall and snowmelt/antecedent soil moisture14,18. The various combinations of factors and processes 235 

involved in the generation of the catchment response produce a wide range of hydrologic behaviors 236 

with varying degrees of interactions and nonlinearity29. The estimated flood complexity is not 237 

dependent on the choice of the threshold that determines the main interaction effects, which 238 

demonstrates the robustness of the above results (Extended Data Fig. 9a-d). 239 

Comparing flood complexity against the catchment-averaged climate moisture index and snow cover 240 

extents indicates that drier catchments and wet catchments with moderate snow cover tend to display 241 

a high flood complexity (Figs. 4c-d). Generally, rainfall-runoff processes in humid catchments are 242 

assumed to be more linear due to the reduced variability of hydrological conditions, whereas 243 

catchments in arid environments may experience more disruptions to within-basin connectivity30-32. In 244 

wet catchments with moderate snow cover, the potential interactions between both rainfall and 245 

snowmelt processes make flood generation mechanisms more heterogeneous and complex than in 246 

catchments dominated by rainfall or snowmelt alone. This relationship holds under a more stringent 247 

criterion for the predictive performance of ML algorithms (Extended Data Fig. 9e-f). In addition to 248 

the global spatial variability caused by different climatic conditions, catchments within the same 249 

IPCC reference region33 also exhibit high variance in flood complexity (Fig. 4b). This variance is 250 

likely due to local differences in catchment characteristics such as physiography, vegetation, and 251 

soils. Spearman’s rank correlation analysis between flood complexity and representative local 252 

characteristics across various climate reference regions suggests that catchments with higher flood 253 

complexity tend to exhibit larger size, flatter terrain, reduced forest cover, and lower sand content. 254 

These associations may be related to the effects of scale and soil storage capacity30,34,35. However, 255 

measurement uncertainty and confounding factors may complicate the correlation analysis for 256 

different flood processes, which warrants further investigation.  257 
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 258 

Fig. 4 | Flood complexity and its relationship to catchment attributes. a, Spatial distribution of 259 

flood complexity for individual catchments (median across 100 replicates). The gray polygons 260 

represent the IPCC climate reference regions33, each of which contains at least 50 study catchments. 261 

The bold abbreviation indicates the region has an average flood complexity significantly higher than 262 

the global average (one-sided t-test, α=0.001). b, Flood complexity of catchments in IPCC reference 263 

regions and correlations with catchment characteristics. The red dashed line indicates the average 264 

flood complexity across all catchments. Box plots show the median, 25th percentile, 75th percentile, 265 

and 1.5x interquartile range of the data. Correlations in the lower panel represent Spearman’s rank 266 

correlations (within each region) between flood complexity and catchment size, catchment-average 267 

stream gradient, forest cover extent, and sand fraction in soil. We only display the correlation results 268 

for reference regions where catchment attributes have sufficient variability, e.g., the interdecile range 269 

of a catchment attribute in the region should be at least 60% of the interdecile range of the same 270 

attribute across all catchments. c-d, The relationship between flood complexity and catchment-271 

average snow cover extent (c) and climate moisture index (d). The red line shows the LOWESS 272 

(locally weighted scatterplot smoothing) of the points and the shaded area indicates the 95% 273 
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confidence interval based on 1,000 bootstraps. Only wet catchments (climate moisture index ≥ 0) are 274 

considered in panel d. 275 

 276 

To assess the potential errors in estimating extreme events in catchments with varying degrees of 277 

flood complexity, we conducted flood frequency analysis based on all annual flood events except the 278 

largest one within individual catchments. We find that estimates of the magnitude of the largest flood 279 

is severely underestimated in catchments with higher flood complexity (Fig. 5). For example, in the 280 

388 catchments with a flood complexity > 0.15 (the green and white points in Fig. 4a), the estimated 281 

magnitude of the largest floods is, on average, 20.3% lower than the observed values. This serious 282 

underestimation can pose an enormous risk to practical hydrological design and flood 283 

management3,36,37. Our results suggest that catchments without recorded extreme flood events may be 284 

subject to unexpectedly large events, and such a case could be exacerbated if the physical processes in 285 

flood generation are heterogeneous in the catchment due to compounding effects38,39. Sensitivity 286 

analyses show that the conclusion is robust even if only catchments with a longer observation period 287 

are considered (Extended Data Fig. 10). 288 
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  289 

Fig. 5 | Impact of flood complexity on estimating large flood magnitudes. a, Estimation error in 290 

the magnitude of the largest observed floods per catchment against different levels of flood 291 

complexity. The estimation error in each catchment is calculated as the relative error between the 292 

estimated magnitude extrapolated from all other flood events and the observed magnitude of the 293 

largest flood in the observations (see Methods). A negative error indicates an underestimation of the 294 

largest flood magnitude. Box plots show the median, 25th percentile, 75th percentile, and 1.5x 295 

interquartile range across catchments within different flood complexity bins (x-axis). The number 296 

indicates the sample size of each bin, and the letters are assigned based on a one-sided t-test with a 297 

significance level of 0.05 (different letters indicate statistically significant differences in the mean 298 

estimation error). b, Proportions of catchments where the estimated largest flood is 30% lower than 299 

observed (i.e., below the red dashed line in panel a). The error bar indicates the 95% confidence 300 

interval, which is approximated as �̂� ± 1.96(!"($%%&!")
(

 (�̂� is the estimated proportion and n is the 301 

sample size). The letters above each bar indicate the significance of the difference between 302 

proportions (one-sided z-test, α=0.05). 303 
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Discussion 304 

Recent literature has increasingly focused on the compounding effects of drivers of river floods, 305 

which can potentially improve our understanding of flood extremes under historical conditions and 306 

enhance predictive capabilities for future flood risks5. In particular, the way in which increased 307 

extreme precipitation will translate into changes in river flooding remains controversial12,13,40, and 308 

therefore we may benefit from learning more about the interplay between soil moisture, precipitation, 309 

evapotranspiration, and snowmelt41. Despite the theoretical hypotheses, there have been few large-310 

scale investigations of the compounding drivers of river floods and the impact of such compounding 311 

effects on the severity of river flood events, which requires reliably capturing the nonlinear 312 

interactions and dependencies between variables42.  313 

Based on advanced explainable ML techniques, this study developed a new approach to quantifying 314 

the compounding effects between river flood drivers in a unified framework (Fig. 1). Our results 315 

demonstrate that the compounding effects were prevalent in river floods around the globe (Fig. 2e) 316 

and show their relevance for extreme river floods in most catchments (Fig. 3b). Compounding drivers 317 

can make river floods more severe (Fig. 3a) and even moderate drivers can cause potentially extreme 318 

floods when interacting with each other (Fig. 3c-e), which highlights the need to understand river 319 

flood risks from a compound event perspective. We also examined the flood complexity in 320 

catchments resulting from the compounding effects, which is found to be highly variable across 321 

catchments with different climatic and local conditions (Fig. 4). Higher flood complexity implies that 322 

the generation processes are more heterogeneous across flood magnitudes, thereby suggesting less 323 

reliability in extrapolating from moderate floods to the estimation of extreme flood risk (Fig. 5). Our 324 

results suggest that flood risk assessment and management in arid and snow-rain mixed catchments in 325 

particular should be approached with caution. 326 

The origins of large (extreme) floods have been the subject of debate as to whether the extremes are 327 

distinct from small floods or arise from the same distributions as small floods but are simply 328 

associated with different magnitudes of the same process37,43,44. Understanding these origins is 329 

important for selecting and designing appropriate flood estimation methods, most of which assume 330 
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homogeneous flood samples and are widely used in engineering practice39. Our results suggest that 331 

the disagreement can probably be reconciled by considering different catchment conditions that may 332 

affect the compounding nature of river floods. In regions with high flood complexity (e.g., arid and 333 

snow-rain mixed catchments), conventional statistical methods based on the homogeneity assumption 334 

may strongly underestimate extreme flood magnititudes3. 335 

The ubiquitous compounding effects in river floods also pose a huge challenge to flood risk 336 

management in a warming climate, especially considering that different trends in flood drivers will 337 

alter the magnitudes and associated probabilities of extreme floods10,11, thereby challenging current 338 

risk management measures. Moreover, climate change is likely to increase the currently low flood 339 

complexity in high-latitude regions because the present snowmelt-dominated flood generation will 340 

probably become more mixed with rainfall45,46. These regions may therefore be underprepared for 341 

potential flood risk increases because flood magnitudes have decreased in recent decades concurrent 342 

with decreasing snowmelt. Although snowmelt so far has remained the dominant driver in those 343 

catchments, the expected increase in precipitation extremes may soon break the stationarity and lead 344 

to unprecedented flood disasters12. 345 

Methods 346 

Historical observations and simulations 347 

Daily discharge observations in 3,527 catchments around the world (Extended Data Fig. 1) from 1981 348 

to 2020 were obtained from the Global Runoff Data Center (https://www.bafg.de/GRDC, accessed 349 

August 1, 2022), which consists of discharge records from approximately 10,000 catchments 350 

worldwide. The 3,752 catchments were selected using the following criteria. First, the catchment 351 

should have daily discharge records for at least 20 years during 1981 to 2020. Second, the catchments 352 

are larger than 100 km2 to encompass at least one grid cell of the meteorological datasets (at ~9 km 353 

spatial resolution) and smaller than 100,000 km2. Third, the predictive relationship between 354 

hydrometeorological data and identified peak flows should be well captured by the ML model. 355 
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Therefore, the catchments with an average R2 regression score in the test periods across all replicated 356 

cross-validations below 0.3 were excluded. 357 

Global daily precipitation and air temperature from 1979 to 2020 were obtained from the MSWEP 358 

(Multi-Source Weighted-Ensemble Precipitation) and MSWX (Multi-Source Weather) datasets47,48, 359 

respectively, with a spatial resolution of 0.1°. Daily rainfall, soil moisture storage, and snowpack were 360 

estimated by a gridded implementation of the HBV model49 using daily precipitation and temperature. 361 

The model has been well calibrated with daily observed discharge from over 4,000 catchments 362 

worldwide using the same MSWEP precipitation product50. The simulations between 1979 and 1980 363 

were excluded to account for model warm-up processes. The gridded rainfall, temperature, soil 364 

moisture, and snowpack were aggregated to individual catchments (Extended Data Fig. 2), with 365 

catchment boundaries delineated using an automated outlet relocation algorithm51. Overall, the 366 

spatially aggregated runoff outputs for each catchment simulate the observed discharge well, with a 367 

median Kling-Gupta Efficiency of 0.47 and a median Pearson correlation coefficient of 0.76 across 368 

the 3,527 catchments, which are comparable to the model performance reported50. Importantly, the 369 

simulation data would be reconsidered in ML models in terms of their predictive relationship to the 370 

discharge observations. Catchments with underperformed predictions due to potentially poor 371 

simulation data were excluded.  372 

Catchment attributes 373 

We chose climate moisture index, snow cover extent, catchment size, stream gradient, forest cover 374 

extent, and sand fraction in soil to reflect certain aspects of a catchment’s climatology, physiography, 375 

vegetation, and soil attributes, which considers both their representativeness and relevance to flood 376 

generation as reported in the literature34,35. These catchment attributes (except catchment size) were 377 

derived from the well-established HydroATLAS dataset52, which provides a compendium of 378 

descriptive hydro-environmental information for all (sub)basins worldwide with nested levels, each 379 

representing consistently sized polygons. We used the highest spatial resolution level (level 12), 380 

which has a scale of approximately tens of square kilometers. We then derived the relevant attributes 381 
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for the 3,527 catchments in our study using an area-weighted aggregate based on the coverage 382 

(Extended Data Fig. 3). Among these attributes, the climate moisture index (CMI) was calculated 383 

from annual precipitation (P) and potential evapotranspiration (PET) using the equation: [CMI = (P / 384 

PET) - 1 if P < PET] or [CMI = 1 - (PET / P) if P ≥ PET]. The CMI ranges from -1 to 1, with a higher 385 

value indicating wetter conditions. Catchment size was estimated directly from the catchment 386 

boundary. Stream gradient refers to the ratio of the slope within the stream reach to the length of the 387 

reach. 388 

Preprocessing of training samples 389 

The training targets for the ML models used in this study are identifiable discharge peaks, regardless 390 

of their extremeness, in the daily discharge series of each catchment (Extended Data Fig. 2). The 391 

identification follows the procedure recommended by the guidelines of the US Water Resources 392 

Council, which has been widely adopted in many studies53,54. First, all local peaks with a minimum 393 

distance T = 5 days + log(A) between neighboring peaks were selected, where A is the basin area in 394 

square miles and T is rounded to an integer. Then, the criterion that the minimum discharge between 395 

two consecutive peaks should be less than 75% must be satisfied, otherwise the smallest peak in such 396 

a pair is removed until the condition is fulfilled for all remaining peaks. In total, we identified 397 

1,582,043 discharge peaks for all 3,527 catchments, with an average of 12.2 event peaks per year 398 

across the catchments. Note that although only annual maximum discharges are considered in the 399 

subsequent analysis, we trained the model on all identifiable peak flows for two main reasons. The 400 

first is to increase training samples to better capture diverse runoff processes. The second is to provide 401 

an appropriate background for the interpretation of ML models55, which serves as a reference point 402 

for identifying the contributions of features in the input to the prediction. 403 

We used the time series of daily precipitation and 7-day mean temperature in the last 7 days before 404 

the discharge peaks, and soil moisture and snowpack on the day before this 7-day synoptic window as 405 

inputs to the ML model (Extended Data Fig. 2). The 7-day time window was chosen according to 406 

previous studies9,14,15. We averaged the temperature within the 7-day synoptic window instead of 407 
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using the time series within it to simplify the model complexity for better interpretability and to avoid 408 

interpretation instability due to autocorrelation between temperatures in the model inputs. 409 

Training and interpretation of ML models 410 

We used the LightGBM as the ML model, which is based on decision tree algorithms in a gradient 411 

boosting framework24. In our preliminary experiments, we compared it with other tree-based ML 412 

models (e.g., random forest and XGBoost) and eventually chose LightGBM after accounting for both 413 

model performance and efficiency. For each catchment, we used repeated five-fold cross-validation 414 

for model evaluation and interpretation. Specifically, we repeated the five-fold cross-validation 415 

process 100 times for each catchment, meaning that each data sample was independently evaluated 416 

and interpreted 100 times. In each iteration of the 100 replicates, the sample set was split five-fold 417 

differently and, in turn, the interpretation results in each sample in different test periods were based on 418 

the model trained on different training samples. Repeated cross-validation can help reduce the 419 

randomness and potential bias of the interpretation baseline.  420 

As prior knowledge, we enforced monotonicity constraints on the input features of rainfall, soil 421 

moisture, and snowpack in the model, meaning that these features have a monotonically increasing 422 

relationship to the discharge response. Our preliminary experiments showed that such constraints 423 

improve the predictive performance of the model. We also disabled the interactions between the input 424 

features of rainfall and temperature in the model to ensure the interpretability of the compounding 425 

effects are consistent with our domain knowledge. In each training process, the hyperparameters of 426 

the LightGBM model were automatically searched by optimizing the model performance on a subset 427 

of the corresponding training samples. The candidate hyperparameters are listed in Extended Data 428 

Table 1.  429 

The SHAP interaction values25 were used to explain the model outputs in terms of the predictive 430 

contributions of the pairwise interactions between input features. The SHAP interaction values for 431 

each sample consist of a matrix of feature attributions (interaction effects on the off-diagonal and 432 

main effects on the diagonal, as shown in Fig. 1b). In this study, we calculated SHAP interaction 433 
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values for all test samples for each of the catchments. Intuitively, the SHAP interaction values explain 434 

why the prediction was different from the expected output (i.e., the average of the training targets). As 435 

an additive feature attribution method, the SHAP interaction values between feature i and all features 436 

(including feature i itself) sum to the predictive contribution of feature i. Therefore, we derived the 437 

predictive contribution of different types of variables by aggregating all the interaction effects of the 438 

corresponding variables. 439 

Determining main drivers and identifying multi-driver floods 440 

For each of the 100 replicates, we can derive the aggregated contribution of recent rainfall, recent 441 

temperature, antecedent soil moisture, and antecedent snowpack to every identifiable discharge peak. 442 

We then determined a cutoff threshold to distinguish whether the specific driver had a considerable 443 

contribution. In the main text, we used the 80th percentile of the aggregated contribution values for all 444 

peaks as the threshold, above which the driver is considered a main driver. A flood associated with at 445 

least two main drivers is regarded as a multi-driver flood. We can also determine the specific 446 

combination for the multi-driver flood (e.g., a flood driven by main contributions from recent rainfall 447 

and antecedent soil moisture). For each flood event in the 100 replicates, we can derive a set of 448 

Boolean values (100 elements in this case) that indicate whether the event is associated with a 449 

particular driver or combination. We took the majority as the final result and tested its significance 450 

using the binomial test. With 100 replicates and a significance level of 0.01, a driver or a combination 451 

with at least 63 exceedances of the respective thresholds is considered to be significantly associated 452 

with the corresponding flood event. Especially, a flood that is associated with multiple drivers at least 453 

63 times in the 100 replicates is regarded as a multi-driver flood. Conversely, a flood that is 454 

associated with multiple drivers at most 37 times is regarded as a single-driver flood. Note that a 455 

single-driver flood may include cases in which the flood is not associated with any main drivers 456 

(threshold for aggregated contribution never exceeded). 457 
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Richness of interactions and flood complexity 458 

Similar to the thresholding of aggregated contribution values, we can threshold positive interactions 459 

between features in the original SHAP interaction values to identify the main interaction effects that 460 

considerably contribute to the prediction of discharge peaks. We define the fraction of the main 461 

interaction effects to all possible interaction effects as the richness of interaction for individual flood 462 

events (exemplified in Extended Data Fig. 4). In each of the 100 replicates, we used the simple 463 

regression model to fit a slope between the non-exceedance probability and the richness of interaction 464 

of annual maximum flood events in a catchment. The regression slope, which we defined as the flood 465 

complexity of a catchment, indicates the change in the richness of interaction for every 1% increase in 466 

the non-exceedance probability of floods. We derived 100 slopes and associated p-values that test 467 

whether the corresponding slope is significantly positive. We used the median slope as the final slope 468 

across the 100 replicates and estimated the combined p-value using Fisher’s method. 469 

Errors in estimating large flood magnitudes 470 

The estimation error in the magnitude of the largest observed flood in a catchment is calculated as 471 

(𝑄)*+ − 𝑄,-*)/𝑄,-*, where 𝑄,-* is the magnitude of the largest observed flood during the study 472 

period (from 1980 to 2020) and 𝑄)*+ is the estimated magnitude based on the flood frequency 473 

analysis. Specifically, we first fit the available annual maximum discharge events during the study 474 

period (the largest is assumed to be unknown and thus not included) using the Generalized Extreme 475 

Value (GEV) distribution. For the annual maximum discharge events, only events in a calendar year 476 

with at least 200 days of discharge records were considered. The parameters of the GEV distribution 477 

are estimated by maximum likelihood. We then calculate 𝑄)*+	for the largest flood from the fitted 478 

GEV distribution, given the empirical return period of the largest observed flood. 479 

Data availability 480 

The streamflow records were obtained from the Global Runoff Data Centre 481 

(http://www.bafg.de/GRDC). Global daily precipitation is available at http://www.gloh2o.org/mswep 482 

and the daily temperature is available at http://www.gloh2o.org/mswx. The HydroATLAS dataset can 483 
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be accessed at https://www.hydrosheds.org/hydroatlas. The data used for producing the main figures 484 

in the study are deposited in https://doi.org/10.5281/zenodo.7765151. 485 

Code availability 486 

The HBV model and the associated parameter maps used to generate soil moisture and snowpack are 487 

available at http://www.gloh2o.org/hbv/. The code for the identification of compounding effects 488 

(including model training, interpretation, and analysis) can be found in 489 

https://doi.org/10.5281/zenodo.7765151. 490 
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Extended Data 662 

 663 

Extended Data Fig. 1 | Locations and hydrometeorological conditions of the 3,527 catchments 664 

used in this study. a, the length of discharge records in individual catchments. b-e, The daily average 665 

of rainfall (b), temperature (c), soil moisture (d), and snowpack (e) in 1981 to 2020. 666 

  667 
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 668 

Extended Data Fig. 2 | Illustration of training samples. A catchment in Slovenia with an outlet 669 

located at 49.07°N, 18.91°E is used as an example. The solid points in the lower panel in a show the 670 

identifiable discharge peaks used as training targets. The gray shadow (zoomed in panel b) highlights 671 

the 7-day synoptic window for determining model inputs to the model target indicated by the orange 672 

point. In panel b, the colored bars show the input features used; for precipitation, we used the 7 days 673 

before the discharge peak; for temperature, we used the average over those 7 days. 674 
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 676 

Extended Data Fig. 3 | Physio-climatic attributes of the 3,527 catchments used in this study. a, 677 

Climate moisture index. b, Snow cover extent. c, Catchment size, which is estimated based on the 678 

catchment boundary. d, Stream gradient. e, Forest cover extent. f, Sand fraction in soil. 679 

  680 
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 681 

Extended Data Fig. 4 | Illustration of the interaction richness of two flood event samples in one 682 

catchment. a-b, The input features (colored bars) and model output (orange point) of two flood 683 

samples. c, The pairwise interaction effects between features (including the main effects of the 684 

features in the diagonal) colored by the SHAP interaction values for the flood sample in panel a. The 685 

red dots highlight the main interactions where the SHAP interaction value exceeds the threshold 686 

(indicated by the red line in the color bar). Here, the threshold is calculated as the 80th percentile of 687 

the positive interaction values between features (including the main effects of the features) across all 688 

the samples in the catchment. In this case, the number of main interactions is 16, so the interaction 689 

richness is 16/48 = 33.3%, where 48 is the number of all potential interactions in the model (note that 690 

we have disabled the interactions between the input features of rainfall and temperature in the model). 691 

d, The pairwise interaction effects between features for the flood sample in panel b, for which the 692 

interaction richness is 23.0%. 693 
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 695 

Extended Data Fig. 5 | Compounding effects in river flood drivers. Same as Fig. 1 but using a 696 

catchment in the United Kingdom with an outlet at 54.44°N, 3.53°W as an example. 697 

 698 

   699 
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 700 

Extended Data Fig. 6 | Sensitivity of using different thresholds to identify main drivers. a-d, 701 

Proportions of multi-driver floods when using the 70th, 75th, 85th, and 90th percentiles of the 702 

aggregated contributions as cutoffs, respectively. e-h, Correlations between the proportion of multi-703 

driver floods when using the 80th percentile as the threshold (x-axis) and the proportions when using 704 

other thresholds (y-axis).  705 
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 706 

Extended Data Fig. 7 | Impact of compounding drivers on river flood events. a-e, Same as Fig. 3, 707 

but using the 70th percentile as the threshold to identify main drivers. f-j, Same as Fig. 3, but using 708 

the 90th percentile as the threshold to identify main drivers.  709 
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 710 

Extended Data Fig. 8 | Impact of compounding drivers on river flood events. Same as Fig. 3, but 711 

only 1,886 catchments with the average R2 regression value in repeated cross-validation greater than 712 

0.6 were considered. 713 

  714 
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 715 

Extended Data Fig. 9 | Sensitivity of using different thresholds to identify main interaction 716 

effects and a stricter criterion for the predictive performance of ML algorithms. a-d, 717 

Correlations between the flood complexity of catchments when using the 80th percentile as the 718 

threshold (x-axis) and the proportions when using other thresholds (y-axis). e-f, Same as Fig. 4c-d, 719 

but only 1,886 catchments with the average R2 regression value in repeated cross-validation greater 720 

than 0.6 were considered. 721 

  722 
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  723 

Extended Data Fig. 10 | Impact of flood complexity on estimating large flood magnitudes. Same 724 

as Fig. 5, but only 2,438 catchments with at least 35 observations of annual maximum discharge were 725 

considered. 726 

  727 
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Extended Data Table 1 | Candidate values for hyperparameters of the LightGBM models 728 

The hyperparameters to 

be determined 
The meaning of the hyperparameters Candidate values 

learning_rate Learning rate [0.01, 0.02, 0.03, 0.04, 0.05] 

n_estimators the number of boosting iterations [50, 100, 150, 200] 

subsample the fraction of data to be used for each iteration (tree) [0.3, 0.5, 0.7] 

colsample_bytree the fraction of features on each iteration (tree) [0.3, 0.5, 0.7] 

max_bin The max number of bins that feature values will be bucketed in [8, 16, 24, 32, 64] 

min_child_samples The minimal number of data in one leaf [3, 5, 7] 

 729 


