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#### Abstract

Optical box traps offer new possibilities for quantum-gas experiments. Building on their exquisite spatial and temporal control, we propose to engineer system-reservoir configurations using box traps, in view of preparing and manipulating topological atomic states in optical lattices. First, we consider the injection of particles from the reservoir to the system: this scenario is shown to be particularly well suited to activating energy-selective chiral edge currents, but also to prepare fractional Chern insulating ground states. Then, we devise a practical evaporative-cooling scheme to effectively cool down atomic gases into topological ground states. Our open-system approach to optical-lattice settings provides a new path for the investigation of ultracold quantum matter, including strongly correlated and topological phases.
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Introduction.-Optical box traps have been demonstrated as a powerful tool in cold-atom experiments [1]. Boxes of different shapes and dimensionalities have been realized for ultracold atoms or molecules [2-6], leading to the observation of the quantum Joule-Thomson effect [7] and recurrences in an isolated many-body system [8]; they also facilitated the detection of quantum depletion in atomic condensates [9], the low-energy spectrum of ultracold Fermi gases [10], and sound speed in superfluids [11-18]. Box traps have been used for state preparation, leading to the discovery of a novel breather in a 2D Bose gas [19], the deterministic preparation of a Townes soliton [20], and the demonstration of the transition between atomic and molecular condensates [21].

Combined with optical lattices, box potentials allow one to study a well-controlled number of atoms within a few lattice sites. This exquisite control opens up new possibilities, such as measuring entanglement growth upon a quench [22] or exploring the Fermi-Hubbard model [23-33] and many-body localization [34-36]. More recently, programmable box traps enabled the generation of large homogeneous lattice systems of more than 2000 atoms,

[^0]leading to large-scale quantum simulation of out-ofequilibrium dynamics [37-39]. In the context of topological matter, a Laughlin-type quantum Hall $(\mathrm{QH})$ state has been realized with two strongly interacting bosons in a small box [40]. Isolating 1D lattices also allowed for the observation of the symmetry-protected Haldane phase [41] and 1D anyons [42]. The ability of creating optical boxes with sharp boundaries also offers an ideal framework to study topological edge modes [43,44].

Inspired by the possibility of shaping box potentials of arbitrary geometries, combined with the ability to control them dynamically, we propose to use box traps to partition a lattice system into different subregions, separating a "reservoir" region from a "system" of interest. We explore how dynamically tuning the relative energy between these two regions allows for the controlled preparation of interesting states within the system, a scheme coined "cold-atom elevator"; in practice, such a control is provided by digital micromirror devices and spatial light modulators [1]. We investigate two main scenarios: (i) injection of particles from the reservoir to the system, so as to populate edge states in an energy-resolved manner [Fig. 1(a)] or to prepare a strongly correlated topological ground state in the bulk [Fig. 1(b)]; (ii) controlled removal of particles from an excited state (e.g., a thermal metal), performed in a repeated "vacuumcleaner" manner, in view of cooling the system down to a topological insulating ground state [Fig. 1(c)].

Edge-state injection.-A hallmark of topological matter, chiral edge states have been observed in photonic


FIG. 1. The cold-atom elevator. (a) Protocol for chiral edgestate injection: setting the reservoir energy on resonance with the system's edge modes, particles are continuously injected into edge states in an energy-selective manner, and chiral edge currents appear in the system without populating the bulk. (b) Injection protocol for state preparation: starting from a trivial state in the reservoirs, the latter are slowly lifted so as to adiabatically inject particles into the system until an insulating state, e.g., a quantum Hall state, is formed. (c) Cooling protocol for state preparation: a proper tuning of the reservoir energy can be used to retrieve excitations (hot atoms) from the system; removing the particles from the reservoir and repeating this liftremoval process over many cycles leads to the preparation of the desired insulating $(\mathrm{QH})$ state in the system.
systems [45-47] and in cold atoms using synthetic dimensions [48-54]. Despite various proposals [55-62], the detection of real-space atomic chiral edge modes has only been reported recently $[43,44]$. We now show how our cold-atom elevator can activate topological edge currents within an empty system, in an energy-selective manner and without populating the bulk.

The general idea consists of coupling an empty lattice system, potentially hosting QH states, to a reservoir; see Fig. 1(a). Particles are initially prepared in the reservoir, in a state that can be chosen trivial [63]. We then perform a sudden lift of the reservoir energy $\epsilon_{R}$ to a proper value, such that the energy of the particles in the reservoir becomes resonant with the target edge mode in the system. In this way, energy-selective edge states will be populated in the initially empty system, allowing for the observation of chiral transport on a dark background.

As a concrete example, we consider the HarperHofstadter (HH) model [64], a square lattice with magnetic flux $\phi=2 \pi \alpha$ per plaquette, coupled to reservoirs,

$$
\begin{equation*}
\hat{H}=-\sum_{\left\langle\ell \ell^{\prime}\right\rangle}\left(J_{\ell \ell^{\prime}} e^{i \phi_{\ell \ell^{\prime}}} \hat{a}_{\ell}^{\dagger} \hat{a}_{\ell^{\prime}}+\text { H.c. }\right)+\sum_{\ell} \epsilon_{\ell} \hat{n}_{\ell}, \tag{1}
\end{equation*}
$$



FIG. 2. Edge-state injection in the HH model. (a) Spectrum as a function of the eigenstate index $j$. The blue and red dots correspond to the Hamiltonian describing the reservoir (with $\epsilon_{R}=1$ ) and the system, respectively; $E_{F}$ is the Fermi energy. (b) Population of HH eigenstates $\rho_{j}$ as a function of their energy $E_{j}$, at time $t=28$. (c) Edge-mode population as a function of $\epsilon_{R}$ (compensated by $E_{0}$ ) for different initial particle number $N$ in the reservoir. Snapshots of spatial density distribution for (d) $\epsilon_{R}=1$, (e) $\epsilon_{R}=2.5$, (f) $\epsilon_{R}=4$ at times $t=7,21$. Here, a system of size $13 \times 12$, with flux $\phi=\pi / 2$ per plaquette, is coupled to a reservoir of size $7 \times 12$. Except for (c), the number of particles is $N=19$. Energy and time are in units of $J$ and $\hbar / J$, respectively. The arrows in (d) and (f) are a guide to the eye for the chiral motion.
where $\hat{a}_{\ell}\left(\hat{a}_{\ell}^{\dagger}\right)$ are the annihilation (creation) operators on site $\ell$ and $\hat{n}_{\ell}=\hat{a}_{\ell}^{\dagger} \hat{a}_{\ell}$. We consider nearest-neighbor tunneling amplitudes $J_{\ell \ell^{\prime}}$ and Peierls phases $\phi_{\ell \ell^{\prime}}$ and set $\epsilon_{\ell}=\epsilon_{R}$ in the reservoir (zero otherwise). Box potentials are assumed to be sharp; smoothening effects are studied in the Supplemental Material [63]. Whether the reservoir is also subjected to the flux or not does not qualitatively change our findings [63]; here, we suppose that the entire system-reservoir setting is described by the HH model: we set $J_{\ell \ell^{\prime}}=1$ and choose Peierls phases $\phi_{\ell \ell^{\prime}}=\phi n$ (respectively, 0) for hopping along $x$ (respectively, $y$ ), where $n$ is the lattice index along $y$.

The HH Hamiltonian is a paradigmatic model of Chern insulators (CIs): it hosts topologically nontrivial energy bands, which are characterized by nonzero Chern numbers [65]. Setting open boundary conditions, the model hosts chiral edge modes within the bulk energy gaps $[58,59,63]$. We show the energy spectrum for a system of size $13 \times 12$ and a reservoir of size $7 \times 12$ in Fig. 2(a); the regions of low density of states (steeper slopes), correspond to chiral edge states. When setting the reservoir energy to the value $\epsilon_{R}=1$, the states populated in the reservoir become resonant with the chiral edge mode located in the lowest bulk gap of the system.

Based on this observation, we show how to populate edge states in an energy-selective manner. We start with
$N=19$ particles in the reservoir, which corresponds to a complete filling of its nearly flat lowest Bloch band. We investigate the quench dynamics obtained by solving the time-dependent Schrödinger equation, using different values of $\epsilon_{R}$. For $\epsilon_{R}=1$, a clockwise chiral edge current is clearly observed in Fig. 2(d), where we plot the spatial density distribution at different times. When the box potential is lifted to $\epsilon_{R}=4$, i.e., when the reservoir is resonant with the edge mode located in the upper bulk gap, an opposite chiral motion occurs [Fig. 2(f)]. Setting $\epsilon_{R}=2.5$, the populated reservoir states are resonant with the system's middle Bloch band, in which case bulk states are populated in the system [Fig. 2(e)].

To quantify our edge-state injection scheme, we define the mean occupation $\rho_{j}(t)$ of an individual single-particle eigenstate $j$ in the HH system. As shown in Fig. 2(b), we find dominant populations in the bulk gaps for $\epsilon_{R}=1$ (lower gap) and $\epsilon_{R}=4$ (upper gap). Furthermore, we define the total edge-state population $\mathcal{P}_{\text {edge }}=\sum_{j \in \text { edge }} \rho_{j}$, where the index $j$ runs over all edge states. Figure 2(c) shows $\mathcal{P}_{\text {edge }}$ as a function of $\epsilon_{R}$ at time $t=28$ for different particle numbers $N$. One observes a smaller edge-mode population when lowering the number of fermions in the reservoir. In any case, the peak positions clearly indicate the energy range of the edge (strong signal) and bulk (weak signal) modes. As a corollary, this scheme offers a spectroscopic tool for atomic QH systems [56-58,66].

FCI preparation based on particle injection.-A natural question concerns the possibility of using the injection scheme to form an insulating $(\mathrm{QH})$ ground state within the bulk of the system. Here, we demonstrate the applicability of this scheme to realize a fractional Chern insulator (FCI): a lattice analog of a fractional QH state $[67,68]$. Several schemes have been proposed for realizing FCIs with cold atoms, based on the adiabatic variation of various system parameters [69-78]. Such a scheme was recently implemented to form an FCI state of two strongly interacting bosons in a $4 \times 4$ lattice [40]. We now show that an opensystem approach, based on dynamically tuning box potentials, offers an alternative, potentially simpler, approach to prepare an FCI ground state with interacting bosons. The application to a CI of noninteracting fermions is studied in the Supplemental Material [63].

We consider the subbox configuration depicted in Fig. 1(b): the system is connected to two reservoirs (without flux). The initial state is an easily prepared trivial state with all (interacting) particles in the reservoirs. The system region, which is initially empty, is described by the Hofstadter-BoseHubbard model with hard-core interactions, which is known to host a $\nu=1 / 2$ Laughlin-type ground state [79-84]. We aim at gently injecting particles from the reservoirs to the system, by slowly lifting the reservoirs' energy, in view of building up an FCI ground state in the system. Here, we set the hopping $J_{\ell \ell^{\prime}}=J_{R}<1$ within the reservoirs and the connecting interface, to limit excitations during preparation.


FIG. 3. Preparing an FCI based on injection. (a) Spatial density distribution of the initial state at $\epsilon_{R}=-3$. (b) Density distribution of the target state at $\epsilon_{R}=-2$. (c) Bulk density and the local Streda marker as a function of $\epsilon_{R}$. The shadow indicates the FCI regime. (d) Many-body energy gap as a function of $\epsilon_{R}$. Inset: the ramping protocol for $\epsilon_{R}(t)$ used in the next panels (e)-(f). (e) Bulk density as a function of $\epsilon_{R}$ for different $\tau$ and for the instantaneous ground state. (f) Streda marker as a function of $\tau$. The dashed horizontal line indicates the ideal value $C_{\mathrm{Str}}=1 / 2$. Inset: linear fit of the density versus flux at $\tau=160$, yielding $C_{\text {Str }}=0.51$. Here, we consider $N=12$ hard-core bosons; the system of size $4 \times 4$ is coupled to two reservoirs of size $4 \times 4$, with $J_{R}=0.15$. The error bars denote the standard error of the regression slope used to extract $C_{\text {Str }}$.

Calculations are performed using the density-matrix renormalization group method [85-89].

We first analyze the (static) ground-state properties of our system-reservoir setup, as a function of the reservoir energy $\epsilon_{R}$; see Figs. 3(a)-3(d). Figure 3(c) shows the bulk density $n_{\mathrm{B}}$, as evaluated within the central $2 \times 2$ sites. The incompressible nature of the FCI state clearly manifests as a plateau in the bulk density. In contrast to more conventional closed-system schemes, the present system automatically chooses the ideal number of bosons to form the FCI state (for a given flux and number of lattice sites). The density reaches $n_{\mathrm{B}} \approx 0.18$ on the plateau, and we verified that it converges toward the thermodynamic prediction $n_{\mathrm{B}}=1 / 8$ for increasing system sizes (up to 100 sites are considered in the Supplemental Material [63]). As another hallmark signature of the FCI, we evaluate the quantized Hall conductivity $\sigma_{\mathrm{H}}$, which is encoded in the density distribution via Streda's formula [84,90-93],

$$
\begin{equation*}
C_{\mathrm{Str}}=\frac{\partial n_{\mathrm{B}}}{\partial \alpha}=\frac{\sigma_{\mathrm{H}}}{\sigma_{0}} \tag{2}
\end{equation*}
$$

where $\sigma_{0}=1 / 2 \pi$ is the conductivity quantum. For a $\nu=1 / 2$ Laughlin state, the Streda marker is expected to
take the fractional value $C_{\mathrm{Str}}=1 / 2$, which is the manybody Chern number of the state. In our case, we find $C_{\text {Str }} \simeq$ 0.46 at $\epsilon_{R}=-2$, indicating the precursor of a fractional Hall response [Fig. 3(c)]. It is worth comparing this result with the value $C_{\text {Str }}^{\prime}=0.61$, which is obtained in the closedbox configuration of Ref. [40], where an exact number of bosons ( $N=2$ ) is loaded in $4 \times 4$ sites; this comparison supports the idea that the system optimizes the formation of an FCI state when coupled to reservoirs.

The bulk density and the Streda marker both show an interesting behavior across the transition that occurs as particles enter the system and eventually form the FCI state. Indeed, in the vicinity of $\epsilon_{R} \approx-2.5$, one notices an abrupt increase in $n_{\mathrm{B}}$ and a breakdown of Streda's formula [Fig. 3(c)], accompanied with a sudden drop in the manybody gap [Fig. 3(d)]. The minimal many-body gap associated with this transition is $\Delta=0.016$, which suggests a realistic ramping time $\tau \sim 100$ for adiabatic preparation, compatible with recent experiments [40].

We now show that an FCI ground state can be dynamically prepared by slowly ramping up the reservoir energy to the ideal value $\epsilon_{R} \approx-2$. To optimize adiabatic preparation, we adjust the ramp according to the many-body gap; see inset in Fig. 3(d). By tracking the bulk density during the ramp [Fig. 3(e)], one recovers the formation of a plateau for a sufficiently long ramping time $\tau$, in agreement with the adiabatic-limit prediction of Fig. 3(c). As further confirmed by the local Streda marker, an FCI ground state with $C_{\mathrm{Str}} \approx$ 0.5 is prepared for ramping times $\tau \gtrsim 140$ [Fig. 3(f)].

State preparation via repeated cleaning.-So far, we discussed protocols by which particles are injected from a reservoir into an empty system. Motivated by the ability of easily preparing an empty reservoir (a trivial zero-entropy state), we now explore the possibility of using this reservoir as a vacuum-cleaning resource to prepare ground states in the system. Starting from a "dirty" (excited) initial state within our system, the cleaning cycle is as follows [Fig. 1(c)]: (i) we slowly lower the reservoir energy, such as to retrieve excitations (hot atoms) from the system in a controlled manner; (ii) after this cleaning process, one rapidly lifts the reservoir until it becomes decoupled from the system, and one completely empties the reservoir. This cleaning cycle is then repeated $N_{\text {cyc }}$ times, until convergence is reached toward a target insulating $(\mathrm{QH})$ state in the system. The advantage of this scheme is twofold: the empty reservoir state can be viewed as a perfect and easy-to-prepare zero-temperature state of holes; the difficulty in removing particles that are located deep in the bulk is compensated by several repetitions; see also Refs. [94-97] on other cooling schemes based on engineered entropy transfer and thermalization.

We apply our repeated-cleaning scheme to a concrete preparation sequence, designed to prepare CIs in atomic HH systems. We start from a trivial metal realized by loading noninteracting fermions in a square lattice at half filling in the presence of a staggered potential [63]. As in


FIG. 4. Preparing a Chern insulator with a repeated-cleaning sequence. (a) Energy spectrum of the HH model coupled to a trivial reservoir. We partition a lattice of size $20 \times 20$ into a target $12 \times 12$ system (central box) and a surrounding reservoir; we set a flux $\phi=\pi / 2$ in the system only. The aim is to empty the excited band $E_{1}$, while keeping $E_{0}$ perfectly filled. Inset: simplified three-level model; $\left\langle E_{0}\right\rangle$ and $\left\langle E_{1}\right\rangle$ denote representative energies of the lowest two bands. (b) Population in HH eigenstates $\rho_{j}$, at various times $t=\tau n_{\text {cyc }}$, for $\tau=100$ and $J_{R}=0.15$. Inset: HH-orbital entropy versus $n_{\text {cyc }}$. (c) Uniformity factor as a function of the total cleaning time $t_{\text {tot }}=\tau N_{\mathrm{cyc}}$, for different protocols (including a static evaporative scheme). The uniformity $u=1-\sqrt{\sum_{\ell}\left(n_{\ell}-\alpha\right)^{2} / N_{\ell}}$ is evaluated in a central disk of radius $r=4$ containing $N_{\ell}$ sites. Inset: density profile at the end of the sequence in (b). (d) The mean Streda marker $\bar{C}_{\mathrm{Str}}$ as a function of $N_{\text {cyc }}$, while fixing the total cleaning time $\left(t_{\text {tot }}=800\right) ; N_{\text {cyc }}=0$ corresponds to a static reservoir. The error bars reflect the Streda marker's standard deviation in the disk used in (c). Inset: local Streda marker along the central row at $N_{\text {cyc }}=8$; the error bars reflect the standard error of the regression slope as in Fig. 3(f).

Ref. [98], we then ramp up the flux in the lattice to the value $\phi=\pi / 2$, while reducing the staggered potential, hence changing the topological nature of the bands: at the end of this sequence, the target lowest band has a Chern number $C=1$. Because of the occupation of higher bands in the initial metallic state, the target (lowest) band remains perfectly filled during the whole duration of the sequence, despite the gap closing $(C=0 \rightarrow 1)$. The irregular band populations, obtained at the end of this sequence, are shown by blue dots in Fig. 4(b).

Our aim is to remove atoms from higher bands, while leaving the lowest Chern band ( $C=1$ ) almost perfectly filled, in view of forming a CI in the system. To achieve this goal, we now apply our vacuum-cleaning protocol by dynamically tuning the reservoir energy $\epsilon_{R}$. During each cycle of duration $\tau$, we vary $\epsilon_{R}(t)$ with a saturation function [63], using a large initial value $\epsilon_{R}^{i}=4$. At the end of this first cycle, $\epsilon_{R}(t)$ reaches the value $\epsilon_{R}^{f}=-1.14$, which is located right below the first excited Bloch band of the system. After lowering the reservoir to the final
value $\epsilon_{R}^{f}$, we then quickly lift it up until it becomes effectively decoupled from the system; we then empty the reservoir and complete one cycle. We repeat this cleaning sequence $N_{\text {cyc }}$ times, while increasing the final value $\epsilon_{R}^{f}$ at each cycle to properly address all the higher bands [63]. This cleaning scheme can be understood through a simplified three-level toy model [Fig. 4(a)], which can serve as a guide to optimize control parameters [63].

Figure 4(b) demonstrates the efficient depletion of the excited bands (and the resulting decrease of entropy) at successive steps of the sequence; $n_{\text {cyc }}=1, \ldots, N_{\text {cyc }}$ is the cycle index. The lowest band remains almost perfectly filled during the process, and we find that a satisfactory CI ground state is formed after $N_{\text {cyc }}=8$ cycles of duration $\tau=100$. We further characterize the state obtained at the end of the cleaning sequence by analyzing the uniformity of the particle density and the quantization of the Streda marker as a function of the total cleaning time $t_{\text {tot }}$ and number of cycles $N_{\text {cyc }}$; see Figs. 4(c) and 4(d). These results show that it is advantageous to consider several cycles ( $N_{\text {cyc }} \sim 3-10$ ), and they highlight the advantage of our method over traditional evaporative schemes based on static reservoirs; see red squares in Fig. 4(c) and the Supplemental Material [63].

Concluding remarks.-This Letter explored different possibilities offered by the design of tunable boxes in cold-atom experiments, setting the focus on the realization of topological states. This approach offers substantial advantages: it relies on the preparation of a simple initial state in the reservoir and the ability to dynamically tune the latter's energy relative to the system region. In this sense, our open-system approach does not require complicated paths in parameter space, in contrast to the adiabatic-statepreparation schemes of Refs. [40,75-77]. It is readily applicable to create a broad class of many-body quantum states, including exotic Mott insulators and antiferromagnetic states in Hubbard-type models. While we considered a spatial separation between the system and reservoir regions on the 2 D plane, we note that a double-layer configuration could also be envisaged to further enhance the transfer of particles between the two regions [63]; this could be realized using a bilayer optical lattice or by exploiting two laser-coupled internal states of an atom. Finally, it would be interesting to combine the injection and cleaning schemes presented in this Letter, in view of realizing large FCI states or to explore quantum thermodynamics.
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