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Abstract 27 

Speech is inherently variable, requiring listeners to apply adaptation mechanisms to deal with the 28 

variability. A proposed perceptual adaptation mechanism is recalibration, whereby listeners learn to 29 

adjust cognitive representations of speech sounds based on disambiguating contextual information. 30 

Most studies on the role of recalibration in speech perception have focused on variability in 31 

particular speech segments (e.g., consonants/vowels), and speech has mostly been studied in 32 

isolation. However, speech is often accompanied by visual bodily signals like hand gestures and is 33 

thus multimodal. Moreover, variability in speech extends beyond segmental aspects alone and also 34 

affects prosodic aspects, like lexical stress. We currently do not understand well how listeners adjust 35 

their representations of lexical stress patterns to different speakers. In three experiments, we 36 

investigated recalibration of lexical stress perception, driven by lexico-orthographical information 37 

(Experiment 1) and by manual beat gestures (Experiments 2-3). Across experiments, we observed 38 

that these types of disambiguating information (presented during an initial brief exposure phase) 39 

lead listeners to adjust their representations of lexical stress, with lasting consequences for 40 

subsequent spoken word recognition (in an audio-only test phase). However, evidence for 41 

generalization of this recalibration to segmentally different words was mixed as it was found only in 42 

the final experiment. These results highlight that recalibration is a plausible mechanism for 43 

suprasegmental speech adaption in everyday communication and show that even the timing of 44 

simple hand gestures can have a lasting effect on auditory speech perception. 45 

 46 

 47 

  48 
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Speech produced by different speakers can vary a lot in terms of actual realization. The same word 49 

can sound very different depending on who is producing it. This variation poses a problem for our 50 

speech perception system tasked with accurately determining what is being said. Listeners must 51 

adapt to different speakers and their specific ways of producing speech. One of the ways to achieve 52 

this, is by adjusting perceptual category boundaries (e.g., for individual speech sounds) to 53 

accommodate the speaker’s way of speaking (for review see Ullas et al., 2022). This process is known 54 

as recalibration (e.g., Bertelson et al., 2003; Norris et al., 2003). Spoken utterances, however, 55 

typically combine segmental with suprasegmental information, such as lexical stress patterns and 56 

prosodic contours (for review see Cutler, 2008). In addition, many utterances are multimodal in 57 

nature, in that they combine spoken with visual information, for instance via co-speech hand 58 

gestures (Holler & Levinson, 2019; Kita & Özyürek, 2003; McNeill, 2008; Wagner et al., 2014). We do 59 

not yet fully understand whether and how suprasegmental information is recalibrated, and how in 60 

this process spoken and manual sources of information may jointly play a role. This study therefore 61 

aims to test whether listeners can recalibrate their perception of suprasegmental information, 62 

specifically lexical stress, when perceiving multimodal messages.  63 

Recalibration is a domain-general perceptual mechanism (e.g., Noppeney, 2021) that serves 64 

to achieve perceptual constancy in the perceiver despite variability in the input. It has been observed 65 

in color perception (Mitterer & de Ruiter, 2008), auditory spatial localization (Radeau & Bertelson, 66 

1974), audiovisual synchrony perception (Aller et al., 2022; Burg et al., 2013), and spoken word 67 

recognition (Bertelson et al., 2003; Norris et al., 2003). In the last-mentioned field, it has been 68 

proposed that listeners use recalibration to deal with variability in speech. If, for example, someone 69 

hears an ambiguous fricative, which lies somewhere between an /f/ and /s/, they can learn to 70 

interpret the ambiguous fricative as either an /f/ or /s/ depending on disambiguating information 71 

(Norris et al., 2003). For instance, when participants are repeatedly presented with the ambiguous 72 

fricative in a lexical context that disambiguates the sound as an /f/ (e.g., by hearing it in the word 73 

“gira?”), they learn to categorize the sound as /f/. In contrast, in an /s/-biasing context (e.g., hearing 74 
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it in the word “platypu?”), they learn to categorize the same sound as /s/. Crucially, in a subsequent 75 

test phase in the absence of the disambiguating information they still categorize the ambiguous 76 

sound as either /f/ or /s/ depending on the biasing context they had been exposed to earlier (Norris 77 

et al., 2003). Recalibration is believed to involve changes in the perceptual boundaries of abstract 78 

phoneme representations, such that the initially ambiguous fricative is considered an acceptable 79 

token of /f/ (after exposure to /gira?/) or /s/ (after exposure to /platypu?/) (Kleinschmidt & Jaeger, 80 

2015; Xie et al., 2023). 81 

Studies have found recalibration effects in word recognition driven by various types of 82 

disambiguating information, including lexical (Norris et al., 2003), semantic (Jesse, 2021), lexico-83 

orthographic (Bosker, 2022; Keetels et al., 2016), and visual articulatory cues (Bertelson et al., 2003). 84 

For instance, when repeatedly exposed to an ambiguous sound between a /b/ and /d/ together with 85 

a video of the speaker’s face producing either a visual /b/ or /d/ (i.e., lips touching each other vs. 86 

tongue touching alveolar ridge), participants recalibrated their perception of the ambiguous sound. 87 

That is, participants who saw a visual /b/ were more likely to perceive the ambiguous sound as a /b/ 88 

in a later audio-only test phase than participants who had seen a visual /d/. The participants’ 89 

perception of the same auditory stimulus changed based on the disambiguating visual information 90 

provided earlier (Bertelson et al., 2003). This observation has been taken as evidence for participants 91 

forming abstract representations of speech sounds, recalibrating their perception of different cues 92 

based on disambiguating context, and then using the recalibrated representations to comprehend a 93 

speaker, even in the subsequent absence of disambiguating cues. 94 

However, speech can differ between speakers in many more ways than just the segments. 95 

Indeed, speech can also differ in its prosodic properties, such as speech rate (Maslowski et al., 2019) 96 

and lexical stress (Severijnen et al., 2021). Prosodic information can play a significant role in word 97 

recognition. In some languages including Dutch, which is studied here, lexical stress is contrastive, 98 

meaning that there are instances where lexical stress is the only cue differentiating two segmentally 99 
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identical words (e.g., Dutch VOORnaam [first name] vs. voorNAAM [respectable]; /vo:r.na:m/). In 100 

these instances, lexical stress is crucial to understand which word the speaker means. Just like 101 

segmental variation, the production of lexical stress can vary significantly between speakers (e.g., 102 

Severijnen et al., 2021). It can be conveyed by different acoustic cues such as fundamental frequency 103 

(F0), duration and intensity (Rietveld & Heuven, 2009), and different speakers use these cues 104 

differently and in varying degrees (Severijnen et al., 2023). Therefore, the segmental variability 105 

problem introduced above extends to suprasegmental aspects of speech. Hence, people might 106 

benefit from adaptation to different prosodic realizations of speech. 107 

Previous studies have found recalibration of prosodic aspects of speech including lexical tone 108 

in Mandarin (Mitterer et al., 2011) and sentence-level intonation in English (Kurumada et al., 2012). 109 

One study has found that recalibration of lexical stress perception is also possible (Bosker, 2022). 110 

Participants in that study listened to ambiguously stressed stimuli from a lexical stress continuum of 111 

a single Dutch minimal pair (CAnon [canon] & kaNON [cannon]; /ka:.nɔn/). One group of participants 112 

listened to the ambiguous stimuli with a concurrent orthographic word form presented on a 113 

computer screen indicating stress on the first syllable (strong-weak; SW, e.g., CAnon). Another group 114 

heard the same ambiguous speech while seeing an orthographic word form indicating stress on the 115 

second syllable (weak-strong; WS, e.g., kaNON). It was observed that participants learned to 116 

associate the ambiguous acoustic properties of the stimuli with either a strong-weak or weak-strong 117 

lexical stress pattern. That is, in a later test phase, they were instructed to categorize words taken 118 

from a lexical stress continuum of the same word pair (CAnon – kaNON) as either strong-weak or 119 

weak-strong. Crucially the test phase was audio-only; that is, no disambiguation by orthographic 120 

forms on screen was provided. The group that had listened to the stimuli while seeing the SW 121 

orthographic form on screen in exposure categorized the entire continuum as more SW-like (i.e., 122 

gave a higher proportion SW responses) in the test phase than the group that had listened to the 123 

same stimuli while seeing the WS orthographic form on screen in exposure (Bosker, 2022). 124 
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Moreover, the same study also provided preliminary evidence for generalization of the 125 

recalibration acquired during exposure, to novel word items at test. That is, when new participants 126 

were presented with a segmentally different stress continuum (SERvisch [Serbian] – serVIES 127 

[crockery]) in exposure, they too perceived the same CAnon – kaNON continuum at test as either 128 

more SW-like or WS-like depending on whether the disambiguating orthographic form in exposure 129 

indicated SW or WS stress, respectively. This could indicate that participants do not only learn stress 130 

patterns on a word-by-word basis, but that their changed perception of lexical stress can be 131 

generalized and applied to different words. In the literature this generalization is generally taken as 132 

evidence for abstraction of the acoustic signal (e.g., Cutler et al., 2010; Mitterer et al., 2011): at a 133 

prelexical level, the information in the speech signal is categorized in terms of sublexical units that 134 

can be adjusted on a speaker-specific basis (e.g., in such models like TRACE and Shortlist B 135 

(McClelland & Elman, 1986; Norris & McQueen, 2008)). 136 

Importantly, however, Bosker (2022) used highly artificial speech continua in the experiment. 137 

The original F0 contours of the recorded speech were removed and replaced by artificial linear 138 

downward slopes for each syllable with its mean F0 varying across the continuum. That is, the SW 139 

word had a relatively high mean F0 on the first syllable and a relatively low mean F0 on the second 140 

syllable. In contrast, the WS word had a relatively low mean F0 on the first syllable and a relatively 141 

high mean F0 on the second syllable. For the ambiguous steps, the mean F0 for the syllables was 142 

gradually lowered or raised to create the continuum. Most critically, this artificial F0 manipulation 143 

was then applied to both word pairs (i.e., same F0 values and contours in the canon-kanon 144 

continuum as in the Servisch-servies continuum). Hence, participants in Bosker (2022) demonstrated 145 

evidence of generalizing their recalibration effect to a segmentally different, but suprasegmentally 146 

identical continuum. This means that the generalization effect found in Bosker (2022) does not 147 

necessarily reflect an adaptation of abstract representations of stress patterns but could also reflect 148 

an adaptation to specific F0 values. Hence, one goal of the present study was to assess whether 149 
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recalibration and generalization are also possible with more naturalistic F0 contours and thus more 150 

acoustic distance between the words. 151 

The second and most central goal of the current study was to assess whether listeners can 152 

use visual information to recalibrate perception of suprasegmental aspects of speech such as lexical 153 

stress. While the production of lexical stress is less clearly associated with visual articulatory cues 154 

than certain speech segments (e.g., salient mouth closing when producing a /b/), it nevertheless has 155 

visual correlates such as the typically wider and longer mouth opening on stressed syllables 156 

(Scarborough et al., 2009). These articulatory cues are visible and used by participants to categorize 157 

“talking faces” (i.e., muted videos) producing different stress patterns differently (Bujok et al., 2022; 158 

Jesse & McQueen, 2014; Scarborough et al., 2009). However, interestingly, when presented with 159 

audiovisual (AV) stimuli, the same visual articulatory information does not lead to different percepts 160 

(Bujok et al., 2022). That is, the same sound, paired with either a face articulating stress on the first 161 

or second syllable, is perceived similarly. Therefore, it is unlikely that the facial articulatory cues to 162 

stress, which do not even appear to be used in online audiovisual stress perception, could drive 163 

recalibration. 164 

In contrast, other visual cues could be used to recalibrate the perception of lexical stress. 165 

Hand gestures are commonly produced in face-to-face conversations and have been shown to affect 166 

spoken word recognition, particularly in noisy settings (Drijvers & Özyürek, 2017). One particular kind 167 

of hand gestures, so-called beat gestures, mainly defined as simple bi-phasic up-and-down 168 

movements of the hands, tend to align with acoustically prominent parts of utterances (Krahmer & 169 

Swerts, 2007). Specifically, the point of maximum extension of the beat gesture, the so-called apex, is 170 

strongly temporally related with pitch accent (Leonard & Cummins, 2011) and affects the acoustic 171 

realization of the pitch accent as well (Krahmer & Swerts, 2007; Pouw et al., 2020; Swerts & Krahmer, 172 

2007), making the accented utterance even more prominent (Krahmer & Swerts, 2007). Beat 173 

gestures have been found to help listeners focus their attention on important information (Biau & 174 
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Soto-Faraco, 2013, 2015) and to increase processing of the focused words (Dimitrova et al., 2016). 175 

Moreover, beat gestures boost memory recall of the words they are aligned with (Kushch & Prieto, 176 

2016). However, we do not know whether listeners make use of the information provided by beat 177 

gestures for suprasegmental recalibration purposes. 178 

On the word level, the apex of a beat gesture is usually temporally aligned to the F0 peak of a 179 

stressed syllable (Leonard & Cummins, 2011; Shattuck-Hufnagel & Ren, 2018). As such, listeners can 180 

take advantage of this close temporal link and use it in lexical stress perception. That is, people are 181 

more likely to perceive stress on a syllable when a beat gesture is aligned to it. For instance, when 182 

Dutch participants hear tokens from a lexical stress continuum of /ka:.nɔn/ (ranging from CAnon to 183 

kaNON) with a beat gesture on the first syllable, they are more likely to report perceiving CAnon 184 

rather than kaNON (Bosker & Peeters, 2021; Bujok et al., 2022). This effect is robust across lexical 185 

stress continua and was present for several different Dutch minimal word pairs.  186 

Given this effect, we hypothesized that the temporal alignment of beat gestures could be a 187 

cue for recalibration of lexical stress, in analogy to how a talking face can recalibrate the perception 188 

of a /b/ - /d/ continuum (Bertelson et al., 2003). Essentially, we asked whether the effect of beat 189 

gestures goes beyond the immediate effect of disambiguating an ambiguously stressed word (Bosker 190 

& Peeters, 2021) and lead to lasting changes in speech perception. Finding evidence for a 191 

recalibration effect driven by beat gestures would extend current models of recalibration 192 

(Kleinschmidt & Jaeger, 2015; Xie et al., 2023) to include visual cues beyond articulation (Bertelson et 193 

al., 2003) and lexico-orthographical information (Bosker, 2022). Such evidence would be consistent 194 

with multimodal frameworks of spoken language comprehension (Holler & Levinson, 2019; Özyürek, 195 

2014). 196 

 In three behavioral experiments, we tested participants’ ability to recalibrate their 197 

perception of lexical stress in a specific word, as well as their ability to generalize recalibration to a 198 

novel item. We first targeted recalibration guided by disambiguating written word forms (Experiment 199 
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1) and then targeted – for the first time – recalibration guided by beat gestures (Experiments 2-3). 200 

Thus, in the first experiment, we adopted a paradigm similar to Bosker (2022), testing recalibration of 201 

the perception of lexical stress by written information. Critically, we used different stimuli, with more 202 

naturalistic phonetic stress continua based on the original F0 contours. Consequently, the F0 203 

contours for the two minimal word pairs (used to test generalization of recalibration to new words) 204 

were distinct. This arguably makes finding evidence for generalization more difficult but it does 205 

better reflect naturalistic spoken communication, where every F0 contour is unique. In the second 206 

and third experiment, we used the same auditory stimuli and a similar experimental paradigm but 207 

tested whether the recalibration of lexical stress perception could be driven by the temporal 208 

alignment between spoken words and visual beat gestures.  209 

  210 
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Experiment 1 - recalibration driven by words on screen 211 

The first experiment was a conceptual replication of Bosker (2022), but with different stimuli 212 

to test whether recalibration effects can be found with more naturalistic stimuli. We expected to 213 

replicate the original recalibration findings in the Segmental Overlap Condition (i.e., when 214 

participants are tested on the same word pair they were exposed to). However, given our more 215 

variable and naturalistic phonetic continua, we were not certain about the generalization of the 216 

effect to different words. If the generalization effect found by Bosker (2022) was at least in part 217 

driven by the artificial and identical F0 continua between the word pairs, we should not find a 218 

generalization effect with more naturalistic stimuli. On the other hand, finding a generalization effect 219 

here would provide strong evidence that listeners are in fact able to generalize recalibration to 220 

different words with similar, but not identical, stress cues. 221 

Method  222 

Participants 223 

All participants tested in this study gave informed consent as approved by the Ethics 224 

Committee of the Social Sciences department of Radboud University (project code: ECSW-2019-019). 225 

Only participants who reported no hearing or language deficit and normal or corrected-to-normal 226 

vision participated. Participants were financially compensated for their participation. For Experiment 227 

1 we tested 72 participants (59 female, 13 male), recruited from the Max Planck Institute for 228 

Psycholinguistics participant database. Their median age was 24 (SD = 3.67, range = 18 – 36).  229 

 230 

Materials 231 

 Materials for this experiment were adopted from previous experiments (Bujok et al., 2022). 232 

Two disyllabic, segmentally identical minimal stress pairs of Dutch, which only differed in the position 233 

of lexical stress, were chosen (CAnon [canon] vs. kaNON [cannon]; VOORnaam [first name] vs. 234 
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voorNAAM [respectable]; capitals indicate lexical stress). We recorded high-definition videos of a 235 

male native speaker of Dutch (i.e., the last author), while he was sitting down, producing these words 236 

naturally without any manual gesture. The audio sampling rate was 48 kHz.  237 

A lexical stress continuum was created by measuring the F0 contours of the original 238 

recordings and then linearly interpolating between the contours in 11 steps (ranging from the 239 

original SW recording to the original WS recording, see Figure 1). The duration and intensity of each 240 

syllable was held constant at an ambiguous, average value (i.e., midway between 241 

stressed/unstressed), determined for each pair based on the original recordings. The interpolated F0 242 

contours were then applied to the SW token using PSOLA in Praat (Boersma, 2006). Note that this 243 

contrasts with the continuum manipulation in Bosker (2022), where F0 contours on either syllable 244 

always involved linear downward slopes, only varying in mean F0 height, removing any sign of the 245 

original contours. Another consequence of these artificial manipulations was that both continua 246 

were identical with regards to F0. In contrast, our more naturalistic contour interpolation method 247 

entailed that every manipulated stimulus had a unique F0 contour. 248 

The manipulated 11-step continua were presented to 10 participants (who did not 249 

participate in any of the experiments) in a pretest in a two-alternative-forced-choice (2AFC) task, 250 

where they had to categorize the words as either SW or WS. Based on the categorization results, we 251 

selected 5 ambiguous steps for each pair, which ranged between ~80% and ~20% proportion SW 252 

responses, to create a perceptual continuum. Together with the original tokens, this resulted in a 7-253 

step continuum. Step 1 thus refers to the original SW token, and step 7 to the original WS token. The 254 

five steps in between (steps 2 – 6), with varying degrees of ambiguity, will be referred to as 255 

ambiguous steps. The middle step (step 4) was the most ambiguous, lying closest to 50% SW 256 

categorization responses.  257 

 258 
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Figure 1. Visualization of the F0 stress manipulation for /vo:r.na:m/ (left panel) and /ka:.nɔn/ (right 259 

panel): F0 contours were interpolated in 11 steps to go from SW (green) to WS (orange). Five 260 

manipulated steps were selected and presented with the original SW and WS recordings as a 261 

perceptual 7-step continuum. The extremes of the continua and the perceptually most ambiguous 262 

step are highlighted in bold. 263 

 264 

Design and Procedure 265 

Data for all experiments reported here were collected online using the Gorilla Experiment Builder 266 

(http://gorilla.sc) (Anwyl-Irvine et al., 2020). Participants had to complete a headphone screening 267 

prior to the experiments, to ensure usage of high quality headphones (based on Huggins Pitch, see 268 

Milne et al., 2021). We adopted the design used by Bosker (2022), consisting of two phases: an 269 

exposure phase and a test phase. In the exposure phase, participants were assigned to one of two 270 

conditions: The Segmental Overlap Condition or the Generalization Condition. These conditions were 271 

identical in their procedure, but differed in the items presented during exposure (see Table 1). 272 

 273 

 274 

  275 

 276 

 277 

http://gorilla.sc/
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 278 

Table 1.  279 

Overview of the Design of Experiment 1: Conditions and Stimuli presented 280 

 281 

In the Segmental Overlap Condition, participants were randomly divided into two counter-282 

balanced groups (18 participants per group). In the SW-Bias group, on half of the trials, participants 283 

were presented with an audio recording of a speaker producing a clear token of the word kaNON 284 

(i.e., stress on second syllable; WS; step 7 from the 7-step continuum) while being presented with 285 

the orthographic form “kaNON” on screen (with capitalized letters indicating stress). Additionally, on 286 

other trials, they were presented with an acoustically ambiguous auditory token (step 4 from the 7-287 

step continuum), which was disambiguated by the orthographic form “CAnon” with stress on the first 288 

syllable appearing on screen. Consequently, the SW-Bias group was predicted to learn that the talker 289 

produced ambiguous auditory stress cues associated with an SW prosodic pattern. In contrast, the 290 

other group (WS-Bias) was presented with audio recordings of the speaker producing a clear token of 291 

the word CAnon (i.e., stress on first syllable; SW) while seeing “CAnon” on screen. Moreover, they 292 

were also presented with the acoustically ambiguous auditory token, critically together with the 293 

written word “kaNON” on screen. This group was thus biased to associate the ambiguous stress cues 294 

with a WS prosodic pattern. The clear audio trials and the ambiguous audio trials were presented 24 295 

times each, resulting in 48 exposure trials. Participants passively listened to all the stimuli 296 

Condition Group Bias Exposure (AV) Test (A-only) 

    Audio   Video   

Segmental 
Overlap 

SW Bias 
amb. /ka:.nɔn/ (step 4) CAnon 

/ka:.nɔn/ - continuum  
(steps 2 – 6) 

WS /ka:.nɔn/ (step 7) kaNON 

WS Bias 
amb. /ka:.nɔn/ (step 4) kaNON 

SW /ka:.nɔn/ (step 1) CAnon 

Generalization 

SW Bias 
amb. /vo:r.na:m/ (step 4) VOORnaam 

WS /vo:r.na:m/ (step 7) voorNAAM 

WS Bias 
amb. /vo:r.na:m/ (step 4) voorNAAM 

SW /vo:r.na:m/ (step 1) VOORnaam 
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(interstimulus interval: 600ms, static fixation cross). Then they moved on to the test phase described 297 

below.  298 

In the Generalization Condition, the design and procedure of the exposure phase was similar 299 

to the Segmental Overlap Condition. However, during the exposure phase, participants in the 300 

Generalization Condition were presented with a different item pair. Specifically, the SW-Bias group 301 

received a clear auditory voorNAAM with the congruent orthographic form “voorNAAM” with stress 302 

on the second syllable, and an ambiguous auditory token from the VOORnaam – voorNAAM 303 

continuum (step 4) with a disambiguating orthographic form “VOORnaam”. Conversely, the WS-Bias 304 

group got a clear VOORnaam with congruent “VOORnaam” on screen, and the ambiguous token 305 

(step 4) with a disambiguating written word “voorNAAM” on screen. 306 

All participants received the same test phase. That is, they were tested on the same 307 

manipulated F0 continuum made up of the 5 ambiguous steps from the CAnon – kaNON continuum 308 

(i.e., steps 2 - 6) in a two-alternative-forced-choice (2AFC) task. Hence participants from the 309 

Segmental Overlap Condition were tested on the word pair they had been exposed to, whereas 310 

participants from the Generalization Condition were tested on a different word pair than they had 311 

been exposed to. Each step was presented 15 times, equaling a total of 75 trials presented in random 312 

order. After stimulus offset, two response options were shown, one on either side of the screen. 313 

Participants were asked to categorize what they heard as corresponding either to CAnon (SW) or 314 

kaNON (WS) by pressing the left (“Z”) or right (“M”) button on their keyboard, corresponding to the 315 

left and right word on the screen respectively. The position of SW and WS words on screen was 316 

counter-balanced across participants. Participants were given a 4000 ms time limit to respond. 317 

 318 

Results 319 

We removed all trials where participants failed to give a response (n = 14, 0.25% of all 320 

observations). We analyzed our data with Generalized Linear Mixed Models using the lme4 library 321 
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(Bates et al., 2015) in R (R Core Team, 2021). The independent variable was the participants’ 322 

Categorization Response (SW coded as 1, CAnon; WS coded as 0; kaNON). Fixed effects included 323 

Continuum Step (continuous, z-scored), Group Bias (categorical, deviance coded SW as 0.5 and WS as 324 

-0.5), Condition (categorical, deviance coded Segmental Overlap as -0.5 and Generalization as 0.5) 325 

and the interactions of Condition with the other fixed effects. Additionally, the model included 326 

random effects for Participants, as well as maximal random slopes for Continuum Step, Group Bias, 327 

and Condition (Response ~ Condition*(Step + Group Bias) + (1+ Condition + Step + Group 328 

Bias|Participant_ID)). All data and code are publicly available on 329 

https://osf.io/s3p6a/?view_only=e4e822e23a7440f2bd22a25bfb1dff95 . 330 

The model showed a significant Intercept, demonstrating an overall bias to give slightly more 331 

SW than WS responses (mean proportion of SW responses = 0.57; β in logit space = 0.863, SE = 0.113, 332 

z = 7.649, p < 0.001). Continuum Step was also significant (β = -3.13, SE = 0.278, z = -11.272, p < 333 

0.001), indicating that participants’ proportions of SW responses decreased with increasing 334 

Continuum Steps. Condition (β = 0.08, SE = 0.222, z = 0.36, p = .72) and its interaction with 335 

Continuum Step (β = -0.5, SE = 0.539, z = -0.927, p = .354) were not significant suggesting similar 336 

response patterns across the Segmental Overlap and Generalization Conditions. Most critically, the 337 

predictor Group Bias did not have a main effect on the responses (β = -0.18, SE = 0.156, z = 1.156, p = 338 

.248), but showed an interaction with Condition (β = -0.745, SE = 0.306, z = -2.436, p = .015), meaning 339 

that the effect of Group Bias was stronger in the Segmental Overlap Condition than the 340 

Generalization Condition (see Figure 2). In fact, two follow-up models that were run on each 341 

condition separately confirmed that the Group Bias effect was significant in the Segmental Overlap 342 

Condition (β = 0.566, SE = 0.247, z = 2.286, p = .022) in the expected direction: the proportion of SW 343 

responses was higher in the SW-Bias group compared to the WS-Bias group. In contrast, no effect of 344 

Group Bias was found for the Generalization Condition (β = -0.215, SE = 0.189, z = -1.14, p = .257). 345 

 346 

https://osf.io/s3p6a/?view_only=e4e822e23a7440f2bd22a25bfb1dff95
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 347 

Figure 2. Results from Experiment 1: Comparison of the audio-only test results in the Segmental 348 

Overlap and Generalization Condition. The proportion of SW responses (i.e., stress on the first 349 

syllable) generally decreases as auditory Continuum Step increases (i.e., sounding more WS-like, 350 

stress on the second syllable). Different audiovisual (AV) exposure to disambiguating orthographic 351 

word forms in the two groups (SW-Bias vs. WS-Bias) changed responses to the audio only (A-only) 352 

test continuum in the Segmental Overlap Condition, as can be seen by the separation of the two lines 353 

in the left panel. That is, participants who were exposed to ambiguous /ka:.nɔn/ in exposure, paired 354 

with orthographic form “CAnon”, generally perceived the continuum as more SW-like than 355 

participants who were exposed to the same ambiguous tokens of /ka:.nɔn/ paired with ”kaNON”. 356 

However, there was no main effect of Group Bias in the Generalization Condition. Note: Continuum 357 

steps go from 2 – 6, as participants were only tested on the 5 ambiguous tokens of the 7-step 358 

continuum. SW = strong-weak, stress on first syllable; WS = weak-strong, stress on second syllable. 359 

Error bars indicate a 95% confidence interval. 360 

 361 

 362 
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Interim Discussion 363 

The current experiment aimed to conceptually replicate the findings from Bosker (2022) 364 

using more naturalistic stimuli. That is, we tested whether listeners were able to recalibrate their 365 

perception of lexical stress based on disambiguating lexico-orthographic information. In the 366 

Segmental Overlap Condition (i.e., when tested on the same word as heard during exposure), 367 

participants showed a group-dependent bias in their perception, which was shifted in the direction of 368 

the disambiguating information in exposure (e.g., ambiguous audio disambiguated by written 369 

“CAnon” leading to more “CAnon” responses). They did so not only for the specific ambiguous token 370 

(step 4), that was presented in the exposure phase but also for other tokens on the continuum, 371 

indicating a certain degree of generalization to novel acoustic tokens of the same word pair. 372 

However, participants did not generalize their recalibration to a segmentally different word, 373 

contrasting with the findings in Bosker (2022).  374 

There were two major differences between our experiment and Bosker (2022), both related 375 

to the stimuli that were used. First, Bosker (2022) created artificial, linear slopes at different mean F0 376 

heights, separately for each syllable, to generate the continua. Second, they applied identical F0-377 

slopes to both items. This manipulation procedure likely facilitated generalization from one word in 378 

exposure to a novel item at test, carrying the exact same F0 contour as in exposure. In contrast, we 379 

tested for a recalibration effect using more naturalistic continua. By interpolating the original F0 380 

contours of both members of a pair, we created more complex and arguably more natural continua. 381 

Not only the height but also the overall shape of the F0 contour cued stress in our stimuli. A 382 

consequence of this procedure was that the continua of the two item pairs were acoustically unique 383 

and distinct (see Figure 1). Despite these differences with Bosker (2022), we also found a 384 

recalibration effect. In fact, our data suggest that the perception of lexical stress can recalibrate even 385 

with more naturalistic continua, than used by Bosker (2022). However, we did not find a 386 

generalization effect. Thus, we caution that the generalization of the recalibration effect to novel 387 

words is sensitive to the stimuli used. 388 
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The recalibration effect might be sensitive to the source of the disambiguating information, 389 

too. From studies of segmental recalibration, we know that lexical information tends to result in 390 

smaller recalibration effects than audiovisual information (Ullas et al., 2020a, 2020b; van Linden & 391 

Vroomen, 2007). We do not know if this observation extends to recalibration of lexical stress. 392 

However, we rarely encounter speech-disambiguating orthography in our daily lives. In contrast, 393 

manual beat gestures are ubiquitous (McClave, 1994). It is thus possible that beat gestures, being a 394 

more ecologically valid cue, could be a stronger source of information and lead to larger effects. Beat 395 

gestures are temporally closely aligned to stressed syllables (e.g., Krahmer & Swerts, 2007; Pouw & 396 

Dixon, 2019; Shattuck-Hufnagel & Ren, 2018), which affects online perception of lexical stress 397 

(Bosker & Peeters, 2021; Bujok et al., 2022). That is, the alignment of a beat gesture with a syllable 398 

makes participants more likely to perceive stress on that syllable. Moreover, beat gestures have been 399 

found to redirect attention to a concurrently produced word (Biau & Soto-Faraco, 2013). There is 400 

also evidence that beat gestures are processed and integrated automatically with speech (Kelly et al., 401 

2010), and that their uptake is not inhibited if they are only perceived in the visual periphery 402 

(Gullberg & Kita, 2009). This leads us to hypothesize that beat gestures could be strong inducers of 403 

recalibration in lexical stress perception. Hence Experiment 2 assessed the effect of beat gestures on 404 

the recalibration of lexical stress perception. 405 

 406 

 407 

 408 

 409 

  410 
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Experiment 2 – recalibration driven by beat gestures (between-subject) 411 

Influential multimodal theories of language indicate that gestures are an inherent aspect of 412 

our everyday face-to-face communication (Holler & Levinson, 2019; Hübscher & Prieto, 2019; Kita & 413 

Özyürek, 2003) and are processed and integrated automatically with speech (Kelly et al., 2010). As 414 

such they could be a possible source of disambiguation for recalibration of lexical stress. We tested 415 

this hypothesis by running Experiment 2, which was similar in design to Experiment 1, but used 416 

temporally aligned beat gestures rather than orthographic words as disambiguating information in 417 

exposure. Participants in different groups were exposed to videos of a talker producing an 418 

ambiguously stressed word with a beat gesture on either the first (SW) or second syllable (WS). If 419 

beat gesture alignment can be used as a cue to recalibration, participants in the SW and WS groups 420 

should be biased to perceive the same stress continuum in the test phase differently.  421 

Method 422 

Participants 423 

Seventy-two native speakers of Dutch (34 female, 37 male, 1 gender not reported) were 424 

recruited for this experiment through Prolific. Median age was 25 (SD = 4.9, ranging = 19 – 38).  425 

 426 

Materials 427 

 For this study we again used stimuli from Bujok et al. (2022). For a detailed description of the 428 

audio and phonetic manipulations see the Materials section for Experiment 1 above. Additionally, for 429 

Experiment 2 we used video stimuli to test whether visual beat gestures could drive recalibration of 430 

lexical stress perception. The same talker from Experiment 1 had been video-recorded producing all 431 

four words (CAnon, kaNON, VOORnaam, voorNAAM) with a beat gesture. The beat gesture was an 432 

up-and-down, forward-rotating movement of the right hand, with the apex (the point of maximal 433 

extension) naturally aligned to the stressed syllable. The speaker was sitting in front of a neutral 434 
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background and framed from the hip up. Videos were recorded at a sampling rate of 50 Hz and 435 

cropped to 620 x 620 pixel squares.  436 

 437 

 438 

Figure 3. Audiovisual Stimuli from Experiment 2. Apex of the beat gesture was aligned to either the 439 

first (Beat on 1st, green) or second syllable (Beat on 2nd, orange). Colored lines show position of the 440 

hand and thus movement of the gesture over time. Arrows indicate approximate alignment of the 441 

gesture’s apex with concurrent speech. Videos were combined with all steps of the auditory stress 442 

continuum, aligned at second syllable onset.  443 

 444 

The manipulated auditory stress continua, as described in Experiment 1, were combined with 445 

the original video recordings such that every auditory step was combined with both SW and WS 446 

videos. This created our final audiovisual stimuli for use in the exposure phase (see Figure 3). 447 

Because the duration of the audio was manipulated to make the duration cues ambiguous with 448 

regards to lexical stress, the audio was slightly misaligned with the original, unchanged video (mean = 449 

40ms). We aligned audio and video at second syllable onset precisely by shifting the second syllable 450 

onset of the manipulated audio to the time of the original second syllable onset. We decided to align 451 
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at second syllable onset to minimize misalignment at word onset and offset. This led to slight 452 

variation of the beat gesture alignment within each syllable, but, because of the alignment at the 453 

syllable boundary, all beat gestures were still aligned with the correct syllable.  454 

Design and Procedure 455 

 The experimental design was similar to Bosker (2022) and Experiment 1, consisting of an 456 

exposure phase and a test phase. It used the same auditory stimuli as Experiment 1. However, now in 457 

exposure, participants were exposed to the audio together with video, with the disambiguating 458 

information being beat gestures (no orthographic forms; see Table 2). Participants were again 459 

assigned to one of two conditions: The Segmental Overlap Condition or the Generalization Condition. 460 

Within each condition participants were assigned to either the SW or WS-Bias group. 461 

Table 2.  462 

Overview of the Design of Experiment 2: Conditions and Stimuli presented 463 

 464 

In the exposure phase of the Segmental Overlap Condition, the participants in the SW-Bias 465 

group were presented with an original video of the speaker producing the word kaNON (i.e., stress 466 

on second syllable; WS) while making a beat gesture on the second syllable. Additionally, they were 467 

presented with an acoustically ambiguous auditory token (step 4 from the 7-step continuum), which 468 

was disambiguated by the talker making a beat gesture on the first syllable. In contrast, participants 469 

in the WS-Bias group were presented with a video of the speaker producing clear CAnon (i.e., stress 470 

Condition Group Bias Exposure (AV) Test (A-only) 

    Audio   Video   

Segmental 
Overlap 

SW Bias 
amb. /ka:.nɔn/ (step 4) Beat on 1st 

/ka:.nɔn/ - continuum  
(steps 2 – 6) 

WS /ka:.nɔn/ (step 7) Beat on 2nd 

WS Bias 
amb. /ka:.nɔn/ (step 4) Beat on 2nd 

SW /ka:.nɔn/ (step 1) Beat on 1st 

Generalization 

SW Bias 
amb. /vo:r.na:m/ (step 4) Beat on 1st 

WS /vo:r.na:m/ (step 7) Beat on 2nd 

WS Bias 
amb. /vo:r.na:m/ (step 4) Beat on 2nd 

SW /vo:r.na:m/ (step 1) Beat on 1st 
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on the first syllable; SW) with a congruent beat gesture on the first syllable. The ambiguous auditory 471 

token was presented with a video of the talker producing a beat gesture on the second syllable. 472 

Participants in the SW-Bias group were expected to learn that the acoustic properties of the 473 

ambiguously stressed word were intended to express an SW prosodic pattern. Conversely, the WS-474 

Bias group was expected to learn that the same ambiguous acoustic cues were intended to express a 475 

WS prosodic pattern. The exposure phase in the Generalization Condition was identical in design, but 476 

participants were presented with videos of the speaker producing a different word pair: VOORnaam 477 

– voorNAAM.  478 

In total, the exposure phase had 48 trials of which 24 involved original videos and 24 involved 479 

ambiguous audio disambiguated by the temporal alignment of the beat gesture. Participants had no 480 

task in exposure and were only asked to passively watch the videos, although we emphasized that 481 

they had to pay attention to both audio and video. Participants proceeded from one trial to the next 482 

by pressing the spacebar. Each video was preceded by a fixation cross for 500ms and then the video 483 

was played and disappeared once it stopped playing, asking participants to press the spacebar to 484 

continue.  485 

In the test phase, all participants were tested only on the ambiguous auditory tokens from 486 

the auditory CAnon – kaNON continuum (steps 2 - 6), without any video. The test phase was identical 487 

to the test phase of Experiment 1 in terms of stimuli and procedure; hence it exclusively included 488 

audio-only trials (no videos). 489 

 490 

Results 491 

 We removed all timeout trials before analysis (n= 32, 0.5% of all observations). The remaining 492 

data were analyzed with Generalized Linear Mixed Models with logistic linking function using the 493 

lme4 library (Bates et al., 2015) in R (R Core Team, 2021). We used the same model from Experiment 494 

1 to analyze these data. The model revealed a significant Intercept, indicating an overall bias to give 495 
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more SW than WS responses (mean proportion of SW responses = 0.57, β = 0.736, SE = 0.086, z = 496 

8.609, p < 0.001). As expected, Step was highly significant (β = -2.291, SE = 0.2, z = -11.484, p < 0.001) 497 

reflecting our auditory stimulus manipulation. As in Experiment 1, with increasing steps (i.e., 498 

continuum becoming more WS-like), the proportion of SW responses decreased. Crucially, we found 499 

an effect of Group Bias (β = 0.676, SE = 0.144, z = 4.691, p < 0.001), which meant that participants 500 

generally gave a higher proportion of SW responses when they were in the SW-Bias group and a 501 

lower proportion of SW responses when they were in the WS-Bias group (see Figure 4). This effect 502 

suggests successful recalibration of lexical stress perception driven by beat gesture alignment. A 503 

model with a Step*Group Bias interaction term did not improve model fit. This demonstrates an 504 

overall recalibration effect, indicating that participants generalized their Group Bias to varying 505 

degrees of ambiguity. However, there was also a significant interaction between Group Bias and 506 

Condition (β = -0.939, SE = 0.283, z = -3.32, p < 0.001). That is, the size of the Group Bias effect (i.e., 507 

the recalibration effect) was reduced in the Generalization Condition relative to the Segmental 508 

Overlap Condition. To confirm this, the model was releveled to map the Segmental Overlap 509 

Condition onto the intercept, and then once more with the Generalization Condition on the 510 

intercept. The releveled models confirmed that the Group Bias effect was present in the Segmental 511 

Overlap Condition (β = 1.146, SE = 0.245, z = 4.673, p < 0.001), but was statistically not significant in 512 

the Generalization Condition (β = 0.206, SE = 0.146, z = 1.409, p = 0.159). 513 

  514 
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Figure 4. Results from Experiment 2: Recalibration driven by Beat Gestures. Comparison of the 515 

results of the Segmental Overlap (left) and the Generalization Condition (right). The proportion of SW 516 

responses (i.e., stress on first syllable) is generally highest at step 2 (most SW-like) and lowest at step 517 

6 (most WS-like) in both conditions. The differently colored lines show if participants were in the SW 518 

(green) or WS (orange) Bias group in the exposure phase. Only in the Segmental Overlap Condition 519 

did the Group Bias from exposure reliably affect the responses in the test phase equally across all 520 

steps. That is, participants from the SW Group Bias consistently responded more SW-like, and 521 

participants from the WS Group Bias responded more WS-like. The same effect could not reliably be 522 

found in the Generalization Condition. SW = strong-weak, stress on first syllable; WS = weak-strong, 523 

stress on second syllable. Error bars indicate a 95% confidence interval. 524 

 525 

Interim Discussion 526 

Experiment 1 had demonstrated that lexical stress could be recalibrated through lexico-527 

orthographic information (i.e., orthographic form) (Bosker, 2022). Our findings from Experiment 2 528 
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are the first to demonstrate that such recalibration can be driven by the alignment of beat gestures 529 

to speech as well. We found a Group Bias effect, indicating that participants were biased to perceive 530 

the audio-only stress continuum at test differently, depending on the disambiguating gestural 531 

information they had been presented with in exposure. Participants who had been presented with 532 

the ambiguous stimuli in exposure, disambiguated with a beat gesture aligned to the first syllable 533 

(SW), gave more SW responses at test than participants from the WS-Bias group, who had been 534 

presented with the same ambiguous auditory stimuli in exposure, but then disambiguated with a 535 

gesture aligned to the second syllable.  536 

 In contrast, despite a numerical difference, we did not find a significant recalibration effect in 537 

the Generalization Condition, where participants were required to categorize the same words after 538 

having been exposed to segmentally different words in exposure. We could thus not replicate the 539 

generalization findings from Bosker (2022). Note that Experiment 2 tested the two conditions 540 

(Segmental Overlap vs. Generalization) between participants, which adds more noise to the data 541 

compared to a within-participants design, potentially explaining why the numerical group difference 542 

observed in the Generalization Condition in Experiment 2 was not statistically reliable. Because of 543 

this consideration, Experiment 3 used an adjusted design, where Condition was tested within 544 

participants. That is, all participants were exposed to the same word (i.e., the /ka:.nɔn/ item) and 545 

tested both in the Segmental Overlap Condition (/ka:.nɔn/) and in the Generalization Condition 546 

(/vo:r.na:m/). As an additional benefit of this design, the number of observations was doubled. 547 

 548 

 549 

  550 
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Experiment 3 - recalibration driven by beat gestures (within-subject) 551 

Method 552 

Participants 553 

At our target of seventy-two participants, the groups were not counter-balanced properly, 554 

due to a scripting error, so we decided to test an additional eight participants. This left us with the 555 

final sample of eighty native speakers of Dutch (38 female, 42 male) with a median age of 25 (SD = 556 

5.32, ranging from 18 - 39). Participants were recruited through Prolific.  557 

 558 

Materials, Design and Procedure 559 

We used the same stimuli as in Experiment 2, with the main difference that at test in 560 

Generalization we now additionally used steps 2 – 6 from the /vo:r.na:m/ continuum. The design of 561 

this experiment was also similar to Experiment 2 with the critical difference that the Segmental 562 

Overlap and Generalization Condition were now tested within participants (see Table 3). Group Bias 563 

remained a between-participants variable, as is common in recalibration studies. 564 

 565 

Table 3.  566 

Overview of the Design of Experiment 3: Conditions and Stimuli presented 567 

 568 

 569 

Group Bias Exposure (AV) Test (A-only) 

  Audio   Video Segmental Overlap Generalization 

SW Bias 
amb. /ka:.nɔn/ (step 4) Beat on 1st 

/ka:.nɔn/ 
continuum 
(steps 2 -6) 

 
/vo:r.na:m/ 
continuum 
(steps 2 -6) 

WS /ka:.nɔn/ (step 7) Beat on 2nd 

WS Bias 
amb. /ka:.nɔn/ (step 4) Beat on 1st 

SW /ka:.nɔn/ (step 1) Beat on 2nd 
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 The exposure phase, with two groups (SW bias vs. WS bias), was identical to the exposure 570 

phase in the Segmental Overlap Condition of Experiment 2. Specifically, participants were only 571 

presented with CAnon – kaNON videos. The test phase was different from the previous experiments, 572 

as all participants were now tested in both conditions. This means the test phase consisted of two 573 

different Blocks: the Segmental Overlap and Generalization Block. In the Segmental Overlap Block 574 

participants were tested on the middle five steps from the CAnon – kaNON continuum (steps 2 - 6), 575 

which was the same word they had been exposed to in the exposure phase. In the Generalization 576 

Block they were tested on the middle five steps of the VOORnaam – voorNAAM continuum (steps 2 - 577 

6), to test their ability to generalize the recalibration effect to segmentally different words. All 578 

participants were exposed to the Segmental Overlap and Generalization Condition in separate blocks, 579 

with the block order counterbalanced across participants. Each condition presented each of the five 580 

steps 15 times, resulting in a total of 75 trials per block, and 150 trials in the entire test phase.  581 

 582 

Results and Interim Discussion  583 

We ran the same model as in the previous two experiments, but with the crucial difference 584 

that Condition was now a within-participant variable. Results showed a significant Intercept, 585 

reflecting a general bias to give more SW than WS responses (mean proportion SW responses = 0.52; 586 

β = 0.101, SE = 0.047, z = 2.15, p = 0.032). Again, the significant effect of Step confirmed lower 587 

proportions of SW responses for higher (i.e., more WS-like) steps (β = -2, SE = 0.17, z = -11.778, p < 588 

0.001). Most importantly, we found a significant effect of Group Bias (see Figure 5; β = 0.436, SE = 589 

0.1, z = 4.4, p < 0.001). This means that participants gave more SW responses when they were in the 590 

SW-bias exposure group than when they were in the WS-bias exposure group. Another model with 591 

Step*Bias interaction did not improve model fit, suggesting that the Group Bias effect is thus largely 592 

driven by the main effect. Crucially, the interaction with Condition was not significant (β = 0.045, SE = 593 

0.131, z = 0.345, p = 0.73), suggesting that the Group Bias effect was similarly present in both 594 
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conditions. Models run on either Condition as subset confirmed that the Group Bias effect was 595 

significant in the Generalization Condition (β = 0.393, SE = 0.11, z = 3.584, p < 0.001) and the 596 

Segmental Overlap Condition (β = 0.456, SE = 0.12, z = 3.659, p < 0.001). Finally, we also observed a 597 

main effect of Condition, suggesting an overall SW-bias on the kanon continuum compared to the 598 

voornaam continuum (β = -0.794, SE = 0.1, z = -7.923, p < 0.001). An additional model with Block 599 

Order (i.e., whether participants received the Segmental Overlap or Generalization first) did not 600 

improve model fit.  601 

 602 

 603 

Figure 5. Results from Experiment 3: Recalibration driven by Beat Gestures. Comparison of the 604 

results from Segmental Overlap (left) and the Generalization Condition (right). The proportion of SW 605 

responses (i.e., stress on first syllable) is generally highest at step 2 (most SW-like) and lowest at step 606 

6 (most WS-like) in both conditions. The differently colored lines show if participants were in the SW 607 

(green) or WS (orange) Bias group in the exposure phase. Bias group in Exposure affected the 608 

responses in the test phase in both conditions, giving evidence for recalibration. That is, people from 609 
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the SW Bias group consistently responded more SW-like, and participants from the WS Bias group 610 

responded more WS-like. This recalibration effect was present in both the Segmental Overlap 611 

Condition as well as the Generalization Condition. SW = strong-weak, stress on first syllable; WS = 612 

weak-strong, stress on second syllable. Error bars indicate a 95% confidence interval.  613 

 614 

Thus, Experiment 3 demonstrates generalization of the recalibration effect in the perception 615 

of lexical stress. Participants who were exposed to tokens from the CAnon – kaNON continuum, with 616 

a beat gesture either on the first or the second syllable, responded differently in the test phase when 617 

asked to categorize a different audio-only VOORnaam – voorNAAM continuum. Disambiguating beat 618 

gestures on the first syllable in exposure led to more SW responses in test, while disambiguating beat 619 

gestures on the second syllable in exposure led to fewer SW responses in test, even when 620 

participants were tested on a different continuum. They thus demonstrated generalization of their 621 

recalibration to a segmentally different word.  622 

 623 

General Discussion 624 

The current study investigated recalibration of lexical stress perception driven by 625 

orthography (Experiment 1; as in Bosker (2022)) and by manual beat gestures the speaker produced 626 

while talking (Experiments 2-3). Across all three experiments, we found reliable evidence for 627 

recalibration of lexical stress perception. These recalibration effects emerged after mere passive 628 

exposure to the multimodal stimuli, in an online testing setup without control over participants’ 629 

looking behavior or attention, and using as few as 24 acoustically ambiguous trials during exposure. 630 

Thus, we were able to replicate previous recalibration findings, driven by lexico-orthographic 631 

information (Bosker, 2022), with more variable and arguably more naturalistic phonetic continua. 632 

And, most strikingly, we demonstrate recalibration of lexical stress perception driven by simple up-633 

and-down manual beat gestures.  634 
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These results highlight the importance of beat gestures and specifically their temporal 635 

alignment to the speech signal in audiovisual speech perception. Not only articulatory visual cues 636 

(i.e., lip movements) that are causally linked to the speech signal can affect speech perception 637 

(Bertelson et al., 2003; McGurk & MacDonald, 1976), but also other visual signals such as simple up-638 

and-down gestures produced by the hands shape speech perception. Here we show that these 639 

effects of gestural timing go beyond immediate perception (Bosker & Peeters, 2021) and can lead to 640 

lasting changes to perceptual representations. This finding is consistent with recent models of 641 

speech-gesture integration, which highlight the multimodal nature of spoken communication  (Holler 642 

& Levinson, 2019; Kita & Özyürek, 2003). Based on these models, we speculate that the timing of 643 

other types of gestures could also serve as recalibrators. Other types of co-speech gestures, such as 644 

iconic (Pouw & Dixon, 2019) and pointing gestures (Peeters, 2015; Pouw & Dixon, 2019), are also 645 

produced in synchrony with the spoken signal (see McNeill, 1992). As such, the present recalibration 646 

findings are unlikely to be restricted to beat gestures alone. However, these types of gestures may 647 

offer additional cues to disambiguate the acoustic signal. Iconic gestures convey a specific meaning, 648 

and pointing gestures can direct attention, referring to a specific object. Therefore, perceptual 649 

recalibration through other types of gestures may be driven by temporal alignment to the speech, as 650 

shown here, but possibly through other disambiguating cues as well.  651 

Our results show how the use of beat gestures to recalibrate lexical stress perception could 652 

be a plausible explanation for suprasegmental adaptation in day-to-day communication, where beat 653 

gestures and speech co-occur frequently (in contrast to speech-disambiguating orthography). 654 

Moreover, our findings support the notion that gestures are processed and integrated automatically 655 

with speech (Kelly et al., 2010). We found recalibration effects even when participants were not 656 

instructed to pay attention to the beat gestures presented to them in exposure. More active tasks, 657 

for instance requiring comprehension of the presented words in a communicative context, might 658 

potentially even lead to larger recalibration effects. However, as our experiments have shown, 659 

explicit tasks are not necessary for beat gesture integration with speech. This is in line with previous 660 
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research showing effects of beat gesture alignment in more implicit tasks, like shadowing and vowel 661 

length perception (Bosker & Peeters, 2021).  662 

Lexical stress production is quite variable between people (Severijnen et al., 2021), so it is 663 

important to map out the mechanisms that listeners have at their disposal to adapt to variable lexical 664 

stress production. Kleinschmidt and Jaeger (2015) suggest at least two possible mechanisms to 665 

underlie recalibration. First, listeners may shift their perceptual category boundaries, such that one 666 

category is shifted to include the originally perceptually ambiguous acoustic space. Alternatively, 667 

participants could relax their decision-making criteria in general, accepting any non-standard cues to 668 

fit a given category. Our study was not designed to discriminate between these mechanisms and 669 

hence our results cannot disentangle them. However, prior evidence from Bosker (2022) speaks to 670 

this issue. In that study, some participants were presented with pseudoword stimuli in the exposure 671 

phase that were acoustically very similar to words. Yet, despite this acoustic similarity, listeners did 672 

not recalibrate their perception of lexical stress on these pseudowords (Bosker, 2022). This may be 673 

viewed as an argument against the involvement of general decision-making mechanisms as the sole 674 

basis of recalibration, which should apply equally to word- and pseudoword stimuli. Therefore, 675 

presumably a specific shift in perceptual boundaries is thus more likely than a general relaxation of 676 

decision-making criteria. 677 

Current models of audiovisual recalibration (e.g., Kleinschmidt & Jaeger, 2015; Xie et al., 678 

2023) do not address suprasegmental recalibration and/or visual gesture information. Still they might 679 

be able to explain our findings. Kleinschmidt and Jaeger’s (2015) Ideal Adaptor Framework proposes 680 

that the perceptual system resolves ambiguity by statistical inference and thus drives adaptation. For 681 

example, when presented with an ambiguous sound (e.g., midway between /ba/ and /da/), together 682 

with a clear visual articulation (e.g., closing lips), one can infer the likely sound from prior experience 683 

(i.e., informed by the statistics about which sounds these mouth shapes usually co-occur with). In 684 

theory, the same process of inference could be used to recalibrate the perception of lexical stress. 685 
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When presented with acoustically ambiguous stress cues, together with a certain temporally aligned 686 

visual beat gesture, one could infer that these acoustic cues convey a certain stress pattern based on 687 

the prior experience that beat gestures usually accompany stressed syllables. Still, it is unclear to 688 

what extent the underlying processes responsible for segmental and suprasegmental recalibration 689 

are the same. Moreover, it is also unclear whether these models make different predictions for beat 690 

gestures, which are only relevant in their temporal alignment to speech and do not convey any 691 

phonetic information, unlike articulatory cues that are both time-aligned as well as phonologically 692 

informative. As our results that show that recalibration can be driven by beat gestures, models 693 

should address different sources of visual information and suprasegmental aspects of speech more 694 

specifically.  695 

Another goal of the present study was to test for generalization of recalibration to novel and 696 

segmentally distinct words, not encountered during exposure. Our study provides mixed evidence for 697 

generalization of the recalibration effect. We did not find a generalization effect in Experiment 1 and 698 

only numerical evidence in Experiment 2. However, we found a statistically reliable generalization 699 

effect in Experiment 3, using a within-participant design with arguably less noise and increased 700 

statistical power. Note that this finding replicates the generalization outcomes reported in Bosker 701 

(2022), but this time with more naturalistic auditory phonetic continua. All in all, we interpret these 702 

findings as indicating that the generalization effect is more fragile than the within-item recalibration 703 

effect and possibly particularly sensitive to the stimuli used. Thus, we argue that recalibration of 704 

lexical stress can be generalized to novel words but presumably only under ideal circumstances (i.e., 705 

within-participant design and/or acoustic overlap between the words). 706 

Generalization is usually taken as evidence of phonological abstraction. According to metrical 707 

phonology, in the case of lexical stress the abstraction is a metrical structure of a whole phrase that 708 

cues relative prominence (Ladd & Arvaniti, 2023; Pierrehumbert, 1980). When perceiving speech, 709 

phonetic information cues this metrical structure. In our study, the orthography (Experiment 1) and 710 
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beat gestures (Experiment 2 & 3) provided additional information cueing a specific metrical structure 711 

for this speaker (i.e., acoustically ambiguous cues referring to either SW or WS). Experiment 3 712 

showed that this cued structure can also be applied to a segmentally different disyllabic word. An 713 

interesting avenue for future research would be to investigate different and more complex metrical 714 

structures (e.g., polysyllabic words) and thus test the limits of generalization.  715 

Another potential future topic of interest is to assess to what extent the recalibration effect, 716 

induced by beat gestures, that we consistently observed in the present study is speaker-specific 717 

(Eisner & McQueen, 2005). For instance, if a listener recalibrates their perception of speaker A, will 718 

the perception of speaker B change as well or remain unchanged? There is mixed evidence for 719 

speaker-specificity in recalibration of segmental speech. Some studies testing the recalibration of 720 

certain phonemes have found such speaker-specificity (e.g., Eisner & McQueen, 2005). These studies 721 

argue that generalization to different speakers is not beneficial unless there are indications that the 722 

pronunciation variation is driven by group-level factors (e.g., demographics). Other studies, testing 723 

different phonemes, found generalization across speakers (e.g., Kraljic & Samuel, 2006), which could 724 

facilitate processing of acoustic patterns that multiple talkers have in common. It is thus unclear to 725 

what extent recalibration of suprasegmental aspects of speech, such as lexical stress is speaker-726 

specific. Further research could explore the limits of recalibration of lexical stress and investigate the 727 

influence of beat gestures on speech comprehension more broadly. 728 

In sum, the results of all three experiments reported here consistently show evidence for 729 

recalibration of lexical stress. Simple flicks of the hand appear to have a lasting impact on speech 730 

perception. The mere alignment of beat gestures with speech can shape our perception of lexical 731 

stress and remain effective even when beat gestures are no longer present. The temporal alignment 732 

of gestures and speech conveys important information to a listener even in passive-viewing tasks. 733 

This highlights the importance of gesture-speech integration in face-to-face communication. 734 

 735 
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