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Abstract: Polytopic autoencoders provide low-dimensional parametrizations of states in a polytope. For
nonlinear PDEs, this is readily applied to low-dimensional linear parameter-varying (LPV) approximations as
they have been exploited for efficient nonlinear controller design via series expansions of the solution to the
state-dependent Riccati equation. In this work, we develop a polytopic autoencoder for control applications
and show how it outperforms standard linear approaches in view of LPV approximations of nonlinear systems
and how the particular architecture enables higher order series expansions at little extra computational effort.
We illustrate the properties and potentials of this approach to computational nonlinear controller design for
large-scale systems with a thorough numerical study.

1 Introduction

The design of controllers for nonlinear high-dimensional sys-
tems is a challenging task and there exists no generally ap-
plicable and computationally feasible approach. Here, we
consider input-affine systems of the form

v̇(t) = f(v(t)) +Bu(t), y(t) = Cv(t), (1)

where for time t > 0, v(t) ∈ Rn denotes the state, u(t) ∈
Rm and y(t) ∈ Rℓ denote the system’s input and output,
f : Rn → Rn is a possibly nonlinear function, and B and C
are linear input and output operators.
For the control of systems like (1), methods like backstep-

ping [17], feedback linearization [19, Chap. 5.3] and sliding
mode control [12] require structural assumptions whereas
general approaches based on the Hamilton-Jacobi-Bellman
(HJB) equations are only feasible for very moderate sys-
tem sizes; see, e.g., [8]. The commonly employed state-

dependent Riccati equation (SDRE) approximation to the
HJB (see, e.g., [10] for a survey) lifts a significant portion of
the computational complexity. Nonetheless, this approach
became available for large-scale systems only in recently due
to further simplifications; see [6] for a linear update scheme
and [1] for approximations through series expansions.

In this work, we expand on the series expansion of the
SDRE combined with the approximation of the nonlinear
system through a low-dimensional linear parameter-varying
(LPV) system. This allows us to provide a generic al-
gorithm to nonlinear controller design; see our previous
works [11, 16] and related discussions in [1, 2]. In partic-
ular, the results in [16] indicate a measurable improvement
of the nonlinear feedback design over a related, well-tuned
and robust LQR controller but left space for further perfor-
mance improvements, for example, through

1. higher order expansions of the nonlinear feedback or
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2. nonlinear parametrizations of the velocity states.

Both topics are linked to the question if a nonlinear pa-
rametrization can provide better low-dimensional approxi-
mations with fewer degrees of freedom and thus mitigating
the natural limit, which is commonly expressed through
the Kolmogorov n-width of any linear model order reduc-
tion scheme – like proper orthogonal decomposition (POD)
which is a linearly optimal projection scheme; [13]. There
have been many efforts and positive results concerning the
use of nonlinear model order reduction approaches using,
e.g., polynomial manifold maps [9], learning techniques [13],
or the selection of local bases [3].
To consider higher order expansions of a nonlinear feed-

back law, a very low-dimensional parametrization is crucial.
Among others, as we will lay out, the numbers of coefficient
that need to be precomputed through large-scale matrix
equations equals

∑p
k=0

(
r+k−1

k

)
, where r is the dimension of

the parametrization and p is the order of the expansion. For
example, for r = 10 and a first-order expansion, the solve of
1+10 = 11 matrix equations was required, cp. [16], whereas
a second or third-order expansion would require 66 or 286
solves. However, for a parametrization of size r = 5, only 6,
21, or 56 matrix equation solves are needed for expansions
of first, second and third order, respectively.
In this work, we rely on our recent development of poly-

topic autoencoders [14] that combines learning approaches
with the selection of local bases in terms of polytope ver-
tices. The concept of reconstructing the states in a poly-
tope provides certain advantages over the reconstruction in
a linear space. Generally, the observed states of a dynami-
cal system are described in a bounded set rather than in an
unbounded space. With the polytopic approach, the recon-
struction is confined to a region where the states have been
observed. This confinement stands against the freedom to
explore the full state space, for controller design, however,
it can be beneficial if tailored towards target regimes and
since the resulting series expressions will be bounded by
design.
The underlying ideas and major findings of this paper

can be summarized as follows: We recall in Section 2 that
a general nonlinear control system can be approximated
by a low-dimensional LPV system, which can be exploited
for controller design in particular if the parameter depen-
dency itself is linear. In view of providing a performant
but maximally low-dimensional parametrization, we resort
to clustered polytopic autoencoders that encode the states
of a dynamical system in a polytope and decode them with
locally adapted bases; see Section 3. An interesting result
in view of controller design is that this nonlinear decoding
has a Taylor expansion with vanishing second-order terms
(Lemma 1). For the actual controller design in Section 4, we

consider series expansions of state-dependent Riccati equa-
tion as it has been proposed and exercised before. Here, we
extend the formulas to consider nonlinear parameter depen-
dencies and higher order terms in the expansion. Finally,
we report numerical experiments that illustrate the per-
formance improvement of the polytopic autoencoder over
standard approximation schemes, that explore the different
levels of approximation to the underlying nonlinear SDRE
feedback design, and that investigate the gain in controller
performance for a commonly considered flow control prob-
lem; see Section 6.

2 Low-dimensional LPV
approximations

For nonlinear systems like (1), we consider quasi-LPV ap-
proximations of the form

v̇(t) = A
(
ρ(v(t))

)
v(t) +Bu(t), y(t) = Cv(t). (2)

Such systems can be derived from a state-dependent coef-
ficient representation such as f(v) = Ã(v)v and a parame-
trization of the state v(t) ≈ ṽ(t) = ν(µ(v(t)), where µ is an
encoder and ν is a decoder. In this case, we set ρ = µ(v)

and A(ρ) := Ã(ν(ρ)). Note that the parameter depends on
the state, hence the term quasi -LPV.

Remark 1. In the example application we consider later,
namely flows, we will work with coefficients Ã that are linear
in the variable so that linear structures in the decoding ρ →
ṽ will lead to linear parameter dependencies as they have
been proven beneficial for controller design; see, e.g., [4].

3 Polytopic parametrizations in
clusters for controller design

As opposed to linear model order reduction approaches,
where the state is parametrized in a linear subspace, in poly-
topic autoencoders (PAEs), the state is represented through
coordinates with respect to vertices of an R-dimensional
polytope. As a polytope is bounded, without loss of gen-
erality, the vertices ṽk can be scaled and shifted such that
the coordinates θ(t) ∈ RR that represent the reconstruction
ṽ(t) in the polytope will be positive and sum up to one, i.e.,

ṽ(t) =

R∑
k=1

θk(t)ṽk, with θ(t) ≥ 0,

R∑
k=1

θk(t) = 1.

This design is not capable of exactly parametrizing a tar-
get value v∗ = 0 unless the support vectors ṽk come with
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a specific linear dependency. To explicitly enable the re-
construction of the zero target value and to ensure that the
series expansion of the SDRE is about θ(ṽ) = 0, we include
ṽ0 = 0 in the reconstruction basis of the training, where we
impose the positivity and summation constraint on the θ
variable extended by θ0, i.e.,

θ0(t) +

R∑
k=1

θk(t) = 1. (3)

This way, the tuple (1, θ(t)) = (1, 0) ∈ RR+1 will be a fea-
sible value in the extended parameter space that represents
the target value.
Following previous results that showed how clustering,

i.e., how the choice of local bases can improve the recon-
struction, we combine the polytopic parametrization with
smooth clustering networks as we have developed it in [14].
In short, we will use coordinates θ = c(ρ)⊗ρ, where ρ ∈ Rr

denotes the actual latent variable that encodes v and where
c is a smooth clustering network that blends between q sets
of local bases for the reconstruction.
Taking into consideration a zero target value, we propose

a polytopic autoencoder that consists of three components:

1. A nonlinear encoder µ : Rn → Rr+1 so that

(ρ0, ρ) = µ(v) =: softmax(Fe(v) + e1),

with a scalar function ρ0 and ρ(t) ∈ Rr, where the
function Fe : Rn → Rr+1 is a trainable nonlinear con-
volutional neural network with Fe(0) = 0 and where
e1 ∈ Rr+1 is the first unit vector. Since Fe(0) = 0
and with the softmax function

softmax: x →
(

xi tanh(axi)∑r+1
j=1 xj tanh(axj)

)r+1

i

,

for a parameter a > 0 (that we will set to a = 10 in the
experiments), we ensure that the output (ρ0(t), ρ(t))
satisfies

(ρ0(t), ρk(t)) ≥ 0 and ρ0(t) +

r∑
k=1

ρk(t) = 1;

in particular µ(0) = (1, 0).

2. A smooth clustering network c : Rr → Rq so that

c(ρ) = softmax(Fc(ρ) + ê1), (4)

where Fc is a trainable neural network with Fc(0) = 0
and where ê1 is the first unit vector in Rq. By design,
for the output c(ρ), we have that

c(ρ(t)) ≥ 0 and

q∑
i=1

c(ρ(t))i = 1

hold, so that (θ0, θ) := (ρ0, c(ρ)⊗ ρ) satisfies the pos-
itivity and summation conditions (3).

3. A trainable linear map W ∈ Rn×qr that realizes the
reconstruction as

ṽ = W
(
c(ρ)⊗ ρ

)
. (5)

We lay out the design and motivation in the following
remarks:

• The property that Fe(0) = 0 and Fc(0) = 0 is achieved
by using (convolutional) nonlinear layers without bias
terms and with activation functions that cross the ori-
gin.

• The use of the extra ρ0 variable ensures that ρ is zero
at the origin despite being valid coordinates in a poly-
tope.

• The design of the clustering network ensures c(0) = e1
so that values of ρ close to zero are associated with
the first cluster and that c(µ(0))⊗µ(0) = (1, 0) ∈ Rqr

represents the target vector v∗ = 0 exactly.

• With using the Kronecker product c(ρ) ⊗ ρ, the k-
th r columns of W denote the supporting basis for
reconstruction in the k-th cluster; see [14].

Lemma 1. With softmax: x →
(

xi tanh(axi)∑q
j=1 xj tanh(axj)

)q

i
, it holds

that the Jacobian c′ of the clustering network c as defined
in (4) is zero at ρ = 0. In particular, the second-order
Taylor expansion of ρ → A(ρ) coincides with the first-order
expansion and reads

A(ρ) ≈ A(0) +

r∑
j

ρjÃ(wj), (6)

where wj are the first r columns of W ∈ Rn×qr as in (5).

Proof. By direct computations we find c′(Fc(ρ)+ ê1)
∣∣
ρ=0

=

c′(ê1) = 0 ∈ Rq×r. Since the coefficient map c(ρ) ⊗ ρ →
Ã(ṽ(ρ)) is linear, we can reduce the argument to the non-
linear part ρ → c(ρ)⊗ ρ. With ρ = 0, from

c(ρ+ h)⊗ (ρ+ h)− c(ρ)⊗ ρ = c(0 + h)⊗ h,

we derive the first and second-order expansion terms of the
map ρ → c(ρ)⊗ ρ in the increment h at ρ = 0 as

c(0 + h)⊗ h =
(
c(0) + c′(0)h+ o(|h|2)

)
⊗ h

and as

c(ρ)⊗ρ ≈ c(0)⊗ρ+(c′(0)ρ)⊗ρ = c(0)⊗ρ+(c′(0)⊗I)(ρ⊗ρ),
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where c′(0) ∈ Rq×r is the Jacobian of c at ρ = 0. With
c′(0) = 0, the second-order terms vanish so that with c(0) =
ê1, the first (and second-order) approximation to the poly-
topic reconstruction reads

ṽ(ρ) ≈ W (ê1 ⊗ ρ) =

r∑
j=1

ρjwj . (7)

Therefore, formula (6) follows from the linearity of Ã.

4 Higher order series expansions of
LPV approximations in SDRE
feedback design

For the quasi-LPV system (2), the nonlinear SDRE feed-
back design defines the input u as

u(t) = −BTP (ρ(v(t)))v(t), (8)

where P (ρ) solves the SDRE

A(ρ)TP (ρ) + P (ρ)A(ρ)− P (ρ)BBTP (ρ) = −CTC. (9)

Since the repeated solve of (9) is costly, series expansions
of the feedback law (8) have been proposed.
We briefly derive the formulas for higher order expansions

with nonlinear parameter dependencies in A. For linear
parameter dependencies, the first-order approximation has
been developed in [5] for a single parameter dependency
and has been extended in [1] to the multivariate case.
If the state dependency of the SDRE solution is para-

metrized through ρ, the multivariate Taylor expansion of P
about ρ0 = 0 up to order p reads

P (ρ) ≈ P0 +
∑

1≤|α|≤p

ρ(α)Pα,

where α = (α1, . . . , αr) ∈ Nr is a multiindex with |α| :=∑r
i=1 αi, where ρ(α) := ρα1

1 ρα2
2 · · · ραr

r , and where, impor-
tantly, Pα are constant; see [16] for more details.

For nonlinear parameter dependencies, we will consider a
truncated series expansion of A:

A(ρ) ≈ A0 +
∑

1≤|α|≤p

ρ(α)Aα, (10)

where Aα are constant matrices; see (6) that describes the
first and second order expansion in the considered case with
the structure of the nonlinear decoding as ρ → W (c(ρ)⊗ρ).
We insert the expansions of A and P into the SDRE (9)

and solve for the coefficients Pα by matching the individual

powers of ρ. For α = 0, we obtain the standard Riccati
equation

AT
0P0 + P0A0 − P0BBTP0 = −CTC, (11)

whereas for |α| = 1, the coefficients Pα are obtained from

P0

( ∑
|α|=1

ρ(α)Aα

)
+
( ∑
|α|=1

ρ(α)Aα

)T
P0

−
∑
|α|=1

ρ(α)PαBBTP0 − P0BBT
∑
|α|=1

ρ(α)Pα = 0

for arbitrary values of ρ. This amounts for the Pα to be
given via the Lyapunov equations(

A0 −BBTP0

)T
Pα + Pα

(
A0 −BBTP0

)
= −AT

αP0 − P0Aα, (12)

for the r multiindices in α ∈ Nr for which |α| = 1; see
also [1, 16] where the same formulas have been derived.
Similarly, we may collect the terms in which ρ appears
quadratic. Let α∗ be a multiindex with |α∗| = 2 and let
β∗ and δ∗ be those two multiindices with |β∗| = |δ∗| = 1
that satisfy β∗ + δ∗ = α∗. Then, the coefficient Pα∗ that
cancels the corresponding contributions in the equation is
defined through the Lyapunov equation

(A0 −BBTP0)
TPα∗ + Pα∗(A0 −BBTP0)

= −P0Aα∗ −AT
α∗P0 − Pβ∗Aδ∗ −AT

δ∗Pβ∗ − Pδ∗Aβ∗

−AT
β∗Pδ∗ + Pβ∗BBTPδ∗ + Pδ∗BBTPβ∗ . (13)

Note that for given r and p, there exist exactly
(
r+p−1

p

)
unique such multiindices α with the absolut value of |α|= p.
For such a series expansion of P , the feedback law (8) reads

u(t) = −BT
( ∑
|α|≤p

ρ(α)Pα

)
v(t) =: uP|α|≤p

(t), (14)

which with the precomputed BTPα is efficiently evaluated
by adapting the values of ρ. We note that for p = 0 this
formula reduces to the standard linear quadratic regulator
(LQR) feedback with respect to a linearization about v∗ =
0.

5 Solving the high-dimensional matrix
equations

To solve the occurring high-dimensional linear and nonlin-
ear matrix equations (11)–(13), some reformulations and
state-of-the-art approaches are needed. Assume that the
dimensions of the input and output operators m, ℓ are much
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smaller than the state-space dimension n and thatA0 in (10)
is sparsely populated. The first equation (11) is the stan-
dard factorized Riccati equation, which under the assump-
tions above can be efficiently solved for a low-dimensional
approximation of the solution Z0Z

T
0 ≈ P0, with Z0 ∈ Rn×k

and k ≪ n, e.g., via the low-rank Newton-Kleinman itera-
tion [7]. For the two types of Lyapunov equations (12) and
(13), some reformulations are needed to efficiently compute
the solutions in the large-scale sparse setting; namely, the
right-hand sides need to be reformulated into symmetric
low-rank factorizations. In the case of (12), given the ap-
proximation Z0Z

T
0 ≈ P0, the right-hand side can be rewrit-

ten as

−AT
αP0 − P0Aα ≈ −

[
AT

αZ0 Z0

]
J

[
ZT
0Aα

ZT
0

]
,

where J =

[
0 Ik
Ik 0

]
. For Lyapunov equations (12) with

such symmetric factorized right-hand sides, the ADI ap-
proach has been extended to compute appropriate solution
approximations of the form LαDαL

T
α ≈ Pα; see [18]. Simi-

larly, we can derive for the right-hand side of (13) low-rank
factorizations of the form LDLT, where

LT =



ZT
0Aα∗

ZT
0

LT
β∗(Aδ∗ −BKδ∗)

LT
δ∗(Aβ∗ −BKβ∗)

LT
β∗

LT
δ∗

 , D =

J 0 0
0 0 Dβ∗,δ∗

0 Dβ∗,δ∗ 0

 ,

with Dβ∗,δ∗ =

[
Dβ∗ 0
0 Dδ∗

]
, the low-rank factorizations

Lβ∗Dβ∗LT
β∗ ≈ Pβ∗ and Lδ∗Dδ∗L

T
δ∗ ≈ Pδ∗ , and the feed-

back matrices Kβ∗ = BTPβ∗ and Kδ∗ = BTPδ∗ .

6 Numerical experiments

The code, data and results of the numerical experiments
presented here can be found at [15].

We consider the same problem, numerical setup, and the
same data points for training the models as in [16]. In short,
the flow control problem of stabilizing the unstable steady-
state of the flow behind a cylinder is modeled through the
difference v of the velocity to the steady-stated and ob-
served through outputs y = Cv. It is determined by the
semi-discrete Navier-Stokes equations

Mv̇ = N(v)v +Bu, y = Cv, v(0) = 0 ∈ Rn, (15)

written in so-called divergence-free coordinates of the differ-
ence state v, with N : v(t) → N(v(t)) ∈ Rn×n modeling the

2 3 4 5 6 7 8

reduced dimension r

1

2

3

4

5

n
u
m
b
er

of
cl
u
st
er
s
q

1.0e-04

2.0e-04

3.0e-04

Figure 1: Grid search for the selection of r and q with lowest
averaged reconstruction error.

Table 1: Model complexity of the different PAE schemes
and POD: # stands for number of. Further, we dis-
tinguish between linear (lin.) and nonlinear (nonl.)
mappings in the en–/decoding.

Hyperparameters \ Scheme POD-5 PAE-1.5 PAE-3.5
PAE-3.5

(p=1)

reduced dimension r 5 5 5 5
#clusters q 1 1 3 3

#encoding parameters 255970 42810 42810 42810
#encoding layers 1(lin.) 16(nonl.) 16(nonl.) 16(nonl.)

#decoding parameters 255970 255970 15+767910 255970
#decoding layers 1 1 1(nonl.)+1(lin.) 1

discrete diffusion-convection operator and C ∈ R6×n and
B ∈ Rn×2 the discrete observation and control operators;
see [16] for details. In the considered setup, the character-
istic Reynolds number is set to 60 and the discretization re-
sults in n = 51 194; see Figure 2 for an illustration. For the
time integration, a semi-explicit Euler scheme is employed,
which treats the feedback and the nonlinearity explicitly.

We consider the steady-state solution as target state and
aim for the stabilization of the difference system (15). In
order to trigger instabilities and for the collection of training
data, a test input

u(t) =
[
sin(t) 0

]T
, (16)

is applied. As described in [14], the chosen deep convolu-
tional encoder leverages depthwise separable convolutions
along with a sparse interpolation matrix to mitigate compu-
tational complexity and memory requirements in this rather
high-dimensional setup. As a result the model complexity
in terms of parameters that define the encoder and decoder
can be lower than for, say, a comparable POD reduction; see

Figure 2: Snapshots of the flow simulation setup.
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Table 2: Average of the reconstruction errors (scaled with
103) of POD-r and PAE-q.r on the time range
[0, 0.5] used for training.

Scheme \ r 2 3 4 5 6 7 8
POD-r 1.340 0.610 0.305 0.149 0.076 0.038 0.020
PAE-1.r 1.335 0.614 0.326 0.181 0.118 0.121 0.087
PAE-3.r 0.189 0.135 0.104 0.066 0.075 0.097 0.079

PAE-3.r(p=1) 17.670 7.501 5.217 5.628 2.745 6.794 2.307

Table 1. For training the PAEs, we adopt a semi-supervised
learning methodology with a combined loss function

L(v(i)) := λ∥ṽ(i) − v(i)∥M − l(ρ(i)) · log(c(ρ(i))),

where v(i) is the i-th data point, ρ(i) := µ(v(i)) and ṽ(i) :=
ν(ρ(i)) for the corresponding encoder and decoder µ and ν,
where l assigns labels that were precomputed by k-means
clustering in Rr, and where λ > 0 is a weighting factor be-
tween the reconstruction error (measured in theM -weighted
discrete L2-norm) and the clustering error. We note that
the chosen cross-entropy loss is commonly used to smoothly
assign labels and that the labeling l is defined such that the
target ρ∗ = 0 is assigned to the first cluster. As it is stan-
dard practice, the loss is computed as the average over a
batch of data points. In our experiments, we consider 401
data points equally distributed in the time interval [0, 0.5]
as training data and we use the Adam optimizer with a
learning rate of 0.005, with 3200 epochs, a batch size of 64
and the loss weight λ = 100.

6.1 Reconstruction errors

We evaluate the reconstruction performance of the PAE in
the averaged M -norm error

1

N

N∑
i=1

∥v(i) − ṽ(i)∥M ,

where v(i) is the i-th data point and ṽ(i) = ν(µ(v(i))) for
the corresponding encoder and decoder µ and ν. As laid
out in Table 2, the PAE-1.r is comparable to the stan-
dard linear approach of POD for low dimensions r = 2, 3, 4,
whereas the nonlinear encoding through the cluster selec-
tion significantly improves the reconstruction in low dimen-
sions. As for the series expansion of the control law, only
the first-order approximation is relevant, we tabulate this
reconstruction error as well. Note that the bad average
performance is due to the strong deviation for larger t, i.e.
larger values of ρ, whereas for small t, the first-order ap-
proximation closely aligns with the nonlinear approach; see
Figure 3.

0.0 0.1 0.2 0.3 0.4 0.5

time t

0.0000

0.0005

PAE-1.5 PAE-3.5 PAE-3.5 (p=1)

Figure 3: Trajectory with pointwise reconstruction errors

∥v(t(i)) − ṽ(t(i))∥M . The improvement of using
3 clusters is clearly visible as is the initial align-
ment with the nonlinear approach PAE-3.5 (and
the subsequent deviation from it) of the first-order
expansion.

Before turning to the controller design, we use a grid
search to identify a suitable parameter setup for the reduced-
order LPV approximation. As shown in Figure 1, the pair
(q, r) = (4, 5) achieves the lowest reconstruction error in the
considered domain. Nonetheless, we selected (q, r) = (3, 5)
as a compromise of both accuracy and complexity.

6.2 SDRE approximation through series
expansions

We check the approximation of the SDRE feedback along
the example trajectory v generated by the test input (16).
For that we compute the true SDRE feedback uP (t) =
−BTP (v(t))v(t), where P solves the SDRE, and compare to
uP̃ and uP|α|≤p

that denote the feedback computed through
the LPV approximation in (9) (via PAE-q.5, q = 1, 3) and
the expansions (14) for p = 0, 1, 2, respectively. The data
in Figure 4 shows that the LPV approximation works par-
ticularly well for t ≤ 0.5, which is the training regime, and
that the first and second-order expansions significantly im-
prove the zero-order approximation, which would be the
LQR gain, but with a slight effect of the additional second-
order terms.

6.3 Feedback performance

To evaluate the performance of the approximations for the
controller design, we simulate the closed loop system with
varying the two parameters γ ∈ {100, 10, 1, 0.1, 0.001} that
stands for the penalization factor of u in the underlying
quadratic cost functional and the startup time ts > 0 that
marks the time after which the test input is turned off and
the feedback is applied. In other words, γ is a parameter
that weighs on the magnitude of the control and ts regulates
how far the system is deferred from the target state when
the controller is activated. In Figure 5, for different orders
p = 0, 1, 2 of approximation, we plot the averaged measured
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(t)∥

Figure 4: Differences to the exact SDRE feedback along
a sample trajectory for feedback approximations
through the LPV approximation of the nonlinear-
ity by PAE-q.5, for q = 1, 3, and the correspond-
ing zeroth, first and second-order series expan-
sions of the SDRE feedback.

feedback magnitude

1

te

(∫ te

ts

∥BT
( ∑
|α|≤p

ρ(v(t))(α)Pα

)
v(t)∥2 d t

) 1
2

, (17)

that tends to 0 for te → ∞ if stabilization is achieved, and
that is finite if and only if the simulation has not blown up
before a finite end time te.
We plot the values of the performance index (17) for

te = 7.5 and for various approximations to the nonlinear
SDRE feedback in Figure 5 and the trajectories of selected
cases in Figure 6. As we have observed before, the p = 0
expansion in (14), i.e., the LQR feedback, is remarkably
performant for the optimal choice of the Tikhonov param-
eter γ. However, considering higher order expansions with
p = 1, 2 together with the option to adapt the underlying
approximation scheme, significantly widens the domain of
attraction and can ensure reliable performance in particu-
lar for larger values of γ; see, e.g., Figure 6 (top row) for
the trajectory data for a setup with γ = 10, where only the
second-order expansion achieves stabilization.

7 Conclusion

In the forward simulation model, the proposed nonlinear
autoencoder with smooth clustering significantly improves
the parametrization quality at very low dimensions. For
the controller design, it was established that for second-
order expansions of the SDRE feedback law, only the first-
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0.0004

Figure 5: Performance index (17) map of the linear and
nonlinear feedbacks for PAE reduced-order mod-
els with r = 5, q = 1, 3, the SDRE feedback law
expansion (14) for p = 0, 1, 2 and varying penal-
ization parameter γ and startup times ts. The
darker the color, the smaller (i.e., the better) the
performance index. At the blank spaces, the sys-
tem blew up. The trajectories of the data marked
with * are plotted in Figure 6.
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Closed-loop signals for ts = 0.5801 and γ = 10 (top row) and γ = 1 (bottom row)

LQR feedback: uP|α|≤0
first order: uP|α|≤1

second order: uP|α|≤2

Figure 6: Measured output and feedback input signals for
the distinguished data points from Figure 5.
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order expansions of the reduced-order LPV coefficient are
relevant, which reduces the computational effort by large.
Concerning the performance of the resulting feedback, the
overall picture is diffuse. While the linear LQR approach,
for suitable weight parameters, ensured stability also well
away from the origin, the nonlinear feedback design based
on different approximation schemes, clearly extended the
basin of attraction. As the choice of the approximation was
solely based on a single open-loop simulation in a time range
that did not cover the range considered in the closed-loop
simulation, in future work, we expect to gain additional
performance by optimizing the approximation in view of
feedback control.
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